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Abstract

Peer review is an evaluation process where ex-
perts in a particular field assess the quality and
credibility of a research paper or manuscript
prior to its publication. Utilizing Artificial In-
telligence (AI) in the peer review process has
the potential to enhance the review process by
providing more objective, efficient and accu-
rate evaluations. Summarizing the pros and
cons of peer reviews will be valuable for ed-
itors/area chairs to provide constructive feed-
back to authors, make informed decisions about
manuscript publication and identify potential
issues in the field. It will also assist them in un-
derstanding which areas of their work need im-
provement and which do not. In this research,
we propose a novel architecture that uses a su-
pervised method to generate generic pros and
cons summaries to assist editors and authors in
analyzing the feedback from peer reviews. Ad-
ditionally, we propose an unsupervised method
for generating aspect-based pros and cons sum-
maries. Our proposed method achieves an aver-
age Rouge-1 F1 Score of 31.61 in generating
generic pros and cons summaries and 32.62 in
generating aspect-based summaries.

1 Introduction

Peer review, a process in which experts in a spe-
cific field assess the quality of research work, is
a vital aspect of scientific discovery. It is well-
known that peer reviews are controversial due to
their quality, randomness, bias, and inconsistencies
(Bornmann and Daniel, 2010). Additionally, there
have been concerns about alleged reviewer bias in
"single-blind" peer reviews (Tomkins et al., 2017)
and arbitrariness between different reviewer groups
(Langford and Guzdial, 2015). Despite these crit-
icisms, within the scientific community, peer re-
view is considered as an essential component of
the academic writing process as it helps ensure that
the papers published in scientific journals are of
high quality and based on accurate experimenta-

tion. However, despite its significance, there is a
lack of analysis and evaluation of the content and
structure of reviews and their quality. According to
a study by Kovanis et al. (Kovanis et al., 2016), ap-
proximately 63.4 million hours were spent on peer
reviews in 2015 alone. The rapid increase in the
number of publications in scientific fields motivates
the development of automatic summarization tools
for scientific articles. The number of scientific arti-
cles published per year has been growing at a rate
of about 8% per year since the mid-17th century
(Kovanis et al., 2016). The number of scientific
papers indexed in the Web of Science database has
been increasing at a rate of about 3% per year since
the 1970s.

Investigating the inner workings of the peer re-
view system can be challenging due to the need to
protect publishers’ privacy and intellectual prop-
erty rights. However, OpenReview1 provides a way
to examine how the process is evolving in some
areas, such as how authors are given opportunities
to respond to feedback and how communication be-
tween authors and reviewers is being strengthened.

Argument mining in peer-review text is an im-
portant tool in the scientific publication process
as it enables the automated analysis and extrac-
tion of key claims, evidence, and reasoning pre-
sented in a manuscript. This improves the effi-
ciency, consistency, and fairness of the review pro-
cess, detects potential biases, and assists authors
in identifying areas for improvement, ultimately
leading to a higher-quality manuscript and aiding
in the advancement of scientific knowledge. Ar-
gument Mining can be used to efficiently extract
the most relevant parts from reviews, which are
paramount for the publication decision. Fromm et
al. (Fromm et al., 2020) propose a simple argu-
mentation scheme that distinguishes between non-
arguments, supporting arguments, and attacking

1https://openreview.net/
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Summary
Pros: The paper introduces a novel approach for sentence representation by using multiple attentional vectors to extract multiple representations for a

sentence. The authors have demonstrated consistent gains across three different tasks, providing evidence of the effectiveness of the model.
The paper is reasonably clear, with no major technical issues, and the new model lends itself to more informative visualizations than could be
obtained otherwise. The model also beats reasonable baselines on three datasets. The architecture is interesting and can be used within larger text
understanding models. The approach is different from prior work, which is a positive aspect of the paper.

Cons: a lack of analysis on the 2D representations, concerns about the value of r when applied to short sentences, a need for performance evaluations on
dev sets or learning curves, and a lack of transparency in reporting model sizes. The paper also has a problem in its presentation, with no training
objective defined, and there is a lack of appropriate addressing of prior work. The visualizations provided do not offer compelling evidence for
the use of multiple attention vectors, and further experiments are needed to demonstrate the effectiveness of the 2D structure of the embedding
matrix. Overall, there is a lack of convincing evidence that the 2D structure of the embedding matrix provides any meaningful advantage over
similar attentive embedding models.

Table 1: Pros and Cons summary output of paper (ICLR 2017); https://openreview.net/forum?id=
BJC_jUqxe

Aspects Summary
Substance Pros: The paper introduces a novel approach for sentence representation using 2D structure of embeddings, which produces more

informative visualizations and beats reasonable baselines on three datasets.
Cons: the reviewer would like to see more analysis on the 2D representations in order to be convinced of its effectiveness ablation
studies?

Clarity Pros: The paper is reasonably clear and there are no major technical issues.
Cons: there are issues with the penalization term section and the paper’s focus on unsupervised learning in the abstract, introduction
and related work sections, and with the lack of clear definition of the training objective.

Meaningful Compar-
ison

Cons: There is a substantial amount of prior work which the authors do not appropriately address , some of which is listed in previous
comments .

Originality Pros: the main innovation of this paper is the 2D structure of the embedding matrix Cons: 2D structure of the embedding matrix is not
clearly shown to provide significant advantages over similar attentive embedding models already present in the literature.

No-aspect Pros: This paper presents a method for sentence representation using a 2D matrix and self-attentive mechanism on LSTM encoder.
It produces heat-map visualizations and good performance on downstream tasks. The model extracts matrix-valued sentence
representation and could be used for tasks beyond NLP. The authors have shown consistent gains across multiple datasets.
Cons: Some important experiments are missing, visualizations lack support for multiple attention vectors, main claims require more
experimentation, unclear usage and conversion of embedding for downstream tasks, better model structure explanation needed, no
comparison with similar works, minor issues like typos present.

Table 2: Aspect wise Pros and Cons summary output

arguments (NON/PRO/CON) as outlined in (Stab
et al., 2018). This scheme can also be interpreted
as a simplified version of the claim-premise model,
where if there is a single claim, "The paper should
be accepted," and arguments that either support or
attack this claim.

An editor or chair writes a meta-review eval-
uating and summarizing the strengths and weak-
nesses of a peer review process as it pertains to a
specific research or manuscript. Classification of
meta-review is important because it allows read-
ers to evaluate the quality and reliability of the
research presented in the text and make informed
decisions about its validity and usefulness. Addi-
tionally, it is important for researchers as it allows
them to identify areas of improvement in their own
research and writing process. Furthermore, it is
essential for editors as it enables them to provide
constructive feedback to authors, make informed
decisions about the publication of a manuscript,
and identify potential issues in the field. Thus,
meta-review and its classification play a vital role
in the scientific publication process. MReD dataset
(Shen et al., 2022) consists of 7,089 meta-reviews
and all its 45k meta-review sentences. Each sen-
tence in a meta-review is classified into one of the
9 pre-defined intent categories: abstract, strength,

weakness, rating summary, area chair (AC) dis-
agreement, rebuttal process, suggestion, decision,
and miscellaneous(misc).

Summarizing the pros and cons of a peer review
text is crucial as it provides readers with a compre-
hensive understanding of the strengths and weak-
nesses of the peer review process as it pertains to a
specific research or manuscript. This enables them
to evaluate the quality and reliability of the research
presented in the text, and make informed decisions
about its validity and usefulness. Moreover, sum-
marizing the pros and cons of a peer review text
is of great importance for researchers, as it allows
them to identify areas of improvement in their own
research and writing process. For example, if a
manuscript is rejected due to poor methodology,
researchers can focus on addressing and improv-
ing that aspect of their work in future submissions.
Furthermore, summarizing the pros and cons of a
peer review text is essential for editors/area chair,
as it enables them to provide constructive feedback
and to make informed decisions about the publica-
tion of a manuscript, and identify potential issues
in it, which can lead to taking appropriate steps to
address them. Review text also contains aspects
associated with it, such as novelty and motivation.
Editors would benefit from knowing the specific

https://openreview.net/forum?id=BJC_jUqxe
https://openreview.net/forum?id=BJC_jUqxe
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pros and cons that reviewers have written about
each aspect. In this research, we propose a way
to generate both a generic pros and cons summary,
as well as an aspect-wise pros and cons summary.
This information can assist editors/area chair in
quickly understanding which aspects of the paper
need improvement and which do not, and can be
beneficial for author as well to get a quick overview
of the reviews. To demonstrate this, we present out-
put from our proposed architecture in Table 1 and
Table 2.

There exist reference summary for pro and con
summary. Also the generation of human based
summaries is expensive and require domain ex-
perts to summary. The meta reviewer usually men-
tions opinions about the submission’s strengths and
weakness as opinions about the submission’s weak-
nesses. As strength mentioned in the meta review
is mostly the summary of the pro argument and
strength mentioned in the meta review is mostly
the summary of the con argument of a paper. We
used this idea and used the strength and weakness
mentioned in the meta review as the reference sum-
mary.

We summarize our contributions as follows :-

• We propose an effective architecture that
utilizes a supervised method for generating
generic pros and cons summaries, to assist the
editors and authors in analyzing peer reviews.

• We investigate the utilization of meta-reviews
for this task without the availability of a refer-
ence summary for training.

• We propose a novel architecture that utilizes
an unsupervised method for generating aspect-
based pros and cons summaries for the same
task.

• We have annotated 150 papers with aspect-
based summaries to evaluate the generated
aspect-based summary.

We make our code public2.

2 Related Work

2.1 AI in Peer Reviews
The use of artificial intelligence in peer review has
been garnering attention due to recent advance-
ments in AI research. A dataset of scientific peer

2https://github.com/sandeep82945/
Pros-Cons-Summarization-of-peer-reviews

reviews was made available to facilitate research in
this domain(Kang et al., 2018). Additionally, vari-
ous studies have explored the correlation between
overall recommendation scores and individual as-
pect scores. The CiteTracked dataset was intro-
duced to ascertain the impact of citations from peer
reviews(Plank and van Dalen, 2019). Furthermore,
tools have been developed to analyze the quality,
tone, and quantity of peer review comments, such
as those mentioned in(Wicherts, 2016). The ASAP-
Review dataset was formulated with the objective
of automating scientific peer review(Yuan et al.,
2021). Recently, a novel multitasking system was
proposed, which leverages inter-dependency by
sharing representations between two related tasks,
such as aspect categorization and sentiment clas-
sification(Kumar et al., 2021). Shallow linguistic
features, for instance, sentiment words, have been
studied by Bornmann et al. to analyze language
use in peer reviews(Bornmann et al., 2012).

2.2 Abstractive and Extractive
Summarization

Extractive summarization involves creating sum-
maries by selecting key sentences or phrases di-
rectly from the source text, retaining the original
content’s phrasing(Collins et al., 2017). Initially,
extractive methods relied on simple statistical mea-
sures such as word frequency(Luhn, 1958b) and
document location(Baxendale, 1958). As research
evolved, classifiers using supervised learning iden-
tified potential summary sentences(Kupiec et al.,
1995). Factors like sentence position, length, ti-
tle words, and the presence of proper nouns be-
came crucial cues(Yang et al., 2017; Nenkova
et al., 2006). Modern extractive summarization
predominantly employs neural models, integrating
embeddings, CNNs, and RNNs(Kobayashi et al.,
2015; Cheng and Lapata, 2016), and these sys-
tems often rank sentence salience before summa-
rization(Erkan and Radev, 2004; Parveen et al.,
2016).

Conversely, abstractive summarization crafts
novel sentences and may use words not found in
the source text(Widyassari et al., 2022). Although
it offers more flexible summaries, the complex-
ity of generating new content requires advanced
natural language processing(Gambhir and Gupta,
2017). The encoder-decoder paradigm has emerged
as a prominent technique in abstractive summariza-
tion(Xu et al., 2020; Lee et al., 2020; Yao et al.,
2020), enabling efficient parameter optimization

https://github.com/sandeep82945/Pros-Cons-Summarization-of-peer-reviews
https://github.com/sandeep82945/Pros-Cons-Summarization-of-peer-reviews
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and smoother summary generation.

2.3 Review Summarization
Several studies have explored the summarization of
product reviews(Li et al., 2010; Gerani et al., 2014,
2019; Mason et al., 2016). For instance, Gerani
et al.(Gerani et al., 2014) proposed an abstractive
summarization system for product reviews, utiliz-
ing a template-based Natural Language Generation
(NLG) framework and leveraging the discourse
structure of reviews.

Aspect-based summarization involves generat-
ing focused summaries based on specific points of
interest. WikiAsp(Hayashi et al., 2021), a large-
scale dataset for multi-domain aspect-based sum-
marizations, has been introduced. One study was
conducted to provide insights into hotels that rat-
ings might not fully capture by analyzing customer
reviews from hotel booking websites. The topic
modeling technique, Latent Dirichlet Allocation
(LDA), was applied to uncover hidden informa-
tion and aspects, followed by sentiment analysis
on classified sentences and summarization(Akhtar
et al., 2017). An interactive attention mechanism
was proposed for aspect- and sentiment-aware ab-
stractive review summarization(Yang et al., 2018).
The model(Kunneman et al., 2018) incorporates
representations of context, sentiment, and aspect
words within reviews into the summary generation
process. The authors developed three systems for
generating pros and cons summaries of product
reviews, which included a system based on syntac-
tic phrases and two neural-network-based systems.
These systems were evaluated in two ways: us-
ing held-out reviews with gold-standard pros and
cons, and by soliciting human annotators to rate
the systems’ outputs in terms of relevance and com-
pleteness.

2.4 Peer Review Summarization
Peer-review summarization is a specific task that
aims to automatically generate a summary of peer
reviews for a particular research paper. Numerous
studies have focused on this task, employing var-
ious techniques and models. Several works have
built systems to generate meta-reviews from peer
reviews by summarizing them.

The authors present MetaGen(Bhatia et al.,
2020), a system that generates meta-reviews from
peer reviews to aid the decision-making process in
scientific papers and proposals. It utilizes an ex-
tractive and fine-tuned UniLM approach for craft-

ing final abstractive meta-reviews and making ac-
ceptance/rejection decisions. A deep neural ar-
chitecture was proposed for generating decision-
aware meta-reviews from peer reviews(Bhatia et al.,
2020). The model employs a multi-encoder trans-
former network for predicting the decision and gen-
erating the meta-review.

Previous studies have employed classification
and regression techniques to evaluate the quality of
scientific papers through analysis of peer reviews.
Additionally, some research has focused on gen-
erating meta-reviews by summarizing the content
of multiple reviews. To the best of our knowledge,
our work is the first to summarize the argument
based pros and cons of peer reviews.

3 Methodology

Figure 1: Our proposed architecture for generic Pros
and Cons summarization

Figure 1 shows the architecture of our proposed
model for generating pro and con summary.

3.1 Input Layer
Initially, we have a group or set of reviews D =
{R1, R2, ..., Rn}, associated with a specific doc-
ument or article. We merge all the reviews of a
document into one comprehensive review S. Each
S = {s1, s2, ..., sm}, is a set of sentences, where
si ∈ S denotes a single sentence.

3.2 Argument Classification
Next, the set of sentences S are passed with a
classifier to identify those review sentences which
are argumentative. Following (Fromm et al., 2020)
, we utlized a BERT large model with 340M
parameters fine-tuned on the Argument Mining
dataset (based on bert-large-cased) to classify the
sentences into pro, con and non summary. We
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Figure 2: Our proposed aspect based pros and cons summarization architecture

reported a micro F1 score of 0.759%, which is
almost the same as the original paper. For example
:-

Spros = {s1, s3, ....sn−1}
Scons = {s2, s5, ....sn−3}
Snons = {s4, s6, ....sn}

Here, Spros contains a set of sentences classified
as pro, Scons contains the sentences classified as
con and Snon contains the sentences classified as
nons. Non-argument sentences typically do not
contain important information that is necessary for
making a decision. Therefore, we discarded them.

3.3 Meta Review Classification

The reference summary of pros and cons summary
is unavailable and the annotation of the summary
is costly and need domain experienced experts. So
we utilized the MReD dataset (Shen et al., 2022)
which consists of 7,089 meta-reviews and all its 45k
meta-review sentences. Each sentence in a meta-
review is classified into one of the 9 pre-defined
intent categories: abstract, strength, weakness, rat-
ing summary, area chair (AC) disagreement, re-
buttal process, suggestion, decision, and miscel-
laneous(misc). We trained the RoBERTa-large +
CRF with the same setting as mentioned in the
paper. We hypothesize that a meta-reviewer will
mention both the strengths and weaknesses of a
product or research study in their summary, akin to
a pro and con summary. So, we used the pre-trained
model to extract the strength and weaknesses. Sup-
pose, M is the set of review sentences in meta
review. We utilize the set of sentences classified
into strength Mstrength ∈ M and belonging to
weakness Mweaknesses ∈ M for training PCSum-

marizer, described in the next section.

3.4 PCSummarizer
Generative pre-trained models have exhibited out-
standing results in the field of natural language gen-
eration, specifically in the area of text summariza-
tion (Dong et al., 2019; Lewis et al., 2020a). The
adaptation of natural language processing models
to specific domains, also known as domain adap-
tation, is a widely researched topic (Fu and Liu,
2022; III, 2009; Yu et al., 2021). Hua and Wang
(2017) (Hua and Wang, 2017) were the pioneers
in researching the adaptation of neural summariza-
tion models to specific domains, and it was found
that these models possess the capability to select
pertinent information even when trained on out-of-
domain data.

In order to make the model capture the argumen-
tative reviews (i.e. both pro and con sentences),
the input text is formatted in the following way as
source input for the Encoder.

Pro sentences [SEP] Con sentences
Here [SEP] is a special token.
The encoder first transforms the input into a se-

quence of hidden representations M .

ht = ProsDecoder(M,yt−1) (1)

We initialized the ProsDecoder i.e. decoder for
pros summary generation with the pre-trained Bart
Large (Lewis et al., 2020a) decoder trained on
CNN-daily mail. We implement the teacher forcing
method on the ProsDecoder with the Mstrength to
fine-tune the decoder.

P (yt|y<t,C)
(k) = softmax(Wdht + bd) (2)
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where ht is the hidden representation of yt (the t-
th word in the target summary). k is the probability
of generating the k-th token yt given the previously
generated < t tokens and some context C.

We maximize the conditional log likelihood for
a given N observation
(C(i), Y (i))Ni=1

Lpros = −
i=N∑
i=1

t=T∑
t=1

logP (y
(i)
t |y(i)<tC

(i)) (3)

Similarly, we define the ConDecoder :-

ht = ConsDecoder(M,yt−1) (4)

The ConsDecoder (i.e. decoder for cons sum-
mary generation) is initialized with the pre-trained
Bart Large decoder trained on CNN-daily mail. We
implement the teacher forcing method on the Cons-
Decoder with the Mweakness to train the decoder.

P (yt|y<t,C)
(k) = softmax(Wdht + bd) (5)

We maximize the conditional log likelihood for
a given N observation
(C(i), Y (i))Ni=1

Lcons = −
i=N∑
i=1

t=T∑
t=1

logP (y
(i)
t |y(i)<tC

(i)) (6)

We introduced an appropriate loss function as
defined below to ensure that the similar summaries
are not generated for pros and cons :-

Ldiss = sim(Spros, Scons) (7)

Here, sim is the similarity between the two sum-
maries. We calculate the similarity between the two
summaries by [CLS] pooling as in BERT(Devlin
et al., 2019).

We employ the following loss function as our
final training loss :-

L = Lpros + Lcons + Ldiss (8)

Here, we combine the MLE loss from the Pros-
Decoder and ConsDecoder and the dissimilarity
loss while training the summarizer.

3.5 Aspect based pros and cons
summarization

In this section, we describe our proposed architec-
ture for aspect-based pros and cons summarization.
Figure 2 shows the architecture of our aspect based
pro and con summarization. Supervised training
is not possible due to the unavailability of golden
pros and cons summary for each aspect. So, we
propose an unsupervised technique. Similar to the
previously described input layer, the reviews are
combined. The reviews are then passed to the as-
pect classifier. We use the already annotated dataset
for our evaluation. Suppose the output after the
aspect classification is Sa, where S is the set of
sentences that belongs to aspect category a. The
sentences belonging to each aspect Sa are passed
to the argument classifier, which classifies the pre-
trained argument classifier as described in Section
3.2. The output is Spros

a , Scons
a , Snons

a . Similarly,
as the non-arguments Snons

a do not play much role
in the decision, it is filtered out.

3.5.1 Clustering
To remove the review sentences that weakly be-
long to an aspect category, we produce a vector Ai

for each aspect category by computing the average
of sentence embeddings of the sentences belong-
ing to that aspect. In particular, for each aspect
category, we produce a vector that best represents
the category, represented by the centroid. We cre-
ate the sentence embedding by pre-trained BERT
[CLS] pooling. We further control the selection of
review sentences by filtering them based on their
aspect category. In particular, we select the review
sentences in Spros

a and Scons
a , given the aspect cat-

egory a it belongs to. Our goal is to select the
review sentences close to their aspect centroid. We
iterate through every review sentence sen in Spros

a

and Scons
a , we add it to the filter review set Sfpros

a

and Sf cons
a if cos(Ei, Ak) ≤ θ3. Where Ei is the

embedding of the review sentence sen.

3.5.2 Summarization
Next, we create a abstract summary of the Sfpros

a

and the Sf cons
a . We used the model PCSummarizer

trained to create pros and cons summary of the re-
view to create the final summary for each aspect as
described in Section 3.4. If review text Sfpros/cons

a

is less than 30 words, i.e. short reviews, they don’t
need further summarization as they are already con-

3We set the threshold θ as 0.5 empirically
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Conference Number of papers Number of reviews Acceptance rate avg words
ICLR 2017 427 1,304 67% 399
ICLR 2018 907 3,499 35% 403
ICLR 2019 1,419 4,332 35% 403
ICLR 2020 2,213 6,722 27% 409

Table 3: Dataset statistics

cise. Using PCSummarizer may not add any value,
so in that case, we don’t further summarize from it.

4 Experiments

4.1 Dataset
We use the dataset collected from OpenReview4 by
the papers (Yuan et al., 2022; Fromm et al., 2020).
The dataset contains the reviews from computer-
science conferences. Table 3 shows the statistics of
the dataset used. For training PCSummarizer we
split the dataset into 0.7, 0.1, 0.2 for training, vali-
dation and test respectively. To evaluate our aspect-
based summarization method, we recruited two ex-
pert NLP annotators with a strong command of the
English language. They generated summaries for
150 papers from the dataset presented in (Wicherts,
2016), which contains peer reviews classified into
different aspects. The definition of these aspects is
provided in Appendix Table 8.

4.2 Implementation details
For PCSummarizer, we use the BART large model
pre-trained on CNN/DailyMail dataset from the
hugging face library 5. We initialized the pre-
trained weights to both the decoder and the encoder
before fine-tuning them. We performed hyperpa-
rameter tuning on the validation set and reported
the best-performing parameters. We use a dynamic
learning rate, warm up 1000 iterations, and decay
afterwards. We trained the model for 10 epochs
with a batch size of 4. We train all the models on a
single GPU (NVIDIA A100-PCIE 40GB).

4.3 Result and Analysis
Tables 4 and 5 present the results of a comparison
between the various summarization methods, in-
cluding extractive methods (LexRank, TextRank,
SumBasic, Luhn) and abstractive methods (Pega-
sus and Bart) for summarization without aspects
and with aspects, respectively. The results indi-
cate that the abstractive methods performed better
than the extractive methods in terms of the ROUGE
score for both the summarization tasks. The pros

4https://openreview.net
5https://huggingface.co/

and cons were separately input into the extractive
systems, and we report the average. Similarly, for
aspect-based pros and cons summarization, we cal-
culated the score aspect-wise for each aspect and
reported the average. BERTScore (Zhang et al.,
2020b) computes a similarity score between each
token of a candidate sentence and that of a refer-
ence sentence, relying on contextual embeddings
to calculate token similarity, as opposed to exact
matches. BERTScore is mainly used in abstrac-
tive summarization, so we also report BERTScore
for the abstractive baselines Pegasus and BART.
Similar to the extractive summarization, we trained
the pros and cons encoder and decoder architec-
ture separately and reported the average. We found
that BART performed better compared to Pegasus
with 1.63 F1 BERTScore and 2.12 Rouge-1 F1
score for full reviews pros and cons and BART
with 1.96 BERTScore and 0.6 Rouge-1 F1 score
for aspect-based summarization. Our proposed
method APCS performed better than simple BART
with 0.71 BERTScore and 1.21 Rouge-1 F1 score
points for full reviews and 0.75 BERTScore and
1.68 Rouge-1 F1 score for aspect-based summa-
rization. As we used the pre-trained model for
argument classification and meta review classifica-
tion, we don’t report those results. However the
result can be found in the original paper.

4.4 Ablation Study
We analyze the effectiveness of our proposed model
(APCS) by conducting an ablation study, as shown
in Table 7. By comparing the results of "APCS w/o
diss" in Table 7 with an improvement of 0.93 and
the original BART with a distinct encoder in Table
4, it is evident that inputting the pros and cons to-
gether improves the results compared to training
them separately. This is likely due to the fact that
sharing an encoder allows the model to learn gen-
eral features that are useful for both summarization
tasks.

When we ran the model (APCS without differen-
tiation loss), we observed that the generated sum-
maries for the cons sometimes included informa-
tion that was more appropriate for the pros. This
may be due to the fact that during the annotation

https://huggingface.co/
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Model BERTScore Rouge
P R F1 R1 R2 RL

LexRank (Erkan and Radev, 2011) – – – 24.30 5.90 25.18
TextRank (Mihalcea and Tarau, 2004) – – – 24.32 5.89 25.12
LSA (Ozsoy et al., 2011) – – – 25.88 6.20 25.72
Luhn (Luhn, 1958a) – – – 26.26 6.18 25.81
KL-Sum (Haghighi and Vanderwende, 2009) – – – 27.43 6.89 25.87
Pegasus (Zhang et al., 2020a) 50.17 49.55 49.98 28.42 7.05 26.32
BART (Lewis et al., 2020b) 50.73 52.65 51.61 30.40 8.76 27.14
APCS 51.43 53.43 52.32 31.61 9.12 28.80

Table 4: Experimental results on generic pros and cons summarization; ROUGE(F1), BERTScore. Here,
P→Precision, R→Recall, R1→ROUGE with unigram, R2→ROUGE-2 for bigram overlap, RL→ROUGE-L
for Longest Common Subsequence

Model BERTScore Rouge
P R F1 R1 R2 RL

LexRank (Erkan and Radev, 2011) – – – 26.30 7.86 27.17
TextRank (Mihalcea and Tarau, 2004) – – – 26.29 7.81 27.10
LSA (Ozsoy et al., 2011) – – – 27.82 8.16 27.71
Luhn (Luhn, 1958a) – – – 28.11 8.12 27.59
KL-Sum (Haghighi and Vanderwende, 2009) – – – 29.39 8.78 27.86
Pegasus (Zhang et al., 2020a) 51.67 51.64 51.60 30.29 7.05 28.31
BART (Lewis et al., 2020b) 52.71 54.62 53.56 32.41 10.74 29.11
APCS 53.41 55.42 54.31 32.62 11.09 30.79

Table 5: Experimental results on aspect-based pros and cons summarization

w/o Aspect Aspect based
Model A-Coverage Readability Diversity I A-Coverage Readability Diversity I
KL-Sum(Erkan and Radev, 2011) 3.0 8.5 3.0 3.0 5.0 8.0 3.5 3.5
Pegasus (Zhang et al., 2020a) 4.0 4.5 3.0 3.0 5.5 4.5 3.0 3.5
BART 4.25 5.0 4.5 4.0 4.5 5.0 4.5 6.0
APCS 4.5 5.0 5.0 4.25 7.25 5.0 5.0 6.25

Table 6: Human evaluation results. Here, A-Coverage denotes Aspect coverage; I → Informativeness ; Bold text is
intended to highlight the best performance.

R-1 R-2 R-L
APCS w/o diss 31.33 9.02 28.24
APCS(aspect based) w/o clustering filter 32.03 10.78 30.12

Table 7: Ablation study of our experiments

process, reviewers/editors often use polite language
when discussing cons/weakness, such as "I like the
paper but..." or "The paper is written well but there
are a few technical...". As a result, the ConsDe-
coder may have learned to include some pros infor-
mation in the summary as well during the training
process. We observed a slight improvement in the
results when the differentiation loss was included
in the model, which resulted in a better separation
of the pros and cons summaries.

For aspect-based unsupervised summarization,
we also removed the aspect sentence filtering and
observed a drop in the results by 0.59 Rouge-1
F1 score. This demonstrates the effectiveness of
aspect-based cluster filtering in improving the over-
all performance of the model.

4.5 Human Evaluation

We conducted a human evaluation to assess the
effectiveness of our model by providing a set of 150

randomly selected papers along with their ground-
truth reviews and generated summaries to three
domain experts in NLP with a minimum of 5 years
of experience. Table 6 shows the results of the
evaluation. We asked the responders to evaluate
the summaries by rating them between 1 to 10
on Likert Scale (Taherdoost, 2019) based on the
following :

• Q1 (Aspect-coverage): Assesses which sum-
mary effectively captures the opinions about
the specified aspects.

• Q2 (Readability): Evaluates the readability of
the summaries.

• Q3 (Diversity): Identifies which summary
contains the least amount of repetitive infor-
mation.

• Q4 (Informativeness): Assesses the useful-
ness of the summary by providing information
about the original reviews.

Consistent with the automated evaluation results,
summaries generated by "APCS without aspect"



125

achieved the best scores for Aspect-Coverage, In-
formativeness, and Diversity compared to the base-
lines. However, the model may still generate re-
dundant phrases in summaries, particularly in the
pros and cons, resulting in a low diversity score.
Additionally, the readability score for APCS (both)
was lower than that of KL-Sum. The reason for
this is that KL-Sum is extractive, meaning that the
summaries are taken directly from human-written
reviews, while APCS generates abstractive sum-
maries. The readability of BART and APCS (both)
is similar. In contrast, the abstractive summary
generated by APCS (aspect) effectively captures
ideas on aspects. The APCS aspect-based model
achieved high Aspect-coverage as it focuses mainly
on each aspect of the reviews. However, APCS
(both) performed better than PEGASUS on every
score, despite both being abstractive methods of
summary generation. These results validate the
quality of our generation method. We also ob-
served that our model fails when argument is mis-
classified by the pre-trained model or the aspect
classification model makes wrong prdecitions.

5 Conclusion and Future Work

We have proposed a novel architecture for gen-
erating both generic and aspect-based pros and
cons summaries of peer reviews, utilizing both su-
pervised and unsupervised methods. Our results
demonstrate the effectiveness of our proposed ar-
chitecture. As a future work, investigating the
scalability of our proposed architecture for larger
datasets and its performance on a diverse range of
research domains would also be valuable.
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Aspect Definition
Substance Does the paper contains substantial experiments to demonstrate the effectiveness of proposed

methods? Are there detailed result analysis? Does it contain meaningful ablation studies?
Motivation Does the paper address an important problem? Are other people (practitioners or researchers)

likely to use these ideas or build on them?
Clarity For a reasonably well-prepared reader, is it clear what was done and why? Is the paper

well-written and well-structured?
Meaningful Com-
parison

Are the comparisons to prior work sufficient given the space constraints? Are the comparisons
fair?

Originality Are there new research topic, technique, methodology, or insight?, etc
Soundness Is the proposed approach sound? Are the claims in the paper convincingly supported?
Replicability Is it easy to reproduce the results and verify the correctness of the results? Is the supporting

dataset and/or software provided?

Table 8: Definition of aspects
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