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Abstract
Text classification is an important technique in
natural language processing for categorizing
text into appropriate domains. With the increas-
ing amount of textual data, robust text classifi-
cation is in high demand. This paper focuses on
single-label classification of text for scholarly
articles, aiming to analyze a large number of
papers. Inspired by the successful Fusion-in-
Decoder method used in question-answering
tasks, we propose an accurate method suitable
for long articles. We evaluate the effective-
ness of our method through experiments on
single-label classification with scholarly arti-
cles, demonstrating its high F1 scores.

1 Introduction

Text classification plays a significant role in natu-
ral language processing, and several methods have
been proposed (Kim, 2014; Zhang and LeCun,
2016; Zheng and Yang, 2019; Minaee et al., 2021).
This paper focuses on a classification task for schol-
arly articles. The rapid growth of scholarly articles,
for instance over 370,000 papers on COVID-19
published by 2022, necessitates efficient analysis.
Pre-trained language models such as BERT (De-
vlin et al., 2019) face challenges in processing long
texts such as scholarly articles. They are often lim-
ited by input length, leading to token overflow and
utilization of only the initial part of the text. Ad-
ditionally, these models do not consider the impor-
tance of each sentence in the full text for accurate
label classification.

To address these limitations, we propose a
method that leverages techniques from question an-
swering (QA) tasks to enhance label classification
accuracy for long texts. Specifically, we extract a
set of sentences deemed informative based on the
summary section, which represent a collection of
important information in the paper. We combine
the vector representations of these sentences us-
ing Fusion-in-Decoder (FiD) (Izacard and Grave,

2021b), a high-performing approach in QA tasks,
to estimate the label. Although FiD was originally
proposed for QA tasks, we applied it to paper analy-
sis because it can extract important sentences from
long documents and implement them in neural net-
works. We evaluate our proposed method using
the CORD-19 dataset (Beltagy et al., 2020) of sci-
entific papers on COVID-19. The results of our
evaluation experiment demonstrate the effective-
ness of our approach.

2 Related Work

Existing pre-trained language models generally
used in text classification, such as BERT (De-
vlin et al., 2019), have limitations on the input
length, preventing the utilization of all information
in long documents during fine-tuning. While Long-
former (Beltagy et al., 2020) and BigBird (Zaheer
et al., 2021) are notable approaches for handling
long documents, they still have limitations regard-
ing input length.

When considering the handling of a large amount
of data, QA tasks can provide valuable insights.
Karpukhin et al. (2020) proposed Dense Passage
Retriever (DPR), which retrieves relevant passages
from a large number of documents, achieving high
accuracy in an open-domain QA task.

Lee et al. (2019) introduced the Open-Retrieval
Question Answering (ORQA) model for open-
domain QA tasks. The ORQA model comprises
a retriever that identifies relevant sentences from
external knowledge and a reader that extracts an-
swers from the retrieved sentences and questions.
Building on the ORQA model, Izacard and Grave
(2021b) proposed Fusion-in-Decoder (FiD) by im-
proving the reader part. Additionally, Izacard and
Grave (2021a) proposed a method to train the re-
triever using the knowledge from the reader, lead-
ing to improved accuracy in QA tasks. In this work,
we adapt Izacard et al.’s FiD to the task of single-
label classification.
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Figure 1: Overview of the proposed method.

3 Methodology

3.1 The Fusion-in-Decoder for Label
Classification

The core idea of the proposed method involves in-
corporating the Fusion-in-Decoder (FiD) into a la-
bel classification task. Figure 1 shows a diagram of
the proposed method with the inclusion of the FiD.
The FiD comprises two components: the retriever
and reader (Izacard and Grave, 2021b).

Retriever The retriever component requires ef-
ficient information, referred to as a question or
query in the QA task, and segmented sentences of
a paper (Ctxs), referred to as a context. The re-
triever is based on Dense Passage Retriever (DPR)
(Karpukhin et al., 2020). In Figure 1, efficient in-
formation and Ctxs are embedded as dense vec-
tor representations by BERT (Devlin et al., 2019)
networks. The retriever is trained to reflect the
relevancy between representation vector of each
sentence by the dot product. The objective of using
dot product is to ensure that the inner product of the
efficient information and the segmented sentences
(Ctxs) produces appropriate value for retrieving rel-
evant sentences from Ctxs with using efficient in-
formation as query. We take into consideration the
cross-attention score in the reader, which we will
be described in following section. This is because
a sentence with several attentions in the previous
reader, considered to be more useful for classifica-
tion. Finally, the retriever outputs a set of sentences
from Ctxs, which is referred to as passage retrieval.
This component retrieves valuable Ctxs for label
classification based on efficient information.

Reader The reader is based on a pretrained
transformer-based sequence-to-sequence network.
The reader component requires passages, which
comprise both the efficient information and the
retrieved Ctxs. More precisely, each sentence in
Ctxs is concatenated with the efficient information,
which is referred to as a passage. These passages
are independently processed by each reader’s en-
coder, which outputs an embedded expression for
each passage. The encoded outputs are then con-
catenated and fed into the decoder. The decoder
generates an estimated label for the paper as an
answer in the QA task.

Repeated training During the process in the
reader, the cross-attention scores are calculated be-
tween the efficient information and passage in the
transformer model. Based on the assumption that
passages with high cross-attention scores calcu-
lated by the reader contribute to accurate label es-
timation, the retriever calculates the inner product
between the efficient information and segmented
sentences within the passages and is trained to es-
tablish an association between them. During the
process in the retriever, the passages used in the
reader are updated. Due to their interdependence,
the repeated training of the reader and retriever
models leads to an improvement in the accuracy of
each model.

Segmented sentences for retriever Izacard and
Grave (2021b) incorporated external knowledge
sources, such as Wikipedia, for the segmented sen-
tences (Ctxs) in the QA task. In this paper, we
utilize a scholarly article from the same domain
that contains the entire paper as the Ctxs, which
includes pertinent information for classifying pa-
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pers. We assume that each scholarly article in train-
ing data comprises three components: an abstract,
main text, and label that represent the genre of the
article. Scholarly articles are often longer than typ-
ical model such as BERT can handle. FiD utilize
shorter sentences that extracted using retriever, so
it can handle such long articles.

3.2 Training Process

Based on Section 3.1, the proposed model is trained
as follows:

1. Both the abstract and main text of an article
are divided into sentences. During the initial
training of the reader, the segmented abstracts
which have correct labels, are utilized as the
contexts. To simplify the training process, a
fixed efficient information “What genre best
describes this abstract?” is employed for all
papers, instead of selecting essential informa-
tion for label estimation as part of the question.
A detailed analysis of appropriate efficient in-
formation is provided in Section 5.

2. The retriever is trained using the cross-
attention scores calculated by the reader. The
objective is to ensure that the inner prod-
uct of the efficient information and the seg-
mented sentences (Ctxs) produces an appro-
priate value. By optimizing this training ob-
jective, the retriever trains to select relevant
Ctxs that align well with the given efficient
information.

3. Using the retriever trained in step 2, the rele-
vant sentences are retrieved from Ctxs using
FAISS (Johnson et al., 2019). The objective is
to extract highly relevant sentences as contexts
and avoid extremely short sentences. This pro-
cess, known as passage retrieval, helps iden-
tify and select the most informative and mean-
ingful sentences from Ctxs for further analy-
sis.

4. The efficient information and Ctxs extracted
in step 3 are fed into the new reader model as
a passage, and the reader is re-trained based
on this input.

5. Steps 2 to 4 are repeated alternately to itera-
tively train the reader and the retriever.

4 Experiments

4.1 Experimental Settings

4.1.1 Dataset
We conducted experiments using the CORD-19,
which is a collection of papers released by the Allen
Institute for AI1. The dataset is open access and
includes papers sourced from PubMed, PubMed
Central, the World Health Organization’s COVID-
19 database, and preprint servers such as bioRxiv,
medRxiv, and arXiv. Each paper in CORD-19 is
accompanied by metadata, including author names,
submission dates, and acquisition sources, along
with the abstract. For our experiments, we used
7,127 papers extracted from CORD-19, specifically
from the bioRxiv. Each paper is associated with 25
research field labels. The average number of sen-
tences in the full text of the papers is approximately
154.

4.1.2 Training Setup
We implemented our approach with FiD (Izacard
and Grave, 2021b) 2.

The reader was initialized with the pretrained
text-to-text transfer transformer (T5) base model
(Raffel et al., 2020) with 220 million paremeters,
available in the HuggingFace Transformers library.

During the initial training of the reader, the con-
texts (Ctxs) cannot be used because the retriever
is not yet trained. We assumed that the abstract
of each paper would be effective for label classifi-
cation and used it as the initial value of Ctxs. We
trained the readers for 20K steps.

The retriever was initialized with pretrained
BERT base model (Devlin et al., 2019). For the
retriever’s output, we selected the top 20 sentences,
excluding those comprising 10 words or less, from
the search results of the paper database. We trained
the retriever for 50k steps.

We fine-tuned the reader and the retriever us-
ing Adam (Kingma and Ba, 2017) with a constant
learning rate 10−4 and dropout rate of 10%. The
loss function and other settings related to learning
followed the original FiD settings.

4.1.3 Evaluation
For the baseline, we used T5 where the full text
of each paper was treated as a single passage to
simulate T5 embeddings of full texts.

1https://allenai.org/data/cord-19
2https://github.com/facebookresearch/FiD

https://allenai.org/data/cord-19
https://github.com/facebookresearch/FiD
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Ctxs Iteration Micro-F1 Macro-F1
T5(baseline) - - 0.552 0.366
Proposed abstract 0 0.555 0.362
Method retrieved 1 0.562 0.298

retrieved 2 0.554 0.339
retrieved 3 0.575 0.377
retrieved 4 0.570 0.386
retrieved 5 0.551 0.350
retrieved 6 0.541 0.305
retrieved 7 0.552 0.354
retrieved 8 0.540 0.319

Table 1: Experimental results.

For the evaluation, we employed the widely
used classification metrics, namely Micro-F1 and
Macro-F1, which provide insights into the overall
performance on the classification tasks. We used
NVIDIA V100 for training.

4.2 Experimental Results

Table 1 shows the experimental results of the label
classification task. The “Iteration” column indi-
cates the number of iterations of the reader and
retriever.

Our method outperformed T5 in both Micro-
F1 and Macro-F1. This is because the proposed
method takes each sentence into account by the
reader, which distinguishes it from both baseline
methods performed. In the T5 baseline, all sen-
tences were inputted as a single sentence, whereas
each sentence was inputted separately for the pro-
posed method. Our proposed method improved the
accuracy by learning long sentences that exceed
the T5 token limit.

We show F1 scores of the proposed method for
each iteration in Table 1. This sequential process
would allow the model to improve and make more
accurate predictions. Comparing the initial learned
reader with the T5 baseline, we observed that both
Micro-F1 and Macro-F1 achieved similar levels of
accuracy. This suggests that the process of cutting
off long full texts and utilizing segmented abstracts
as Ctxs is sufficient for achieving comparable per-
formance in using the entire text.

In the proposed method, we utilize the seg-
mented abstract as Ctxs for the first reader. The
output of the retriever, which is trained based on
the reader’s output, serves as the input for the sub-
sequent reader in the pipeline. During the repeated
iterations, we observed that the Micro-F1 score re-
mained relatively unchanged until the fourth itera-
tion, while the Macro-F1 showed improvement. At
the fifth iteration, both the Micro-F1 and Macro-F1

Efficient
information Ctxs Iteration Micro-F1 Macro-F1

fix abstract 0 0.555 0.362
fix full text 0 0.590 0.380

abstract abstract 0 0.570 0.396

Table 2: Results of additional experiments for analyzing
the effects of changing efficient information.

scores decreased. Based on these observations, we
decided to stop the iteration. It is inferred that the
reason why the accuracy improved by continuing
the iteration is that it became possible to retrieve
further important information written in full text.
Therefore, it is thought that the improvement in
accuracy saturated after several iterations. This pat-
tern aligns with findings from previous studies on
QA tasks using Fusion-in-Decoder (FiD), where it
was reported that performance tends to improve up
to approximately the fourth iteration (Izacard and
Grave, 2021a). Similarly, in our study, it appears
that the performance improvement reached a point
of saturation (3rd or 4th iteration), beyond which
further iterations did not lead to significant gains.

5 Analysis

In Table 1, we used segmented abstracts as the ini-
tial contexts (Ctxs). To investigate the effect of
using a larger amount of text, we replaced the ab-
stracts with segmented full texts. The results (sec-
ond row in Table 2) show that using full text yields
higher Micro-F1 and Macro-F1 scores compared
to using abstracts (first row in Table 2). This in-
dicates that providing more context to the reader
contributes to improved accuracy. However, it is
important to note that increasing the context size
also increases the computation time. In this study,
training the reader with full text required approxi-
mately 9 hours, while training with abstracts only
required approximately 3 hours.

In Table 2, we show the result of a supplemen-
tary experiment. In Table 1, our initial approach
used a common phrase as efficient information
in section 3.2. However, the original Fusion-in-
Decoder (FiD) used a characteristic sentence for
estimating the answer. The results without any it-
erations (second row in Table 1) estimate labels
using abstracts without employing retrievers. The
Micro-F1 score is similar to the baseline (first row
in Table 1), indicating that abstracts contain use-
ful information for label classification. Therefore,
instead of using a common fixed phrase for effi-
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cient information, we experimented using abstract
as efficient information.

Compared to the experiment described in Sec-
tion 4 without any iteration (first row of Table 2),
both the Micro-F1 and Macro-F1 have improved
the accuracy. This suggests that the selection of
efficient information is significant in improving the
accuracy of label classification.

6 Conclusion

We extended the Fusion-in-Decoder (FiD) ap-
proach, originally designed for question answer-
ing, to a label classification task for scholarly pa-
pers. Through experiments using papers related to
COVID-19, we validated the effectiveness of the
proposed method.

For future work, we plan to improve the re-
triever’s performance by refining the input selec-
tion. Since a retriever model is trained using only
cross-attention scores of a reader model for refer-
ences, we will find new additional criteria to get
more effective passages. Also, we will conduct
experiments on other such datasets to confirm the
effectiveness of the proposed method.

Limitations

We have not conducted human evaluation to con-
firm whether the output passages generated by a
retriever model are the most effective information
for a reader model.
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