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Abstract

In this paper we propose a novel approach to
automatically classify the level of formality
in Japanese text, using three categories (for-
mal, polite, and informal). We introduce a new
dataset that combine manually-annotated sen-
tences from existing resources, and formal sen-
tences scrapped from the website of the House
of Representatives and the House of Coun-
cilors of Japan. Based on our data, we propose
a Transformer-based classification model for
Japanese, which obtains state-of-the-art results
in benchmark datasets. We further propose
to utilize our classifier to study the effective-
ness of prompting techniques for controlling
the formality level of machine translation (MT)
using Large Language Models (LLM). Our ex-
perimental setting includes a large selection of
such models and is based on an En→Ja par-
allel corpus specifically designed to test for-
mality control in MT. Our results validate the
robustness and effectiveness of our proposed
approach and while also providing empirical
evidence suggesting that prompting LLMs is a
viable approach to control the formality level
of En→Ja MT using LLMs.

1 Introduction

Communication by way of natural language often
includes indicators for respect to acknowledge the
hierarchy, interpersonal relationship, and power
dynamics of the participants in a conversation or
written text. In this context, formality or honorifics
refers to the set of linguistic features used to estab-
lish the degree of respect and deference conveyed
in a given context.

Naturally, these phenomena exhibit significant
variation across different languages and cultures
(Biber and Conrad, 2019). While many European
languages emphasize formality through the use
of standard grammar, more complicated sentence
structures (active, passive, use of clauses, etc.), or
more advanced and complex choice of vocabulary

and phrases, the Japanese language has its own for-
mality system. This system, named Keigo (敬語),
requires users to identify the status or the relation-
ship with the interlocutor, is strict, following a stan-
dard grammar format (Fukada and Asato, 2004),
and can generally be divided into four different
categories (Aoki et al., 2007), as follows.

• Regular (jyotai,常体): a form that is often
used in, but not limited to a daily conversation
with only people one is familiar with or people
who are in the equivalent social status.

• Polite (teineigo,丁寧語): a form that is gen-
erally used throughout the whole Japanese
society to create some distance between one
another. Although this form does not indicate
the amount of respect one holds toward others,
it helps deliver messages in a polite way that
will not be offensive on any occasion.

• Respectful (sonkeigo,尊敬語): a form that
shows extensive respect, which is used to max-
imize the preeminence of the interlocutor.

• Humble (kenjyougo, 謙譲語): a form that
specifies humbleness, which is used by the
Japanese speakers to minimize their own value
in order to highlight the greatness of the inter-
locutor.

In this context, what makes Japanese formality
stand out is that it allows to convert any sentences
from one style to another by simply adjusting the
tense of the verb (Aoki et al., 2007), while main-
taining the original meaning, word choice, and sen-
tence structure.

Additionally, the system follows one additional
rule (Aoki et al., 2007), where one can always
mix the four forms together in one paragraph. The
more respectful form one uses in a sentence or
a paragraph, the more courtesy one states toward
one’s interlocutor. Similarly, the more humble form
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one uses, the more modest one is in the conversa-
tion. However, it is also emphasized that when
containing too many formal terms in a sentence,
the sentence will become annoying and considered
inappropriate in Japanese social rules (Aoki et al.,
2007).

Given the importance of formality in language
generation systems such as machine translation
(MT), the ability to control formality and honorifics
is a critical factor in achieving accurate and ap-
propriate results. In particular, for the Japanese
language, failure in recognizing and incorporating
levels of formality can result in unnatural, impo-
lite, or disrespectful translations, which can im-
pede effective communication across diverse lin-
guistic and cultural contexts (Fukada and Asato,
2004). We therefore think that developing and re-
fining MT models that can accurately control hon-
orific levels is crucial for this language. Although
formality-controlled machine translation (FCMT)
has gained popularity for languages like English
(Niu and Carpuat, 2020), there is a substantial lack
of resources to tackle the formality problem for
Japanese, which extends to the more fundamental
task of formality detection.

In light of this issue, we focus on developing re-
sources to improve formality detection in Japanese.
We begin by uncovering several flaws on existing
corpora for the task, including issues such as the
presence of ungrammatical sentences, as well as
wrong formality labels. To alleviate these issues,
we introduce new resources for Japanese formality
detection which consists of manually-labeled sen-
tences annotated with three formality classes (infor-
mal, polite, and formal). We propose this three-way
setting in opposition to existing resources which
are annotated using binary labels, to better approx-
imate the nature of formality of the Japanese lan-
guage. As existing resources (Nadejde et al., 2022;
Liu and Kobayashi, 2022) lacked data for the for-
mal label, a part of our dataset is constructed with
sentences sampled from these sources and with text
obtained from meeting minutes from committees
of the House of Representatives and the House of
Councilors of Japan 1.

Furthermore, as language generation models
based on Large Language Models (LLMs) have
recently been able to attain substantial performance
improvements on language generation benchmarks,
we note that the lack of a consistent evaluation

1https://kokkai.ndl.go.jp/

method makes it difficult to verify to what extent
such models can perform formality control. In MT,
current studies mainly rely on human assessment
or simple models. For example, Feely et al. (2019)
and Nadejde et al. (2022) use rule-based methods
where lists of grammatical rules are combined with
pattern-matching to perform classification. Though
formality-level classifiers for Japanese based on
machine learning have been proposed in the past
(Rippeth et al., 2022; Liu and Kobayashi, 2022), so
far this has been without focus on MT or lacked
proper evaluation.

In consideration of the above issue, in this paper
we propose a novel approach, based on machine
learning, to evaluate the ability of En→Ja MT mod-
els to perform formality-control. Concretely, we
use our dataset to train a robust Transformer-based
classifier that leverages a masked-language model,
which is able to obtain state-of-the-art performance
on our dataset and on existing Japanese formal-
ity detection benchmarks. Following recent work
relying on machine learning models to evaluate
language generation, such as BERTScore (Zhang
et al., 2019), and MT models, such as COMET (Rei
et al., 2020a), we present an empirical study using
our classifier to evaluate the zero-shot ability of
several state-of-the-art LLMs to perform formality
control.

Our results validate the effectiveness of our
proposed approach and show that, compared to
existing evaluation techniques that rely on rules
and expression-matching, it offers a robust, reli-
able, and accurate evaluation metric for formality-
controlled MT systems. We further demonstrate the
ability of LLMs to generate sequences with varying
levels of formality through the use of well-designed
prompts, concretely showing that both GPT-3 and
ChatGPT can attain a formality control accuracy of
approximately 90%, and ultimately suggesting that
prompting LLMs can result in better formality con-
trol performance than fine-tuned MT models. We
release or data and trained models2 to encourage
further research on this topic.

2 Related Work

To the best of our knowledge, previous work on
formality detection for Japanese is relatively re-
cent and limited in scope, with only two existing
resources. On the one hand, we find the Japanese
portion of the CoCoA-MT (Nadejde et al., 2022)

2https://github.com/epochx/japanese-formality

https://kokkai.ndl.go.jp/
https://github.com/epochx/japanese-formality
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dataset, which was released for the 2022 Shared
Task on Formality Control at IWSLT (Anastasopou-
los et al., 2022) and contains a total of 1,600 paral-
lel English-Japanese sentences (1,000 for training,
and 600 for testing). The source data for this corpus
comes from Topical-Chat4 (Gopalakrishnan et al.,
2019), as well as Telephony and Call Center data,
containing text-based conversations about various
topics. For each segment, one reference translation
for each formality level (formal and informal) were
collected. For the Japanese translations, informal
was mapped to jyoutai, and formal was mapped to
teineigo, sonkeigo and/or kenjyougo.

On the other hand, we find the recently-released
KeiCO corpus (Liu and Kobayashi, 2022), which
has a total of 10,007 examples across the four forms
of the Japanese formality system (Levels 1 to 4,
according to the paper). It additionally contains
detailed information about the presence of level-
related honorifics —a sentence may contain mark-
ers for multiple levels of politeness— the social
relationship between the speaker and the listener,
and conversational situations or topics. To obtain
this data, 40 native Japanese volunteers were asked
to regenerate a total of 3,000 sentences coming
from machine translation, dialogue systems, and
semantic analysis systems, by filling in blanks with
honorifics.

The two datasets mentioned above have been
used to train Transformer-based classifiers. Liu and
Kobayashi (2022) rely on Japanese-BERT (Suzuki
and Takahashi, 2021), while the submission of Rip-
peth et al. (2022) for the 2022 Shared Task on For-
mality Control at IWSLT relied on XLM-R (Con-
neau et al., 2020).

Our work is also related to FCMT. In this con-
text, recent approaches have relied on formality-
annotated parallel corpora such as CoCoA-MT,
early work on this task resorted to other resources
such as rule-based generation of synthetic data for
English-Japanese (Feely et al., 2019) and English-
German (Sennrich et al., 2016), as well as synthetic
supervision by means of multi-tasking (formality
classification and machine translation). We also
find that these studies rely on rule-based simple
approaches to measure the accuracy of formality
control in the translation, or directly perform hu-
man assessment. For example, the FSMT approach
English-French by Niu et al. (2017) conducted a
human study in which they assigned translation
pairs for human annotators. Neural CFMT mod-

els for English-Japanese (Feely et al., 2019) and
English-German (Sennrich et al., 2016) depend on
rule-based classifiers, where grammatical rules for
the language are listed and matched.

The recent rise of LLMs has enabled models to
perform certain language generation tasks in zero-
shot or few-shot manner (Brown et al., 2020), or by
means of prompts. Some of these capabilities have
been further enhanced by means of prompt-based
training (Sanh et al., 2022), where zero-shot gener-
alization is induced by explicit multitask learning.
This work is relevant to our paper, as we test the
ability of several such models to perform zero-shot
FCMT. Our study also considers multilingual ef-
forts in Neural MT, admittedly also a kind of LLM,
where we look at M2M100 (Fan et al., 2021) and
NLLB200 (Costa-jussà et al., 2022)

Finally, we also find recent work on using few-
shot prompting-based techniques to control the for-
mality level of English-German Machine Transla-
tion (Garcia et al., 2023). Also, Pu and Demberg
(2023) recently performed an in-depth study of the
capabilities of ChatGPT to generate text in different
styles, including formal/informal labels, showing
that the model sometimes incorporates factual er-
rors or hallucinations when adapting the text to suit
a specific style.

3 A robust classifier for Japanese
Formality

3.1 Data

The size and quality of the datasets are vital req-
uisites to maximize the performance of the ma-
chine learning models (Mohri et al., 2018). As one
goal of our work is to train a robust classifier for
Japanese formality, we look at two main issues. In
contrast to existing resources, which either offer
limited flexibility by simplifying the dynamics of
Japanese formality into two classes (Nadejde et al.,
2022), or are too specific by exactly following the
grammar (Liu and Kobayashi, 2022), we propose a
compromise between these and divide the Japanese
language into three categories based on the four
formality levels and their corresponding applied
situations: (1) “Informal” (for regular tense), (2)
“Polite” (for polite tense or teineigo), and (3) For-
mal (for respectful and humble tenses). Below, we
detail how we transformed existing datasets for our
purposes, created new resources when necessary,
and how we constructed a final curated corpus to
train our model.
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RECOCOA-MT As we divided Japanese for-
mality into 3 classes, this suggested that the re-
utilization of the Japanese portion CoCoA-MT cor-
pus required a transformation of the labels, so we
began by analyzing the data. During this stage,
we found that many of the examples of the par-
allel corpus contain broken sentences, while in
many cases other sentences do not have an un-
derstandable Japanese meaning. Based on these
observations, we decided to re-annotate the data
and recruited volunteer Japanese native speakers
to proceed3. During the re-annotation procedure,
we confirmed that 44 out of the 1,000 training ex-
amples were mislabeled. After re-annotation and
filtering, 520 sentences are labeled as informal, 464
sentences as polite, and 12 sentences as formal.

KOKAI As seen above, the re-annotation of
COCOA-MT showed that the label distribution in
this dataset was heavily skewed away from the for-
mal label, which suggested that more data for this
particular level of formality was required. Noting
that Japanese political committees tend to rely on
language that is considered formal, or at least po-
lite, with very little informal syntax, we proceeded
to collect all the meeting minutes from the Japanese
Congress (House of Representatives of Japan and
the House of Councilors of Japan) from 1947 to
2022. In total, we obtained 64,630 sentences with
23,672 paragraphs, excluding 11,805 broken sen-
tences which are mostly the names, dates, or titles
of the committees or the list of participants. We
surmise some of these broken sentences, as well as
the informal sentences that we observed upon close
examination, are likely interrupted utterances that
occurred during the sessions. Despite the overall
formal nature of the source of data, to ensure the
quality of the labels we use for training, we ran-
domly selected 1,360 examples from the raw data
and ask our volunteer Japanese native speakersfoot-
note:annotators to annotate the examples following
the same procedure as before. As a result, we ob-
tain 137 informal examples, 760 polite examples,
and 463 formal examples.

DAILY We collected 200 sentences sampled from
Japanese news, novels, textbooks, business letters

3We recruited 30 native Japanese speakers within 20 and
30 years old. All annotators are currently undergraduate or
graduate students of a university in Tokyo, Japan. Further-
more, these annotations were double-checked with the help of
Japanese dictionaries by 3 additional native Japanese speakers
who are graduate students of the same university.

and academic documents. The dataset is well-
balanced across our three labels with 65, 67, and
68 sentences for the informal, polite, and formal
classes, respectively. We use this small corpus
mainly for preliminary experiments, but also in-
clude these examples in the data used to train our
model, as explained below.

KEICO We note that according to Liu and
Kobayashi (2022), both respectful and humble
tenses are used for the proposed formality Lev-
els 1 and 2. We therefore simply map these two
classes to our formal class, to make the annotations
compatible with our setting

Using these sources of data except the KEICO,
we prepared a first training set consisting of 1,000
examples (426 informal, 501 polite sentences, and
273 formal), leaving a total of additional 200 ex-
amples left for development purposes. Though
KOKAI has been collected to specifically cover for
the lack of annotated data for the formal label in
RECOCOA-MT, because the contents are highly
related to politics and other related domains, we
hypothesize that by only utilizing examples derived
for this dataset for training may lead to models that
may fail to generalize well to other situation where
the respectful and humble tenses are also utilized.
To that end, for the initial training set we purposely
omit examples from KEICO, which contains for-
mal examples from a diverse set of domains, and
build a second training set that relies on examples
taken from this corpus to balance the topic distribu-
tion. We take a total of 2K examples from KEICO
(with 530, 503, and 967 sentences for informal,
polite, and formal classes, respectively.)

3.2 Model

Drawing from the success of classifiers based on
BERT (Devlin et al., 2019), which have achieved
excellent performance in a large selection of down-
stream tasks, and following Liu and Kobayashi
(2022), we propose to use Japanese-BERT (Suzuki
and Takahashi, 2021) to train a formality classi-
fier for Japanese formality. The input text is pre-
processed and tokenized using the MeCab mor-
phological parser (Kudo, 2005), which is what
Japanese-BERT utilizes. For training, we used the
AdamW (Loshchilov and Hutter, 2019) optimizer,
with a learning rate of 10−5, a batch size of 16 and,
and train for a maximum of 20 epochs.

We evaluate our model in the test portions of ex-
isting datasets, namely, COCOA-MT and KEICO.
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For the former, our analysis reveals that out of 600
examples in the test set, only 594 have been made
available, which we utilize in our study. For the
latter, since no official test splits are provided, we
try to follow the experimental setting proposed by
Liu and Kobayashi (2022)4 and randomly selected
20% of the examples to test.

To contextualize our contributions and put the
performance of our classifier in context, we con-
sider a selection of baselines taken from previous
work, as well as our implementations of newly-
introduced models, and use F1-Score for evalua-
tion.

On COCOA-MT, we consider the rule-based
classifiers proposed by Nadejde et al. (2022) and
Feely et al. (2019), as well as our Transformer-
based classifier. To test our model in this dataset,
which is a binary classification setting, we either
train another Transformer-based model on binary
labels, or simply convert the prediction of the 3-
way models into binary classification by consider-
ing all the other 3 tenses except for regular form as
formal.

For this dataset, we additionally propose a new
rule-based classifier for Japanese formality, which
we adapt from Feely et al. (2019). Concretely,
we propose ways to mitigate some limitations that
were identified in the existing model. For exam-
ple, the original rules assigned “ない (negative -
present tense)” and “なかった (negative - past
tense)” to the polite class, while we consider that
both of them should be the regular form. In our
approach, we label all sentences that are not classi-
fied as belonging to the “Polite” and the “Formal”
class as “Informal”.

We omit results by Rippeth et al. (2022), who
fine-tune XLM-R on binary classification between
formal and informal classes, but only report accu-
racy on the development set, defined as the last 50
paired contrastive examples from each language,
which we regard as too small and incompatible
with our setting. Their model obtains an accuracy
of 98% on both the formal and informal classes on
this set.

For the KEICO dataset, we compare the perfor-
mance of our Transformer-based and rule-based
classifiers against the BERT-based classifier pro-
posed by Liu and Kobayashi (2022). Since this clas-
sifier is trained on a different label set compared to

4Their reported metrics are the result of 10 runs with dif-
ferent initialization, and each time 20% of the examples are
randomly chosen for the evaluation.

Model Precision Recall F1-score

Nadejde et al. (2022) 0.70 0.49 -
Feely et al. (2019)* 0.87 0.83 0.83

Rule-based* 0.98 0.98 0.98

no KEICO samples
Transformer 3-way* 0.97 0.97 0.97
Transformer 2-way 0.97 0.97 0.97

with KEICO samples
Transformer 3-way* 0.97 0.97 0.97
Transformer 2-way 0.97 0.97 0.97

Table 1: Performance formality-level classifiers for
Japanese on CoCoA-MT, where * indicates models that
were originally designed for 3-way classification, but
adapted for binary formality labels by considering po-
lite, respectful, and humble forms as Formal. Precision
and recall values from (Nadejde et al., 2022) are based
on M-Acc score, and are computed on a 300-example
subset of the data. F1-scores were not reported, so we
omit them.

our approach, we proceed as follows: (1) we com-
pare the average F1-score for the respectful and
humble term detection task in (Liu and Kobayashi,
2022) against the F1-score of our classifier on
the formal label, which we regard as a roughly-
equivalent setting, (2) as our approach directly
collapses Levels 1 and 2 in Liu and Kobayashi
(2022) to our formal label, while Level 3 (which
uses teineigo) and Level 4 (no honorifics) perfectly
match our polite and informal class, respectively,
we compare F1-scores as-is against the overall clas-
sification performance.

3.3 Results

As can be seen in Table 1, both our rule-based and
Transformer-based models are able to outperform
previous work on COCOA-MT by substantial mar-
gins. We further notice that both models are able
to attain very similar, and extremely high perfor-
mance of 97% F1-score, and that neither the change
in label setting, nor the addition of examples from
KEICO have any effect on the performance. We
think these results are compelling evidence sug-
gesting the limited quality of the examples in this
dataset. Based on this, we recommend researchers
to consider other benchmarks instead.

Table 2 shows our results on the KEICO dataset.
We see that our Transformer-based classifier ob-
tains an overall F1-score of 0.84, surpassing of the
classifier proposed by Liu and Kobayashi (2022).
By contrast, our rule-based classifier only obtains
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Model F1-score
Formality Hon. Level

Liu and Kobayashi (2022) 0.802 0.727

Rule-based 0.620 -

no KEICO samples
Transformer 0.550 0.604

with KEICO samples
Transformer 0.840 0.810

Table 2: Summary of results on the KeiCO dataset. The
“Formal” column refers to the accuracy of the model to
detect formal terms, while the “Level” column indicates
the performance of detecting the level of honorifics.

an F1-score of 0.620, showing that rule-based meth-
ods, as comprehensive as they may be, offer limited
reliability in multi-domain scenarios.

We also observe that the addition of examples
from the KEICO dataset to the training data has
a substantial impact on the performance of our
model. It is only when these examples are added
that our Transformer-based model is able to outper-
form the baseline. We think this result validates our
domain-shift hypothesis, suggesting that examples
from KOKAI offer only a narrow variety of expres-
sions of Japanese formality, which do not allow the
model to generalize well to more general domains.

Overall, our results suggest that the KEICO
dataset offers a more compelling and real-like arena
to evaluate the accuracy of Japanese formality clas-
sifiers.

4 Empirical Study

Having demonstrated the abilities of our
Transformer-based classifier of Japanese formality,
we now turn to a more practical issue, and tasks
ourselves with testing the proposed approach in a
real scenario. We examine formality abilities of
English to Japanese machine translation using a
zero-shot prompting approach. To the best of our
knowledge, our work is the first one to study this
issue.

4.1 Experimental Setup
Data We utilize the COCOA-MT En→Ja test
set for our experiments. As mentioned earlier, ex-
amples in this dataset exhibit numerous flaws, in-
cluding incomplete and semantically meaningless
sentences, but since no other suitable dataset exists,
we resort to this dataset nonetheless. We assume
the existence of tuples (x, yformal, yinformal) where x

is the input sentence in English, and y are the target
sentences in Japanese at different formality levels.
Using the original 594 English sentences, below
we show how we prompt our selection of models to
produce both informal and formal Japanese transla-
tions.

Models We utilize large multilingual MT models
trained on massive parallel corpora, specifically,
M2M100 (Fan et al., 2021) and NLLB200 (Costa-
jussà et al., 2022). Additionally, we experiment
with M2M100 models of different sizes, including
the 418M and 1.2B models. For each MT model,
we use the English sentences from COCOA-MT as
input, and concatenate them with a prefix prompt
p ∈ P = {formal, informal} which is added using
square brackets. Thus, the input to the models is
expressed as “[p];x,” where ; denotes white-space-
based concatenation.

Moreover, as LLMs have shown good perfor-
mance on MT when provided with an appro-
priate prompt, we also experiment using GPT-
3 (Brown et al., 2020) and ChatGPT. We use
similar prompts to those used for the MT mod-
els, but suggest more clearly to the models
to perform the formality control task by using
“Translate English to p Japanese: x”. For Chat-
GPT, as the official API was not yet available at the
time of our experiments, so we manually input a to-
tal of 1,188 examples (594 examples for each infor-
mal and formal setup) into the web client of Chat-
GPT Plus5. We also consider the recently-released
llama2 models (Touvron et al., 2023), specifically
the chat versions, which have been optimized for
dialogue. We utilize the 7B-parameter and 13-
B models, the latter we quantize to 4-bits using
QLoRA (Dettmers et al., 2023) in order to fit our
GPU memory. We follow the approach by the origi-
nal paper to create our prompt, and test two settings
(1) a zero-shot approach where the model is directly
asked to generate translation, and (2) a one-shot
setting, where we incorporate a source-target trans-
lation example for the given formality target. We
construct this example manually, making sure it
has minimum overlap with the examples from our
data.

Finally, we also consider the Transformer-based
model by Nadejde et al. (2022) as a baseline. This
model is a 20-layer encoder and 2-layer decoder
Transformer trained from scratch on the COCOA-
MT, with the help of data augmentation techniques.

5https://openai.com/blog/chatgpt

https://openai.com/blog/chatgpt
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Model Cmp (%) COMET BLEU M-Acc Accuracy
Rule T-3 T-2

Nadejde et al. (2022) 100 - 22.20 0.76 (-) - - -

M2M100 (418M) 100 0.731 16.19 0.49 (0.18) 0.51 0.49 0.51
M2M100 (1.2B) 100 0.744 17.25 0.50 (0.19) 0.50 0.49 0.49
NLLB200 (600M) 100 0.733 8.83 0.47 (0.19) 0.49 0.48 0.48

llama2-chat (7B) 74.8 0.698 8.53 0.52 (0.24) 0.55 0.54 0.54
+ one shot 84.1 0.617 6.76 0.51 (0.26) 0.56 0.51 0.56

llama2-chat (13B) 55.4 0.731 11.36 0.83 (0.19) 0.64 0.63 0.63
+ one-shot 91.3 0.561 8.05 0.61 (0.30) 0.56 0.56 0.57

GPT-3 100 0.875 23.79 0.86 (0.25) 0.91 0.90 0.90
ChatGPT 98.9 0.868 20.63 0.83 (0.25) 0.91 0.91 0.91

Table 3: Performance of our experiments with formality-controlled En→Ja MT, including results MT models
(Nadejde et al., 2022) fine-tuned on the data, and zero-shot approaches using pre-trained MT models and LLMs.
Here, T-3 and T-2 indicate the proposed 3-way and binary Transformer-based classifiers, and Cmp. is short for
Compliance, showing the percentage of output that contained valid translations. For M-Acc (Nadejde et al., 2022),
we also show the coverage of the matched sentences between parenthesis, as this evaluation metric model overlooks
examples that do not match its rules.

Evaluation We perform evaluation in terms of
the quality of the generated translations, and in
terms of the ability to perform formality control.
For the former, we follow previous work and report
and BLEU scores (Papineni et al., 2002) relying
on the sacrebleu6 implementation (Post, 2018), and
also consider COMET (Rei et al., 2020b) using
the “wmt22-comet-da” model, which has multilin-
gual support. For the latter, we rely on Matched-
Accuracy (M-Acc) (Nadejde et al., 2022) which
is a rule-based corpus-level metric for COCOA-
MT. M-acc works by checking if the hypothesis
contains: a) any of the formality-marking phrases
annotated in the formal reference and b) none of the
phrases annotated in the informal reference (or vice
versa). Crucially, sentences that are not matched
are simply skipped. This metric was shown by
Nadejde et al. (2022) to be relatively reliable for
Japanese, obtaining a precision and recall of 0.7
and 0.49, respectively, when tested on a random
sample of 300 sentences that were manually anno-
tated by two professional translators. Finally, we
utilize our proposed rule-based and Transformer-
based classifiers. Finally, we also measure the zero-
shot or few-shot ability of LLMs to “comply” with
the given prompt by generating plausible transla-
tions. Based on the provided instruction, we use
heuristics to parse and extract the translation from

6https://github.com/mjpost/sacrebleu

the text generated, and report the percentage of
output that our heuristics are able to parse success-
fully.

4.2 Results

Table 3 summarizes our results on the formality
control in En→Ja MT performance of all the mod-
els considered. We see that zero-shot prompting
techniques work much better on LLMs than on pre-
trained multilingual MT models, with the former
attaining the best performance overall. In partic-
ular, we see that zero-shot techniques based on
prompting lead to substantially low BLEU scores
and formality control accuracy when tested on pre-
trained multilingual MT models, which are also
outperformed by the fine-tuned models by (Nade-
jde et al., 2022). This suggests that pre-trained
multilingual MT models may simply lack the abil-
ity to be prompted for formality control.

In terms of model compliance, we notice that
prompting LLMs leads to unstable behavior, with
models often not following the provided instruc-
tion. This therefore leads them to not generate a
valid translation, or to do so in a what such that it
is not feasible to find the translation automatically
in the model output. For example, some models
do not follow the input-output pattern described
in the prompt, while others tend to explain their
translations in some cases. Finally, llama2 mod-
els sometimes refused to provide a translation for

https://github.com/mjpost/sacrebleu
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safety reasons, as they detected words regarded as
rude or potentially harmful in the input.

Moreover, our results shed light on the reliability
issues of M-Acc which, due to its hard matching
approach, ends up ignoring many of the transla-
tions generated by the systems we test. We observe
that across all our tested systems, its coverage lies
between 0.18 to 0.25. M-acc is in principle de-
signed to work only for the COCOA-MT dataset.
While this is allegedly a strong limitation already,
we think the coverage issue we observed suggests
that the approach may be even more limited.

In contrast to these results, we observe that
both our Transformer-based and rule-based ap-
proaches offer no coverage issues, while also agree-
ing with each other and with the overall M-acc
scores. We think these results validate our tech-
niques as valid alternatives for the evaluation of
formality-controlled MT, setting a potential direc-
tion for future developments.

5 Conclusions

This paper explores new alternatives to evaluate the
ability of En→Ja MT models to perform formality
control, proposing classifiers based on rule-based
methods and a machine learning approach using
HuggingFace Transformers7 (Wolf et al., 2020).

To build robust models, we focus on develop-
ing resources to improve formality detection in
Japanese, uncovering several flaws on existing cor-
pora for the task, and introducing new annotated
datasets. In contrast to prior work approaching
formality using binary labels, we use three classes
(informal, polite, and formal) to better approxi-
mate the ways honorifics are used in the Japanese
language. Extensive experiments on benchmark
datasets show that our proposed models offer state-
of-the-art performance.

Finally, we empirically show that our machine-
learning approach is superior to existing evaluation
techniques for formality-controlled MT systems,
offering a reliable and accurate evaluation solution.
The study also demonstrates the ability of LLMs to
generate sequences with varying levels of formality
through well-designed prompts, resulting in state-
of-the-art results in En→Ja formality-controlled
MT. Our findings provide a valuable contribution
to the NLP field by presenting a new approach
to evaluate formality-controlled MT systems and
highlighting the effectiveness of LLMs in this task.

7https://huggingface.co/docs/transformers

Limitations

In this work, we have introduced both data and
models to tackle the task of formality detection in
the Japanese language. Though our results suggest
that we have been able to build a robust classifier
that obtains good performance, we offer no empiri-
cal evidence to suggest how well these capabilities
could generalize to untested domains or situations.

Moreover, as some of our experiments involved
black-box models that are only accessible through
an API, such as GPT-3 and ChatGPT, we are un-
able to offer reliability in replicating those results.
Upon acceptance, we will be releasing the output
we obtained from these models for the sake of re-
producibility of our experiments.

Finally, we also utilize pre-trained models either
as baselines or to initialize our proposed classifier,
and we think this is an important driver of the per-
formance we observed. This may be an issue where
access to pre-trained models is limited.
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