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Abstract

This paper presents the submission of Huawei
Translation Service Center (HW-TSC) to the
WMT23 metrics shared task, in which we sub-
mit two metrics: KG-BERTScore and HWTSC-
EE-Metric. Among them, KG-BERTScore
is our primary submission for the reference-
free metric, which can provide both segment-
level and system-level scoring. While HWTSC-
EE-Metric is our primary submission for the
reference-based metric, which can only pro-
vide system-level scoring. Overall, our metrics
show relatively high correlations with MQM
scores on the metrics tasks of previous years.
Especially on system-level scoring tasks, our
metrics achieve new state-of-the-art in many
language pairs.

1 Introduction

Due to the expensive cost of human evaluation,
automatic metrics (Freitag et al., 2022) for ma-
chine translation (MT) (Wei et al., 2021, 2022a)
is critically important for MT research and devel-
opment. While human evaluation is still very im-
portant, automatic metrics allow the rapid eval-
uation and comparison of MT systems on large
collections of text and facilitate expansion to low
resource languages (Li et al., 2022) and domains
(Yang et al., 2021; Wu et al., 2022a). Depending
on whether the references are required or not, auto-
matic metrics are categorized into two categories:
(1) reference-based metrics like BLEU (Papineni
et al., 2002), METEOR (Lavie and Agarwal, 2007),
BERTScore (Zhang et al., 2020) and BLEURT (Sel-
lam et al., 2020), which evaluate the hypothesis by
referring to the references; (2) reference-free met-
rics like YiSi-2 (Lo, 2019) and COMET-QE (Rei
et al., 2020, 2021), which are also referred to as
quality estimation (QE). These metrics estimate the
quality of hypothesis based solely on the sources,
without relying on the references.

*These authors contributed equally to this work.

The WMT23 metrics shared task invites submis-
sions of reference-free metrics and reference-based
metrics to find automatic metric scores for transla-
tions at the segment-level and system-level. This
paper presents the contribution of HW-TSC to the
WMT23 metrics shared task. Slightly different
from our participation last year (Liu et al., 2022a),
we only submit two metrics this year. Details of our
metrics (KG-BERTScore and HWTSC-EE-Metric)
are illustrated in Table 1.

Metric Category Segment-level System-level
KG-BERTScore reference-free ! !

HWTSC-EE-BERTScore reference-based % !

Table 1: Details of our metrics

KG-BERTScore (Wu et al., 2022b) incorporates
multilingual knowledge graph (Chen et al., 2017)
into BERTScore (Zhang et al., 2019) and generates
the final evaluation score by linearly combining the
results of KGScore and BERTScore. Our efforts
this year build on findings and observations from
our participation in the WMT22 metrics shared
task (Liu et al., 2022a) to further improve the accu-
racy of KGScore and BERTScore. The choice of a
named entity (NE) annotator (Marrero et al., 2013)
is critical to KGScore. With the emergence of large
language models (LLMs) (Wei et al., 2022b; Kas-
neci et al., 2023) such as ChatGPT (Ding et al.,
2022), the NE annotator seems to have one more
option. Therefore, we try to use ChatGPT1 for NE
annotation and find that LLM-assisted NE annota-
tion can empower the metric. At the same time, the
selection of a QE model is crucial for BERTScore.
Since COMET-QE (Rei et al., 2022) has proven
to be the state-of-the-art QE model, we use it to
calculate BERTScore this year.

The HWTSC-EE-Metric (Liu et al., 2022b) is
developed using existing metrics with the goal of
creating a more balanced scoring system at the sys-

1https://platform.openai.com

https://platform.openai.com
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Figure 1: A Calculation Example of KGScore on English-Chinese Language Pair

tem level. This is achieved by assigning weights
to segment-level scores obtained from backbone
metrics. The weights are determined based on the
difficulty of each segment, which is determined
by the entropy of a hypothesis-reference pair. Seg-
ments with higher entropy values, indicating higher
difficulty, receive larger weights in the aggregation
of system-level scores by HWTSC-EE-Metric.

2 Metrics

This section introduces our metrics for WMT23
metrics shared task, including KG-BERTScore and
HWTSC-EE-Metric.

2.1 KG-BERTScore

KG-BERTScore (Wu et al., 2022b) is a reference-
free metric we proposed last year, which generates
the final evaluation score by linearly combining
the results of KGScore and BERTScore. For a
given KGScore FKG and BERTScore FBERT , KG-
BERTScore FKG−BERT is defined as:

FKG−BERT = α ·FKG + (1−α) ·FBERT , (1)

where α is an adjustable weight parameter.
We have made some improvements to the im-

plementation details of KGScore and BERTScore,
which will be described in detail below.

2.1.1 KGScore
KGScore refers to scoring based on the matching
rate of NE. Figure 1 is a calculation example of
KGScore on English-Chinese language pairs. The
calculation process includes three steps:

Firstly, we utilize a NE Annotator to annotate
NEs in the source and hypothesis sentences. Last
year we used spacy2 (Algamdi et al., 2022) as the
NE annotator, but it didn’t work very well. This
year we try to use ChatGPT to annotate NE, and
find that its effect is better than spacy, which means
that LLM-assisted NE annotation is feasible.

Secondly, we match cross-lingual NE pairs by
querying multilingual knowledge graphs. Google
Knowledge Graph3 (Google KG) is a general-
purpose multilingual knowledge graph that we have
chosen to use as always for querying NE IDs. Since
same-meaning NEs in different languages share the
same NE ID in Google KG, we can match cross-
lingual NE pairs by NE ID. One more thing to be
noted is that an NE without an ID is considered
invalid and will not participate in the subsequent
calculation of KGScore.

Finally, we explore using NE’s matching rate to
score. For a given test set with n sentence pairs,
assuming that Si is the NE numbers in the i-th
source sentence, Hi is the NE numbers in the i-
th hypothesis sentence, and SHi is the number of
matched cross-lingual NE pairs. The segment-level
NE matching rates of the i-th source sentence and
hypothesis sentence are respectively defined as:

FKGSi =
SHi

Si
if Si ̸= 0 else 1 (2)

FKGHi =
SHi

Hi
if Mi ̸= 0 else 1 (3)

2https://spacy.io/models
3https://developers.google.com/

knowledge-graph

https://spacy.io/models
https://developers.google.com/knowledge-graph
https://developers.google.com/knowledge-graph
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Then the segment-level calculation formula of
KGScore is defined as:

FKGi =
FKGSi + FKGHi

2
(4)

For the system-level KGScore, we first calculate
the system-level NE matching rates of source sen-
tences and hypothesis sentences are respectively
defined as:

FKGS =

∑n
i=1 SHi∑n
i=1 Si

(5)

FKGH =

∑n
i=1 SHi∑n
i=1Hi

(6)

Then the system-level calculation formula of
KGScore is defined as:

FKG =
FKGS + FKGH

2
(7)

2.1.2 BERTScore
BERTScore (Zhang et al., 2020) refers to scor-
ing based on semantic similarity. We initially use
Sentence-BERT (Reimers and Gurevych, 2019) to
calculate the semantic similarity score between
the source and hypothesis. Last year we used a
reference-free HWTSC-teacher-Sim metric (Zhang
et al., 2022) as BERTScore to make the score more
relevant to MQM score (Lommel et al., 2014). As
COMET-QE has been proven to be the state-of-the-
art reference-free metric on WMT22 metrics shared
task, we use the COMET-QE model4 to score and
serve as BERTScore this year.

2.2 HWTSC-EE-Metric

The HWTSC-EE-Metric, also known as the
entropy-enhanced (EE) Metrics (Liu et al., 2022b),
was employed in system-level shared tasks this year.
Unlike traditional methods of acquiring system-
level scores, EE metrics deviate from the normal
approach of obtaining system-level scores via arith-
metic average. EE metrics assign higher weights
to difficult samples present in the evaluation set,
as opposed to treating all source-reference pairs
equally, as human scorers tend to do in MT evalua-
tion. It is worth noting that simple samples can be
easily translated, leading to similar human scores
for different hypotheses. Conversely, challenging
samples within the evaluation set play a crucial role

4https://huggingface.co/Unbabel/
wmt22-cometkiwi-da

in differentiating top candidates from inferior sys-
tems. Consequently, MT evaluation metrics should
encourage systems that excel in translating diffi-
cult samples. Contrary to concerns about incorrect
scoring, the use of challenging segments to evalu-
ate MT systems has actually shown potential for
improving metric performance. EE metrics, in par-
ticular, place a strong emphasis on the translation
quality of difficult hypotheses and allocate higher
weights to them in system-level scores.

2.2.1 Working Process of EE Metrics
EE metrics use the average qualities of hypotheses
to determine the difficulty of a segment. One key
measure used in this process is chunk entropy (Yu
et al., 2015), which quantifies the quality of trans-
lation between the reference and the hypothesis.
Higher chunk entropy indicates higher uncertainty
in translation, while lower entropy suggests good
confidence in the hypothesis. By calculating the
entropy, easy and difficult samples can be classified
accordingly through a threshold value h. In the pro-
cess of aggregating scores, hypotheses are assigned
weights based on their group, whether they belong
to the easy or difficult category. Easy samples
receive a lower weight denoted as w/Ne, while dif-
ficult samples receive a higher weight (1−w)/Nd.
The reason for such a weight discrepancy lies in
the larger number of easy hypotheses compared to
difficult ones. The balance coefficient w may vary
depending on the language pairs and evaluation
datasets utilized. This weight assignment strategy
ensures that the weights of easy samples remain
significantly lower than those of difficult samples,
considering the different samples in each category.

2.2.2 Enhancements to HWTSC-EE-Metric
The earlier version of EE metrics incorporates two
adjustable hyperparameters, h and w, which are
responsible for selecting difficult samples and as-
signing weights to each group, respectively. How-
ever, the presence of these hyperparameters ham-
pers the practical application of EE metrics. Fur-
thermore, these hyperparameters often vary across
different language pairs and evaluation datasets,
as evidenced by our preliminary experiment that
involved up to 10 different parameters using the
WMT19 evaluation set. Consequently, it becomes
challenging to identify a suitable combination of
hyperparameters for real-world scenarios. To ad-
dress this issue, in last year’s WMT metrics shared
tasks (Liu et al., 2022a), we simplified the com-

https://huggingface.co/Unbabel/wmt22-cometkiwi-da
https://huggingface.co/Unbabel/wmt22-cometkiwi-da
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putation of the system-level score by employing a
normal distribution fitting approach to determine
the threshold h for each translation direction. This
year, we further simplified the estimation of w by
using a fixed value of 0.8, as opposed to the three
different configurations of w used last year. Based
on the results of WMT22, we observed that the
value 0.8 corresponds to an appropriate balance of
weights between difficult and easy groups, as it ex-
hibits a high correlation with human MQM scores
on recent WMT test sets. Another modification in
this year’s HWTSC-EE-Metric is the replacement
of our backbone metric from BERTScore (Zhang
et al., 2019) to COMET score (Rei et al., 2022).
Specifically, we adopted the model wmt22-comet-
da5, which is known for its robust segment-level
MT evaluation capabilities, as the segment-level
backbone metric for HWTSC-EE-Metric this year.

3 Experiments

This section introduces the experimental results of
KG-BERTScore and HWTSC-EE-Metric on previ-
ous metrics shared tasks.

3.1 Experiment of KG-BERTScore

In order to verify the feasibility of the improved
KG-BERTScore, we conduct experiments on the
WMT22 metrics shared task data. Since it is time-
consuming and expensive to query ChatGPT and
Google Knowledge Graph API, we only verify the
effect of KG-BERTScore on Chinese-English lan-
guage pair. In the experiment, we first calculate
FKGS and FKGH through NE annotation and NE
pair matching, and then calculate KGScore. Next,
we use COMETKiwi-22 as BERTScore to calcu-
late the final KG-BERTScore.

We calculate the correlation of the scores of each
stage (including FKGS , FKGH , KGscore and KG-
BERTScore) with the MQM scores without con-
sidering human translation. To facilitate compari-
son with the official results of the WMT22 metrics
shared task, the segment-level correlation adopts
Kendall correlation, and the system-level correla-
tion adopts Pearson correlation.

3.1.1 Segment-level Correlation
Table 2 shows Kendall Tau correlation of reference-
free metrics with segment-level MQM scores for
the WMT22 Chinese-English language pair, which
is calculated without human translation. We find

5https://huggingface.co/Unbabel/wmt22-comet-da

that KGScore has a relatively low segment-level
correlation with MQM scores, while COMETKiwi-
22 has a relatively high segment-level correlation
with MQM scores. Therefore, when calculating
KG-BERTScore, we set α to a smaller value (i.e.,
0.1). Overall, the segment-level correlation be-
tween KG-BERTScore and MQM scores is only
slightly higher than that of COMETKiwi-22.

Metric Correlation
KG-BERTScore-22 0.219
COMETKiwi-22 0.364
FKGS 0.017
FKGH 0.055
KGScore 0.061
KG-BERTScore (α=0.1) 0.365

Table 2: Kendall Tau correlation of reference-free met-
rics with segment-level MQM scores for the WMT22
Chinese-English language pair, which is calculated with-
out human translation.

3.1.2 System-level Correlation

Table 3 shows Pearson correlation of reference-
free metrics with system-level MQM scores for the
WMT22 Chinese-English language pair, which is
calculated without human translation. The system-
level correlation between KGScore and MQM
scores is relatively close to that of COMETKiwi-
22, so we set α to a larger value (i.e., 0.9). Sur-
prisingly, the system-level correlation between
KG-BERTScore and MQM scores is significantly
higher than that of COMTKiwi-22.

In addition, the segment-level and system-level
correlations of KGScore with MQM scores are
higher than those of FKGS and FKGH , which in-
dicates that both source and hypothesis NE pair
matching rates should be considered when calcu-
lating KGScore.

Metric Correlation
KG-BERTScore-22 0.743
COMETKiwi-22 0.866
FKGS 0.660
FKGH 0.376
KGScore 0.697
KG-BERTScore (α=0.9) 0.947

Table 3: Pearson correlation of reference-free metrics
with system-level MQM scores for the WMT22 Chinese-
English language pair, which is calculated without hu-
man translation.
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Metric En→ De (w/o Human) Zh→ En (w/o Human) En→ Ru (w/o Human) En→ De (with Human) Zh→ En (with Human) En→ Ru (with Human)

r τ ρ r τ ρ r τ ρ r τ ρ r τ ρ r τ ρ

WMT21-news WMT21-news
BERTScore 0.911 0.795 0.945 0.577 0.308 0.484 0.776 0.538 0.692 0.181 0.441 0.500 0.382 0.295 0.439 0.540 0.417 0.485
COMET 0.812 0.590 0.819 0.545 0.359 0.401 0.774 0.538 0.688 0.349 0.559 0.804 0.425 0.333 0.386 0.751 0.617 0.782
EE-BERTScore-0.3 0.874 0.846 0.945 0.637 0.487 0.626 0.621 0.451 0.622 0.182 0.485 0.512 0.384 0.410 0.521 0.569 0.317 0.435
EE-BERTScore-0.5 0.898 0.846 0.945 0.595 0.359 0.511 0.717 0.495 0.701 0.183 0.500 0.517 0.382 0.352 0.457 0.562 0.383 0.491
EE-BERTScore-0.8 0.919 0.769 0.923 0.526 0.256 0.462 0.809 0.604 0.754 0.184 0.456 0.532 0.380 0.276 0.429 0.548 0.467 0.526
HWTSC-EE-Metric 0.816 0.615 0.819 0.474 0.359 0.462 0.814 0.582 0.727 0.380 0.574 0.806 0.427 0.333 0.454 0.761 0.683 0.821

WMT21-tedtalks WMT21-tedtalks
BERTScore 0.465 0.256 0.319 0.634 0.055 0.134 0.826 0.626 0.793 0.541 0.363 0.455 -0.634 -0.086 -0.079 0.659 0.676 0.832
COMET 0.764 0.436 0.604 0.620 0.143 0.196 0.878 0.692 0.868 0.626 0.516 0.684 -0.638 -0.010 -0.029 0.784 0.733 0.893
EE-BERTScore-0.3 0.560 0.333 0.473 0.321 0.055 0.125 0.687 0.451 0.626 0.553 0.429 0.578 -0.775 -0.086 -0.086 -0.568 0.219 0.289
EE-BERTScore-0.5 0.558 0.333 0.445 0.534 0.077 0.143 0.750 0.495 0.679 0.549 0.429 0.556 -0.719 -0.067 -0.071 -0.538 0.276 0.361
EE-BERTScore-0.8 0.495 0.359 0.478 0.645 0.077 0.134 0.829 0.692 0.829 0.543 0.451 0.582 -0.617 -0.067 -0.079 0.805 0.714 0.857
HWTSC-EE-Metric 0.799 0.538 0.742 0.633 0.143 0.213 0.869 0.851 0.692 0.653 0.604 0.793 -0.593 -0.010 -0.014 -0.005 0.467 0.504

Table 4: Correlations with system-level human MQM scores on datasets of WMT21 news and WMT21 tedtalks.
EE-BERTScore-∗ represents our last year’s submission in WMT22. HWTSC-EE-Metric represents our submission
in WMT23. With Human indicates evaluation on MT systems and human translations, and w/o Human indicates
MT systems only. Best correlations are marked in bold.

3.1.3 Effect of Different Weights
KG-BERTScore generates the final evaluation
score by linearly combining the results of KGScore
and BERTScore. α is an adjustable weight param-
eter in the linear combination formula, which af-
fects the correlation between KG-BERTScore and
MQM scores. To analyze the effect of α value, we
calculate the segment-level and system-level corre-
lations of KG-BERTScore and MQM scores under
different α values for the WMT22 Chinese-English
language pair. The result is shown in Figure 2. The
segment-level correlation between KG-BERTScore
and MQM scores is highest when the α value is
0.1, and the system-level correlation between KG-
BERTScore and MQM scores is the highest when
the α value is 0.9. That is to say, when the corre-
lation between KGScore and MQM scores is rela-
tively low, α should take a smaller value, otherwise,
α should set a larger value.

On the WMT23 metrics shared task, we cannot
know the MQM score in advance. Therefore, we
refer to the above experimental settings, and set
α to 0.1 and 0.9 on the segment-level and system-
level metrics shared tasks, respectively. In addition,
we do not calculate KG-Score and set α to 0 on
non-MQM language pairs due to the slow speed of
accessing ChatGPT.

3.2 Experiment of HWTSC-EE-Metric

To evaluate the performance of the HWTSC-EE-
Metric, a series of experiments were conducted
primarily on the WMT21 test sets using the MQM
scores as the human scoring standard. To investi-
gate the impact of using human translations as part
of the system, the results obtained from two sets of
systems for each language pair are compared. The
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Figure 2: The segment-level and system-level correla-
tions between KG-BERTScore and MQM scores under
different α values for the WMT22 Chinese-English.

evaluation was based on three coefficients: Pear-
son’s correlation coefficient (r), Kendall’s τ , and
Spearman’s ρ, which are used to assess the system-
level correlations with human evaluations.

Table 4 presents a performance comparison be-
tween the HWTSC-EE-Metric (our submission
in WMT23), EE-BERTScore (our submission in
WMT22), and two standard metrics (BERTScore
and COMET). The HWTSC-EE-Metric demon-
strates higher overall correlations with human
MQM evaluations compared to its backbone, the
standard COMET score. Furthermore, out of
the 36 comparison terms, the HWTSC-EE-Metric
achieves the best performance in 20 cases. This
strong performance indicates the effectiveness of
our entropy-based enhancing strategy and parame-
ter estimation approach.

As EE metrics evaluate a system based not only
on the individual system itself but also on other
participating systems, the inclusion of human trans-
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lations may influence the performance of EE met-
rics. As shown in Table 4, most metrics exhibit a
decline in performance when human translations
are included. The improvements of the HWTSC-
EE-Metric in correlations with MQM are not con-
sistently steady, which aligns with the findings of
(Freitag et al., 2021) that most metrics struggle to
accurately score translations that differ from MT
systems. However, we observed that the HWTSC-
EE-Metric mitigates the performance reduction of
COMET in some cases (e.g., En→ De in WMT21
datasets), but there are also instances where the
HWTSC-EE-Metric does not improve COMET in
terms of correlations (e.g., En→ Ru in WMT21
TED talks). Overall, when human translations are
included as additional outputs, EE metrics tend to
be less robust and provide a less significant im-
provement over standard metrics.

4 Conclusion

This paper presents HW-TSC’s submission to the
WMT23 metrics shared task, in which we sum-
mit a reference-free metric (KG-BERTScore) and a
reference-based metric (HWTSC-EE-Metric). We
have made some improvements to these two met-
rics compared to last year’s submission. One of the
most critical improvements is on KG-BERTScore,
we empower the metric with LLM-assisted NE an-
notations, significantly improving its correlation
with MQM scores. The experimental results on
previous WMT metrics tasks show great effective-
ness of our research direction and the superiority
of our metrics.
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