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Abstract

In this position paper, we contend that advanc-
ing our understanding of narrative and the effec-
tive generation of longer, subjectively engaging
texts is crucial for progress in modern Natural
Language Processing (NLP) and potentially the
broader field of Artificial Intelligence. We high-
light the current lack of appropriate datasets,
evaluation methods, and operational concepts
necessary for initiating work on narrative pro-
cessing.

1 Introduction

Since the linguistic turn in the early 20th century
(Wittgenstein, 1921), human language has been
considered fundamental to shaping human cog-
nition. This notion positions language as a core
aspect of intelligence, often equating intelligence
with the ability to generate natural language. In
(Turing, 1950), Turing famously suggests that the
capacity for meaningful natural language interac-
tion is critical for artificial intelligence. While
most contemporary researchers narrow the Tur-
ing test’s scope to day-to-day conversations, the
original essay emphasizes that artificial intelligent
agents should convincingly imitate humans in cre-
ative tasks expressed in natural language. Fram-
ing the problem in Turing’s original terms reveals
the current limitations of artificial systems, which
can only partially imitate human dialogue in spe-
cific contexts and struggle to generate engaging
stories (van Stegeren and Theune, 2019) or jokes
(Niculescu, 2021).

Modern Natural Language Generation (NLG)
leverages increased computational power and vast
training data (Brown et al., 2020; Raffel et al., 2020;
Chowdhery et al., 2022; Bajaj et al., 2022; Zoph
et al., 2022), focusing on computation-heavy solu-
tions rather than on statistical methods and math-
ematical models to qualitatively advance our un-
derstanding of language. A century after Andrey

Markov developed his eponymous chains to an-
alyze poetry, NLG concepts remain similar, and
their limitations could hardly be overcome solely
through quantitative means. This is particularly ev-
ident in narrative processing, where automatic gen-
eration of textual narratives often requires signifi-
cant human intervention or relies on predefined nar-
rative structures (van Stegeren and Theune, 2019).

Efforts to generate longer text blocks1 exist, such
as (Kedziorski, 2019) and (Agafonova et al., 2020),
see Figure 1, but they succeed only under cer-
tain stylistic and topical constraints that preclude
genuine narrative generation. While recent ad-
vancements have been made in suspense generation
(Doust and Piwek, 2017), narrative personalization
(Wang et al., 2017), and short context-based nar-
ratives (Womack and Freeman, 2019), generating
extended stories remains a challenge (van Stegeren
and Theune, 2019).

Philosophers and linguists have attempted to con-
ceptualize plot, narrative arc, action, and actor no-
tions for nearly a century (Shklovsky, 1925; Propp,
1968; Van Dijk, 1976), but few of these concepts
have proven useful for modern NLP. In (Ostermann
et al., 2019), a machine comprehension corpus is
presented for end-to-end script knowledge evalu-
ation, revealing that existing machine comprehen-
sion models struggle with tasks humans find rela-
tively easy. Despite these setbacks, some progress
in narrative generation has been made within the
NLP community (Fan et al., 2019; Ammanabrolu
et al., 2020). However, narrative generation is still
largely considered a fringe research topic.

We argue that the concept of narrative is cru-
cial for further NLP progress and should become
a focal point within the NLP community. This
paper raises vital questions for narrative process-
ing to establish itself as a well-defined sub-field
in NLP research. We begin by presenting several
arguments for why breakthroughs in narrative pro-

1https://github.com/NaNoGenMo
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Figure 1: "Copyrighted protein fiction may be deemed speculative propaganda" — a line from a generative art
project "Paranoid Transformer — a diary of an artificial neural network", (Agafonova et al., 2020). The diary was
generated end-to-end without any human post-processing and published as a hardcover book. This is one of the
examples of long-form generated artistic text, however the text is devoid of narrative.

cessing could be pivotal for artificial intelligence
research in general. We then explore the bottle-
necks hindering progress in narrative processing
and decompose the question "why don’t we have
an algorithm to generate good stories?" into three
systemic components: data, evaluation methods,
and concepts. We contend that these three areas
present significant challenges, with only data being
partially addressed.

2 On the Importance of Narrative

Before addressing the three fundamental bottle-
necks that separate us from achieving qualitatively
advanced narrative generation models, let’s briefly
present a case for why narrative processing is cru-
cial for further NLP development. Recent years
have witnessed the success of language models
driven by the distributional hypothesis (Harris,
1954). Although these models primarily focus on
local input and training, they have been transforma-
tive even beyond the scope of classical NLP. For
instance, (Lu et al., 2021) show that pretraining
on natural language can enhance performance and
compute efficiency in non-language downstream
tasks. (Zeng et al., 2022) propose a new approach
to AI systems, wherein multimodal tasks are formu-
lated as guided language-based exchanges between
different pre-existing foundation models. (Tam
et al., 2022) discuss how language provides use-
ful abstractions for exploration in a reinforcement
learning 3D environment. Given these advance-
ments, is narrative processing still necessary? Can
all verbal cognition, like politics, be local?

We argue that narrative processing as a research
field would significantly impact two other core as-
pects of natural language processing, which are
essential for expanding the adoption of NLP prod-
ucts and technologies. The first aspect is causality
and natural language inference. Causal inference
from natural language is crucial for further NLP
progress, and current language models still under-
perform in this area. Although narrative could be

considered a sub-category within a broader family
of causal texts, we contend that narrative generation
is an ideal task for validating and testing hypotheses
around natural language inference, paving the way
for more explainable AI. The second area where
narrative processing is indispensable is the contin-
ued development of human-machine interaction.
People are known to remember stories more than
facts (Wiig, 2012), but NLP-based natural language
interfaces exhibit the opposite tendency, processing
and "remembering" facts more easily than stories.
These factors make narrative essential for further
NLP progress.

Another field in which narrative processing
could prove pivotal is explainable AI. One could
argue that a feasible path to explainable artificial
intelligence involves a set of dedicated models
trained to communicate with humans in natural
language, clarifying specific aspects of a given de-
cision. These models would necessarily need to
be capable of causal inference in natural language.
Although this technically leads to the same bottle-
neck discussed earlier, we believe this field is so
critical for the continued development and adop-
tion of artificial intelligence in the industry that it
warrants explicit mention here.

3 Where Do We Fail?

This position paper aims to highlight critical gaps
in our conceptual understanding, benchmarking,
and evaluation within the field of narrative process-
ing. We contend that these three significant layers
require the immediate focus of the research com-
munity. In this section, we examine each of these
layers in depth and propose potential avenues for
progress.

3.1 Data

Many existing datasets labeled as narrative datasets
in academic literature deviate significantly from a
common-sense understanding of a "story." Some
authors even refer to their datasets as scenarios
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rather than stories or narratives. Additionally, these
datasets are often too small for meaningful use
with modern transformer-based language models.
In (Regneri et al., 2010), authors collect 493 event
sequence descriptions for 22 behavior scenarios.
In (Modi et al., 2016), authors present the InScript
dataset, consisting of 1,000 stories centered around
10 different scenarios. (Wanzare et al., 2019) pro-
vide 200 scenarios and attempt to identify all ref-
erences to them in a collection of narrative texts.
(Mostafazadeh et al., 2016) present a corpus of 50k
five-sentence commonsense stories.

As we progress towards longer stories, the land-
scape of available data splits into two major fields:
collections of narrative written in various natural
languages and labelled data that facilitates narrative
understanding. The examples of the latter direc-
tion include (Bamman et al., 2020) who annotate
longer stories to aid narrative understanding, (Zhao
et al., 2022) who pair plot descriptions with corre-
sponding abstractive summaries, and (Pang et al.,
2022; Wang et al., 2022) with QA/summarization
datasets for longer stories from Project Gutenberg.
The former filed of longer narrative datasets is still
relatively sparse. (Fan et al., 2018) collect a large
dataset of 300K human-written stories paired with
writing prompts from an online forum. The MPST
dataset contains 14K movie plot synopses, (Kar
et al., 2018), and WikiPlots2 comprises 112,936
story plots extracted from the English Wikipedia.
(Malysheva et al., 2021) provided a dataset of TV
series along with an instrument for narrative arc
analysis. The rise of large language models in the
last year significantly stimulated the interest of the
community to the datasets that collect longer sto-
ries. For example, (Bamman et al., 2020) annotate
longer stories to aid narrative understanding, (Zhao
et al., 2022) pair plot descriptions with correspond-
ing abstractive summaries, and (Pang et al., 2022;
Wang et al., 2022) are QA/summarization datasets
on longer stories from Project Gutenberg. We are
sure that this interest will grow in the nearest fu-
ture, since high-quality annotated longer narrative
datasets are still rare.

Another aspect of narrative data that is still rarely
addressed is multilingual narrative data. A vast ma-
jority of the narrative datasets are only available in
English. In (Tikhonov et al., 2021) authors present
StoryDB — a broad multilanguage dataset of nar-
ratives. With stories in 42 different languages, the

2https://github.com/markriedl/WikiPlots

authors try to amend the deficit of multilingual nar-
rative datasets. This is one of the early attempts to
amend the lack of mulilitngual narrative datasets
that we know of yet we expect more in the next
years.

While data is the only area of narrative process-
ing exhibiting positive progress, it is essential to ac-
knowledge the current state: limited datasets with
longer narrative texts are available, primarily in En-
glish, and rarely include human labeling regarding
narrative structure and quality. Furthermore, there
is minimal discussion about the necessary narrative
datasets for advancing narrative generation within
the community.

3.2 Evaluation

Before delving into the narrative itself, let’s first
discuss the evaluation techniques available for natu-
ral language generation in general. In (Hämäläinen
and Alnajjar, 2021), the authors review numerous
recent generative papers, covering both automated
and manual methods, where native speakers are
instructed to evaluate specific properties of the gen-
erated text. This review encompasses over twenty
papers on text generation that evaluate various as-
pects of generated texts using human labels. We
believe that the scope of this paper represents the
field as a whole.

Examining the evaluation aspects addressed in
these 20+ papers on text generation, we find a range
of methods, approaches, and concepts. For details,
we refer the reader to (Hämäläinen and Alnajjar,
2021); however, in the context of this discussion,
we can broadly categorize the majority of the pro-
posed methods into five major groups:

Fluency; these methods estimate whether a gen-
erated text contains grammatical and syntactic mis-
takes. These metrics are relatively well-defined and
can be automated to some extent. At least 13 out
of the 23 NLG papers in the study utilize one or
more fluency metrics for evaluation.

Topic/style/genre matching; these metrics can
also be automated, typically relying on a pretrained
classifier, as seen in (Ficler and Goldberg, 2017).
12 papers in the study use one or more evaluation
criteria of this type.

Coherence; this group of metrics is more arbi-
trary, with at least three major types of coherence
evaluation approaches. First, some estimate co-
herence on a linguistic pragmatics level, focusing
on coherent causal statements that include words
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like "hence/so/thus/etc." The second approach eval-
uates whether the generated text aligns with the
reader’s general world knowledge. These ques-
tions are more subjective, especially since fictional
texts often describe alternative realities3. Lastly,
the most abstract methods assess if the text is co-
herent within the internal logic of the "world" it
describes. This high level of abstraction leads to
greater misalignment between human annotators
and lower potential for automated evaluation.

Even this brief overview demonstrates that there
is no consensus on the coherence evaluation, yet 10
out of the 23 papers in (Hämäläinen and Alnajjar,
2021) used coherence evaluation understanding the
term ’coherence’ differently. However, there is a
trend that might solidify the understanding of co-
herence in the field and move it towards the third
line of reasoning that we described above, namely,
coherence within the internal logic of the "world"
that the text describes. The arrival of large lan-
guage models that can process longer sequences of
text brings to light a recursive approach to narrative
generation, see (Yang et al., 2022). The idea to gen-
erate the outline of the story first and then extend
separate blocks of the story while keeping some
necessary information in the prompt to control co-
herence seems promising. Similarly, (Goldfarb-
Tarrant et al., 2020) suggest an approach that com-
bines overall story planning, generative language
model and an ensemble of scoring models that each
implement an aspect of good story-writing.

Overall emotional effect; these metrics are
more challenging to automate, as they rely on hu-
man emotional response. However, with enough
human labels, it is possible to train a classifier for
this task. 11 out of the 23 papers in the study utilize
some form of emotional effect evaluation.

Novelty/originality/interestingness; these met-
rics are even more difficult to formalize and au-
tomate. Most papers that ask human labelers to
assess interestingness imply a certain level of nov-
elty. Nevertheless, human labelers may interpret
interestingness as a topic-related category. 7 out of
23 papers in the review use human evaluation of
novelty.

The first two evaluation types dominate auto-
mated evaluation methods, while coherence and
novelty are seldom assessed rigorously. Numer-
ous NLG papers employing automatic evaluation

3Still, we intuitively understand that some science fiction
or fantasy novels are coherent, even if not realistic.

fall within these five categories, emphasizing our
limited tools for evaluating generated narratives.

Coherence is something humans can intuitively
estimate, but it is notoriously difficult to automate.
Meanwhile, we still struggle to understand even
the most basic tools, such as semantic similarity
metrics for short texts, as seen in (Yamshchikov
et al., 2021; Solomon et al., 2021).

Novelty depends on a deeper understanding of
semantics, and it may entail an additional layer of
complexity. After all, human experience typically
suggests that comprehending something presented
to us is less challenging than creating something
new from scratch.

In summary, we must conclude that among the
five groups of metrics used in human evaluation,
first two could be automated yet hardly advance our
understanding of narrative, while three others could
hardly be fully automated and applied to narrative
evaluation. They are either automated but oper-
ate on a lower level with shorter texts or address
high-level conceptual questions that are not quanti-
fied in a manner that permits automatic evaluation.
This surprising realization leads us to the following
logical conclusion: we cannot explain to humans
how to evaluate a narrative. Despite the existence
of literary criticism, narratology that represents a
separate scientific field and a variety of approaches
proposed in NLP, i.e. (Castricato et al., 2021), we
still lack a universal formalized understanding of
what a narrative is and how to assess it. Let us
discuss this in the further subsection.

3.3 Concepts

In a review paper, (Gervás et al., 2019) authors
present a compelling argument that the concept
of storytelling encompasses a diverse set of oper-
ations. These operations are sometimes executed
independently to create simple stories or specific
story components, while other times they are com-
bined to produce more complex narratives. The
authors propose "deconstructing" storytelling into
the following approaches: stories as narrative struc-
tures; stories as simulations; stories as evolving
networks of character affinity; stories as narrations
of observed facts; and stories as suspense-driven
entertainment.

Upon closer examination, the proposed taxon-
omy reveals similar issues to those encountered in
the evaluation process. There are no universally
agreed-upon mechanisms for narrative representa-
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tion with high coherence among human labelers.
Most methods are either deeply subjective (such
as the well-known anthology of four plots first pre-
sented in (Borges, 1972)) or extremely low-level,
working for causal inference on a short time scale
but unable to extend to the level of a short story, let
alone a novel.

It is essential to emphasize that each concep-
tual approach can yield practical results. However,
there is no clear understanding of how these ap-
proaches structure the broader field of narrative
processing, which we argue should be the primary
focus of the NLP and AI communities in the near
future. Is one approach sufficient to develop new
models capable of generating entertaining stories?
Do we need a combination of these pipelines?
Should there be qualitative and quantitative inter-
actions between these pipelines, and if so, how
should they be organized? Finally, there is a set of
even more general question. For example, could
be have a narrative representation that would ne
non-textual? What are independent properties of
such representation if it exists? How one could
quantify them? We hope this position paper could
help intensifying the discussion of these questions.

4 Conclusion

This position paper puts forth two primary asser-
tions:

• The generation of novel, entertaining narra-
tives is a crucial task that could propel the
progress of artificial intelligence across vari-
ous fields and industries.

• Despite the critical importance of this task, the
current NLP and AI communities are far from
reaching a shared understanding of suitable
datasets for narrative generation, appropriate
evaluation methods, and the need for rigorous
definition of concepts to address these prob-
lems effectively.

We hope this paper stimulates further discussion
on these topics and attracts the attention of the
NLP and AI community towards the challenges
surrounding narrative generation.

Limitations

This is a position paper thus we do not see what the
potential limitations could be. The only potential
limitation might be the incompleteness of the list
of relevant publications.

Ethics Statement

This paper complies with the ACL Ethics Policy.
We have used generative AI for editing of the final
text of the paper, since some of the authors might
not be native speakers of English.
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