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Introduction

Digital technologies have brought many benefits for society, transforming how people connect, commu-
nicate and interact with each other. However, they have also enabled abusive and harmful content such as
hate speech and harassment to reach large audiences, and for their negative effects to be amplified. The
sheer amount of content shared online means that abuse and harm can only be tackled at scale with the
help of computational tools. However, detecting and moderating online abuse and harms is a difficult
task, with many technical, social, legal and ethical challenges. The Workshop on Online Harms and
Abuse (WOAH) is the leading workshop dedicated to research addressing these challenges.

WOAH invites paper submissions from a wide range of fields, including natural language processing, ma-
chine learning, computational social sciences, law, politics, psychology, sociology and cultural studies.
We explicitly encourage interdisciplinary submissions, technical as well as non-technical submissions,
and submissions that focus on under-resourced languages. We also invite non-archival submissions for in
progress work and reports from civil society to facilitate a meeting space between academic researchers
and civil society.

This year marks the seventh edition of WOAH, which will be co-located with ACL 2023 in Toronto,
Canada. The special theme for this year’s edition is “subjectivity and disagreement in abusive language
data”. Hate speech and other forms of abuse are highly subjective, in that there are diverse valid beliefs
about what is or is not hateful or abusive. Different beliefs are informed by different social, cultural and
legal norms. Through annotation, these beliefs are encoded in labelled datasets, which are then used to
train and evaluate detection models. Therefore, subjectivity and disagreement are an essential aspect of
research into online abuse and hate. By choosing this theme, we want to encourage submissions that
examine, address or make use of this inherent subjectivity.

We received 55 submissions, of which 25 were accepted for presentation at the workshop. These papers
will be presented at an in-person, where possible, poster session on the day of the workshop. Authors
who are unable to attend in person will be able to give a virtual lightning talk describing their work.
The workshop day will also include keynote talks from: Dirk Hovy, Milagros Miceli, Maarten Sap, Su
Lin Blodgett, Vinodkumar Prabhakaran and Lauren Klein. Finally, we will close the day by inviting the
keynote speakers to participate in a panel on the topic of subjectivity and disagreement.

We thank all our participants and reviewers for their work, and our sponsors for their support. We hope
you enjoy this year’s WOAH and the research published in these proceedings.

Paul, Yi-Ling, Debora, Aida, and Zeerak
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Abstract

Online communities of involuntary celibates
(incels) are a prominent source of misogynist
hate speech. In this paper, we use quantita-
tive text and network analysis approaches to
examine how identity groups are discussed on
incels.is, the largest black-pilled incels forum.
We find that this community produces a wide
range of novel identity terms and, while terms
for women are most common, mentions of
other minoritized identities are increasing. An
analysis of the associations made with iden-
tity groups suggests an essentialist ideology
where physical appearance, as well as gender
and racial hierarchies, determine human value.
We discuss implications for research into auto-
mated misogynist hate speech detection.

1 Introduction

Warning: this paper contains content that is dis-
turbing, offensive, and/or hateful.

Online communities of those calling themselves
“involuntary celibates,” (incels) are known for on-
line misogynist hate speech and offline violence
targeting women, including incidents of mass vio-
lence in Isla Vista, California, in 2014 and Toronto,
Canada, in 2018, among others. Though some
work in natural language processing (NLP) has fo-
cused on features of misogynist language in general
(Anzovino et al., 2018; Samghabadi et al., 2020;
Guest et al., 2021), online incel communities are
known for significant lexical innovation (Farrell
et al., 2020; Gothard, 2021). Training with data
from incel forums would enable misogynist hate
speech classifiers to identify the neologisms and
novel ideological features of this dangerous form
of online misogyny (Jaki et al., 2019).

In this paper, we provide hate speech researchers
with a quantitative overview of trends and partic-
ularities of language in one of the largest misogy-
nist incel communities, incels.is, which launched
in 2017 following the r/incels ban from Reddit.

We focus this analysis on mentions of identities,
which are key to automatically identifying hate
speech (Uyheng and Carley, 2021) and a window
into the ideologies of social movements (Benford
and Snow, 2000). We ground this analysis in the-
oretical approaches that focus on how identities
are constructed in interaction (Bucholtz and Hall,
2005; Burr and Dick, 2017) and investigate the
following research questions:

RQ1. How frequently are different identi-
ties, including novel terms for iden-
tities, mentioned in incels.is dis-
course?

RQ2. How do identity mentions in in-
cels.is discourse change over time?

RQ3. How are identity mentions used dif-
ferently by central incels.is users?

RQ4. What textual associations are made
with identity groups on incels.is?

To address these research questions, we first mea-
sure the distribution of identity term mentions using
a large generic list of identity terms combined with
community-specific identity terms surfaced from
a word embedding-based approach. We confirm
the most frequent identity mentions in this data are
for women, with almost one-fourth of these being
derogatory community-specific neologisms, such
as “femoids.” Mentions of gender are much higher
than in a comparative white supremacist dataset, a
similar commonly-used source of unlabeled hate
speech (Simons and Skillicorn, 2020; Alatawi et al.,
2021). We find increasing mentions of other mi-
noritized identities, such as Black, LGBTQ+ and
Jewish people on incels.is, suggesting a consol-
idation with broader far-right discourses. Users
who are central to the network proportionally men-
tion more of these other marginalized identities.
From a quantitative analysis of the immediate con-
texts in which identity term mentions appear, a
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pervasive hatred of women is clear, as well as rein-
forcement of stereotypes about other marginalized
groups. The incel identity itself is often discussed
with themes of victimhood and boundary-keeping
for “true” versus “fake” incels.

Throughout our analysis, we find evidence of
an essentialist, black-pilled ideological framework
where physical appearance determines the value of
individuals and groups. While rigid racial and gen-
der hierarchies are not new (e.g., eugenics) and are
often circulated in far-right discourse (Miller-Idriss,
2022), this incel community attaches many novel
measurements to appearance related to these hier-
archies, re-entrenching and extending them. We
argue that to detect such a particular form of ex-
tremism, hate speech researchers must heed both
the jargon and deeper ideologies of this movement.

2 Incels and Male Supremacism

Online misogynist incel communities are situated
within a set of anti-feminist groups often termed
the “manosphere.” These groups include Men’s
Rights Activists, Pick Up Artists (PUAs), Men
Going Their Own Way (MGTOW). Such groups
are often associated with a “red pill” ideology, a
Matrix film reference to seeing the hidden truth
behind the world, in this far-right context a view
that feminism has brainwashed and subordinated
men (Ging, 2019). In addition, incels often refer to
a “black pill,” the idea that they are genetically pre-
determined to be incels and cannot improve their
situation through work or self-improvement (Pru-
den, 2021). This leaves many black-pilled incels
feeling that their only options are to cope, com-
mit suicide, or commit mass violence (expressed in
the common phrase, “cope, rope or go ER [Elliot
Rodger, an incel mass shooter]).” Among groups
in the manosphere, incels are most associated with
violent and high-profile events that demonstrate
“extreme misogyny” (Ging, 2019).

Ribeiro et al. (2021) find that incel commu-
nities are both more extreme and more popular
than older, more moderate male supremacist move-
ments, while LaViolette and Hogan (2019) find
more extreme manosphere movements contain
essentialist, deterministic ideologies of identity,
which we also find in incels.is. We find evidence of
this reductionist and biologically essentialist world-
view in associations with identities in incels.is.

Qualitative research on male supremacist ex-
tremism frequently examines Men’s Rights Ac-

tivists (Berger, 2018) and more moderate groups
that are less niche and without the emergent vo-
cabulary common in incel spaces. We find this
tendency extends to the data sources in automated
hate speech research and argue for the importance
of attending to the particularly dangerous discourse
of black-pilled incels such as those on incels.is.

Quantitative and computational studies of the
manosphere often focus on the unique misogynist
language use of these communities. Gothard (2021)
and Jaki et al. (2019) surface incel jargon by com-
paring word frequencies in incel Reddit posts with
subreddits and Wikipedia articles outside of the
incel movement, while Farrell et al. (2020) find fre-
quent incel terms not present in English dictionaries
and expand their lexicon with a word embedding
space. Such word frequency analysis, as well as
hand-crafted lexicons, are often used to measure
and study misogyny in the manosphere (Heritage
et al., 2019; Farrell et al., 2019; Jaki et al., 2019).
Pruden (2021) and Perry and DeDeo (2021) use
topic modeling to characterize narratives and map
out user trajectories on incels.is and r/theRedPill,
respectively. Jaki et al. (2019) use word frequency
analysis to study identity construction on a simi-
lar forum, incels.me, though their 6-month dataset
only enables limited time-series analysis. In con-
trast, our work focuses on the use and contexts
of generic and community-specific identity terms
beyond a sole focus on misogyny, as well as how
identity term use changes over time.

2.1 Automated misogyny detection

In early work on automated misogyny detec-
tion, Hewitt et al. (2016) and Waseem and Hovy
(2016) developed small Twitter datasets annotated
for sexism. Anzovino et al. (2018) proposed a
keyword-based annotated dataset and taxonomy for
misogyny detection on Twitter, with later shared
NLP tasks (Fersini et al., 2018b,a; Basile et al.,
2019; Bhattacharya et al., 2020). Data for these
tasks came from Twitter posts and YouTube com-
ments based on keywords, profile information, and
YouTube video topics. Such data sources may cap-
ture mainstream misogyny but miss the unique lin-
guistic characteristics of the incel movement.

Other annotated hate speech datasets have
included data from manosphere subreddits,
such as r/MensRights, r/MGTOW, r/incels, and
r/TheRedPill, along with many other sources of
online hate speech (Qian et al., 2019; Sap et al.,
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2020; Mollas et al., 2020). Guest et al. (2021) pro-
pose a Reddit dataset annotated for misogyny by
trained annotators, who would be more likely to
understand community-specific jargon than crowd-
workers with limited training. Though they include
a variety of manosphere-related subreddits, absent
from this dataset are banned black-pilled incel sub-
reddits such as r/braincels, r/shortcels, and r/incels,
the precursor of the more extreme incels.is.

3 Data

Our dataset contains 6,248,234 English-language
public comments posted between the forum’s cre-
ation in November 2017 and scraping in April
2021.1 It includes forum and thread names, as
well as the date of posting, user names and the
comment’s full text. However, it does not contain
images, which is a limitation.

White supremacist dataset We compare identity
mentions on incels.is to another common source of
unlabeled hate speech: white supremacist texts.
From a large, multi-domain, English-language
white supremacist dataset (Yoder et al., 2023), we
select posts from online forums in a similar time
frame as the incels data, 2015-2019 (the latest year
available in the white supremacist dataset). This
subset includes 3,410,623 posts from Stormfront,
Iron March, and 4chan /pol/ in threads with fascist
and white supremacist topics or posted by users
choosing white supremacist, Nazi, Confederate or
fascist flags.

4 Methods

We take a quantitative approach to studying discur-
sive identity construction (Bucholtz and Hall, 2005;
Gee, 2011), borrowing a focus on in-group and
out-group identity presentation from social identity
theory (Tajfel, 1974; Seering et al., 2018). Specif-
ically, we examine the use of identity terms and
the immediate contexts in which they appear. A
few mentions of an identity group may not repre-
sent attitudes of participants, but associations re-
peatedly made over the course of a 6 million-post
corpus are more likely to capture widely shared
beliefs (Stubbs, 2001).

1This dataset, without any private or identifying informa-
tion, will be made available to vetted researchers upon publi-
cation of the main paper associated with it.

4.1 Measuring the use of identity terms

We first find identity terms using a generic lexi-
con combined from multiple sources: the extensive
list of English identity terms from the NetMapper
software (Joseph et al., 2016; Carley et al., 2018),
as well as identity terms frequently found in hate
speech (Yoder et al., 2022) and terms for LGBTQ+
and neurodiverse identities found online (Yoder
et al., 2020; Yoder, 2021). This combined lexicon
totals 19,050 unique identity terms. Ignoring case,
7,244 were present in the incels.is dataset.

Grouping identity terms We aggregate identity
terms referring to similar groups (such as LGBTQ+
people) and then further group those identities
into broader demographic categories (such as gen-
der/sexuality). To form these groupings, we adapt
identity terms group labels used in hate speech
research from Uyheng and Carley (2020) and Yo-
der et al. (2022).2 Intersectional identity terms are
counted for all groups indicated by the term, e.g.,
“white women” was counted for both “white” and
“women.”

Identity lexicon expansion To capture the neol-
ogisms that incel communities are known for (Jaki
et al., 2019; Gothard, 2021), we expand our generic
identity lexicon to nearest neighbors in word em-
bedding space, a common approach (Demszky
et al., 2019; Simons and Skillicorn, 2020; Lai et al.,
2021). We trained a 300-dimension word2vec
model (Mikolov et al., 2013) over our data and
manually examined terms appearing at least 1,000
times among the top 30 nearest neighbors by cosine
distances to a) the 30 most frequent generic identity
terms or b) the mean of identity term embeddings
in an identity group. This resulted in 84 new terms,
the most frequent of which are in Table 1.

Varieties of “incels” It is common in incel dis-
course to refer to different types of incels with
terms including a “cel” suffix (Gothard, 2021). For
example, “tallcels” refers to tall incels and the racist
terms “currycels” and “ricecels” refer to South
Asian and East Asian incels, respectively. Exclud-
ing usernames, over 1500 unique words used in our
incels.is dataset contained the string “cel,” many
of which referred to varieties of incels. We exam-
ined the 100 most frequent words containing “cel”

2Non-proprietary portions of identity term lexicons (in-
cluding groupings and categorizations) and code for anal-
yses in this paper are available at https://github.com/
michaelmilleryoder/incels_identities.
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Figure 1: Identity group mention frequencies.

Community-specific identity terms
foids, chads, manlets, stacies, boyo, femoids,
ethnics, chadlites, roasties, holes, betabux,
landwhales, waifus, jbs, chicks, noodlewhores,
soyboy, br0, aspie, betas, thots, traps, beckies,
m8, boi

“Cel” variants
truecels, fakecels, volcels, greycels,
escortcelling, gymcelling, ricecels, mentalcels,
currycels, fatcels, femcels, whitecels, framecels,
youngcels, oldcels, blackcels, ethnicels, brocels,
itcels, incelistan, nearcels, tallcels, shortcels,
locationcels, bluecels

Table 1: Most frequent 25 novel identity and “cel” terms
found in the incels.is dataset. Plural and singular men-
tions are combined, as are “-ing” terms with their roots.

and grouped words that referred to incel variants,
except those referring to “fake” incels, within the
incels identity group for further analysis.

Central forum users We also analyze how fo-
rum leaders (prototypical incels) use identity terms.
To find such leaders based on network structure, we
construct a undirected graph where nodes are users
and edges are weighted by the number of shared
threads (out of 154,049 threads) between them.
This graph contains 6819 users and 3,889,054
links. We operationalize central users as the top 5%
ranked by eigenvector centrality, which measures
if users share threads with other highly-connected
users. These central users had a roughly similar

number of posts as the rest of the users combined.

4.2 Associations with identity terms

Beyond the occurrence of identity term mentions,
we analyze associations made with identities in
their immediate contexts. Specifically, we extract
actions taken by or to these groups, as well as at-
tributes associated with them, a simple approach
to analyzing the presentation of entities in dis-
course (Bamman et al., 2013, 2014; Yoder, 2021).
For actions, we extract verbs where an identity
term is the subject or object from a dependency
parse. Attributes are adjectives and appositives
whose head word is an identity term.

We surface the actions and attributes most dis-
tinctively associated with each identity group with
PMI3 (Daille, 1994; Role and Nadif, 2011), a vari-
ant of pointwise mutual information that lowers the
ranking of low-frequency terms.

5 Results

5.1 Distribution of identity mentions (RQ1)

Prevalence of the most popular identity group men-
tions in our incels.is dataset is seen in Figure 1.
Expanding the generic identity list with context-
specific identity terms dramatically increases the
detection of mentions of all identity groups, es-
pecially women, men, and neurodiverse people3.
Adding these context-specific identity terms in-
creases the total number of mentions identified
from 6.46 million to 8.91 million–a jump of 37.8%–

3Many incels self-identify on the autism spectrum.
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Figure 2: Selected identity group and category mentions over time in the incels.is dataset. Mentions of other identity
groups remain steady.

demonstrating how common identity term innova-
tions are in this community.

Also visible in Figure 1 is a comparison of iden-
tity group mention frequency with another com-
mon source of hate speech, white supremacist data.
Mentions of women and men are much more fre-
quent in the incel data than the white supremacist
data, surpassing 0.4 mentions/post for women.
Mentions of racial identities and Jewish people are
more commonly found in the white supremacist
data. This confirms that discourse from incel com-
munities can be a useful source of misogynist text,
especially after recognizing the lexical innovations
referring to women and others.

5.2 Identity mentions over time (RQ2)

Figure 2 displays the prevalence of identity group
mentions in this forum over time, binned every
month during the dataset range and identified with
the expanded lexicon. To control for any system-
atic changes in post word count over time, we
present log word probability (the logarithm of iden-
tity group mention counts normalized by total word
count).

Though mentions of women and men are most
frequent across the data range, they stay steady
or slightly decrease over time. There is a steady
rise, however, in mentions of LGBTQ+ identities.
Except for a decrease in the latter half of 2019,
mentions of Jewish people also steadily rise. There
is a significant rise in mentions of Black people in
2020, reaching a peak in June (during the anti-racist
uprising against police brutality) and remaining at

−0.03 −0.02 −0.01 0
Fakecels
Truecels
Incels
Neurodiverse
LGBTQ+
Jews
White
Black
Asian
Men
Women

Difference in proportion of mentions for central users

Figure 3: Absolute difference between the proportion
of identity mentions used by top 5% central users in the
shared thread network for each identity group and the
proportion of mentions used by the rest of the users.

an increased rate through 2020 and 2021. Mentions
of political identities also rise.

5.3 Central users’ use of identity terms (RQ3)

Figure 3 shows the absolute difference in propor-
tion of identity term mentions for the top 5% of
users ranked by eigenvector centrality, compared
to the rest. Proportionally, central users are less
likely to mention identity terms for women, but are
more likely to mention Black, LGBTQ+, and Jew-
ish people. A concern for incel authenticity is also
reflected in this central group’s increased use of
“truecels” and “fakecels” compared to other users.
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Identity Top PMI3 terms

Women
Attr white, old, single, fat, young, hot, fucking, ugly, cute, other, ethnic, average
ActS want, get, love, care, go, hate, think, like, fuck, say, give, look, find, wants
ActO get, fuck, hate, fucking, find, getting, having, attracted, see, want, fucked

Men
Attr ugly, white, other, good, looking, average, tall, black, nice, short, chad, young
ActS get, looks, go, need, look, think, want, got, mogs, fuck, going, become, gets
ActO over, see, know, want, fuck, hate, fucking, love, seen, get, against, laid, date

Asian
Attr south, central, >, east, average, half, ugly, other, skinned, northern, full
ActS look, hate, get, cope, worship, go, need, mog, tend, eat, seem, make, want, take
ActO learning, learn, speak, hate, seen, see, mog, killed, against, over, above, know

Black
Attr north, real, west, other, fucking, man, stupid, dumb, ugly, dark, average
ActS get, got, commit, slay, aspire, look, developed, gon, need, go, tend, fuck, run
ActO free, hate, fuck, see, against, say, around, date, prefer, fucking, kill, sand

White
Attr southern, northern, non, eastern, western, pure, white, nordic, other, average
ActS go, get, want, mog, look, hate, invented, need, going, tend, voted, did, age
ActO worship, hate, prefer, against, want, date, after, over, see, sought, towards

Jews
Attr orthodox, fucking, rich, religious, secular, international, anglo, elite, greedy
ActS control, did, created, want, pushing, won, own, pushed, made, win, took, push
ActO hate, blame, ashkenazi, against, because, blaming, gas, kill, hated, hating

LGBTQ+
Attr fucking, it, bluepilled, moral, low, normal, others, larping, stupid, ill, little
ActS get, exist, go, say, need, think, fuck, try, deserve, trying, look, make, want
ActO hate, fucking, coping, fuck, shut, ban, turning, kill, banned, larping, go

Neurodiverse
Attr social, severe, functioning, fucking, extreme, crippling, sentence, complete
ActS exist, makes, worse, causes, affect, get, comes, means, make, sucks, goes, go
ActO because, due, diagnosed, cure, fucking, having, caused, cause, causes

Incels
Attr fellow, other, blackpilled, true, real, actual, white, ugly, bluepilled, blackpill
ActS get, exist, means, need, ascend, go, cope, know, want, say, become, going, look
ActO help, against, hate, coping, create, see, creating, hates, bullying, die, ok, bullied

Table 2: Actions and attributes associated with identity group terms in incels.is dataset. Attr refers to attributes,
while ActS are actions for which the identity is a subject and ActO are actions for which the identity is an object.

5.4 Associations with identities (RQ4)

Terms commonly associated with identity groups
are presented in Table 2. Across groups, we find
that the most frequent attributes relate to physical
features (“ugly,” “short,” etc.). The use of these de-
scriptors suggest hierarchies based on appearance,
race and gender. This focus on physical appearance
is apparent in top terms used to describe women,
including “young,” “fat,” and “hot.” Example uses
show the hierarchies of appearance that incels apply
to women: “some can’t tell a beta female apart from
a hot whore and so lump all types of the female
sub species together.”4 Actions for which women
are subjects suggest incels’ speculation about what
women “want,” “love,” or “hate.” Common actions
for which women are grammatical objects include
“fuck” and “hate”– evidence of the forum’s misog-

4Quotes are paraphrased for privacy (Williams et al., 2017)

yny, casting women as things to be “attracted” or
controlled.

Men are also discussed with an emphasis on
physical appearance, as well as domination. “Ugly,”
“looking,” “average,” and “tall” are all top attribu-
tions for men. Top actions include “get,” “need,”
and “mogs,” an incel neologism meaning “domi-
nate”. An example post that reinforces gender hi-
erarchies reads, “men literally mog femoids across
the board, yet the foids whine about it.”

Race is relevant in discussions of gendered iden-
tities. “White,” for example, is a top descriptor for
both women and men, as is “black” for men. Top
terms suggest a negotiated association of superior-
ity with whiteness. White people are the grammati-
cal objects of “worship” but also of “hate.” “Pure”
and “nordic,” common white supremacist descrip-
tors, are distinctive attributes used for white people.
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In contrast, Asian people are cast as subjects of
actions like “worship” and “cope.”

We find a range of common stereotypes for mi-
noritized identities, particularly conspiratorial an-
tisemitic tropes, as evidenced by terms suggest-
ing a global Jewish conspiracy (e.g., “elite” and
“control”) and derogatory associations with the
Holocaust (“gas”). One example post reads, “the
endgame is an global Jewish Communist dictator-
ship,” while another mixes antisemitic conspiracy
theories with anti-feminism: “feminism is a sub-
versive Jewish movement designed to ruin us.”

LGBTQ+ characterizations are negative and as-
sociated with inauthenticity (e.g., “larping,” or live
action role playing). For example, one posts reads,
“Lesbians don’t exist. They’re just bisexual foids
who like women but still can’t resist Chad.”

Violence is associated with Black people (“com-
mit”), for example in one post that reads, “I don’t
hate blacks because they’re ugly, I hate them be-
cause no matter where they are they commit crime.”

In-group identity associations Victimhood, race
and authenticity are common themes associated
with identity mentions of incels themselves and
“incel” variants on the platform.

The most frequent lexical variations containing
the “cel” suffix are in Table 1. Top terms relate
to authenticity, including “fakecel,” “truecel” and
“volcel,” (“voluntary celibate”), a focus that has
also been observed in incel subreddits (Gothard,
2021). Platform affordances highlight distinctions
between frequent and non-frequent posters: “gr-
eycels” who have posted less than 500 times have a
gray-colored username and are often deemed inau-
thentic. Variants related to race (“whitecels,” “eth-
nicels”) are also frequent, suggesting the impor-
tance of race in incel self-classification (Jaki et al.,
2019; Farrell et al., 2020). Also visible in these
“cel” variations are a set of categories based on the
familar theme of physical appearance (e.g., “fatcels”
and “youngcels”). “Femcels,” or female incels, are
frequently mentioned, usually derided as outside
the inherent masculinity of inceldom.

Incels are cast as merely “existing” or “coping,”
(Table 2) while others “hate” them or are “against”
them. This victimhood includes common mascu-
line tropes, such as a supposed inability to con-
trol themselves. From one post: “we can’t control
what we want, devaluation of women is a coping
mechanism for not being able to elicit a biological
response in them.” Common far-right narratives

of victimhood at the hands of corporations, Jewish
people, and the media are also present: “Jews and
the media hate incels, and the gaming industry is
full of SJWs [social justice warriors].”

Race is also important–and controversial–in as-
sociations made with incels. “White” is a top in-
cels attribute on the forum, and both “ethnic” and
“white” are associated with truecels (see Table 3 in
Appendix A for top terms related to truecels and
fakecels on the forum). There is controversy over
which races occupy what positions in an assumed
hierarchy, often centering around the “just be white”
(JBW) theory that white men have access to sexual
relationships with women of all races. Some posts
support this theory, e.g., “being white is a +3 when
it comes to noodles [Asian women], so a 4/10 white
is better than a 6/10 ethnic.” Others challenge this
notion: “a brown man with a chiseled face will
mog a white incel everywhere.” Still others echo
the white supremacist Great Replacement Theory,
blaming JBW as a way for incels of color to “get
whitecels out so sh**skins can take over.”

“Real” and “true” are top attributes associated
with talk about incels, echoing a focus on authen-
ticity in the top “cel” variants. This boundary-
keeping is also visible in the words associated
with fakecels (e.g., “detected” and “ban”). Au-
thentic incels are victims of women’s hatred (“if
women aren’t trying to kill you, you’re not a true
incel”), post a lot (“graycels are a joke with their
tiny post counts”) are unattractive (“I’m an incel, of
course she said no to my hideous face”), have no fe-
male friends (“what true incel has a female friend?
stupid newf*g”) and do not date (“normie spotted.
real incels are doing this all weekend and have no
dates”). They also are unable to “ascend” (i.e.,
have sex and leave inceldom), and are “mogged”
by others. Jaki et al. (2019) found similar themes
in an earlier incel dataset.

6 Discussion

Across our quantitative analysis of the distribution
and associations made with identity terms, we see
evidence of an ideology where physical appearance
determines human value, as has been found with
prior work on incels (Maxwell et al., 2020; Baele
et al., 2021; Pruden, 2021). This ideology essential-
izes social constructs, such as race and gender, as
biological physical features impacting desirability,
with controversy over the role of race.

We find strong evidence for gender as a cen-

7



tral focus of incel discussion; mentions of men
and women far surpass the number of mentions of
any other identity. We find that this community
commonly uses novel identity terms that may not
appear in generic lists, including many derogatory
terms for women (“foids,” “landwhales”).

Increases in mentions of LGBTQ+, political,
Jewish, and Black identities, often with stereotypes
and conspiracy theories, could suggest this com-
munity has incorporated broader far-right trends.
An increasing politicization is reflected in this ex-
ample post: “we don’t need society to completely
accept the incel ideology, we just need to masquer-
ade as normies and keep bashing women, jews and
gays.” Our evidence from text analysis supports the
common user movement that Mamié et al. (2021)
found from manosphere content to alt-right con-
tent on YouTube and Reddit. We find that many
associations on incels.is reinforce stereotypes such
as LGBTQ+ identities being fake, Black people
being criminals, and antisemitic conspiracy theo-
ries. Users who are central in the forum’s shared
network devote more identity mentions, propor-
tionally, to Black, LGBTQ+, and Jewish people
compared to average users, suggesting that leaders
on the platform play a role in broadening the dis-
cussion to include mentions of marginalized iden-
tity groups other than women. We also find more
mentions of neurodiversity and mental health in
this online community than in a dataset of white
supremacist online content, which may be part of a
victimhood narrative.

The overarching black-pilled ideology of physi-
cal appearance determining human worth also ex-
tends to talk about incels themselves on incels.is.
Jaki et al. (2019) also find this “negative self-image”
on a precursor forum, which is theorized by Nagle
(2015) and Ging (2019). Though incels are pre-
sented as occupying the lowest status among men,
we find fierce gate-keeping around who can claim
the identity and its perceived victimhood. This
echoes theoretical work by Kleinke and Bös (2015)
finding that online communities often disparage
less typical members along with out-groups.

Central users are active in discussions of au-
thenticity. Such victimhood could lead “authentic”
misogynist incels to pursue symbolic–or material–
action against “fake” incels in the community but
also against the perceived unjust system and the
women they believe benefit from it.

Identities constructed in interaction are negoti-

ated (Bucholtz and Hall, 2010); we find contention
around race in inceldom. “White” is associated
with both true and fake incels on the platform, of-
ten in connection with the folk JBW theory that
white men appeal to women of all races.

Implications for automated hate speech detec-
tion Central to many hate speech definitions is
whether a text denigrates groups based on iden-
tity characteristics (Sellars, 2016; Sanguinetti et al.,
2018; Poletto et al., 2021). Identity terms are, thus,
a major indicator and concern for hate speech de-
tection. In our analysis of identity construction
on incels.is, we confirm that mentions of men and
women identity terms are much more frequent than
in a similar source of unlabeled hate speech: white
supremacist data. Incel texts, then, may be a good
source of unlabeled or annotated data for misog-
yny detection. The dangerous black-pilled ideol-
ogy in particular is missing from current misogyny
datasets (Guest et al., 2021). Such data should be
considered, but the broader issue is a need for sub-
ject matter expertise in building such datasets for
automated hate speech detection. Experts should
be consulted to know where to look for training
data so that specific types of hateful movements,
with lexical or other linguistic innovations, are not
overlooked.

We find that almost 30% of identity mentions
in our dataset involve community-specific neol-
ogisms, often derogatory terms against women.
Training hate speech classifiers on data that does
not include these terms hinders the ability to de-
tect this substantial source of contemporary online
misogyny.

Our analysis also draws attention to the ideolog-
ical associations being made with identities in this
discourse space. We find problematic stereotypes
against not only women, but also LGBTQ+, Black,
and Jewish people. Thus, incel text data is not
only a source of misogyny, but also reflects broader
trends related to the mainstreaming of far-right
beliefs. Particularly pernicious is a black-pilled
ideology that physical appearance determines hu-
man value, a reinforcement and extension of es-
sentialized gender and racial hierarchies. Hence,
fatphobia, homophobia, ableism, and racism are
all wrapped up in misogynist incel content. Auto-
matically detecting this broader ideology may be
unattainable or extremely difficult with machine
learning techniques, but we emphasize practition-
ers and researchers should be aware of this ideol-
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ogy. A narrow focus on hate against women from
these communities will miss these important–and
increasing–trends toward politicization and hate
against other groups.

7 Conclusion and Future Work

The incel movement and the collective identity
around it is a relatively new expression of male
supremacism. In this paper, we use quantitative
text and network analysis techniques to investigate
how identities are constructed in discourse on one
of the largest incel forums. We study the identity
group mention frequency over time, as well as ac-
tions and attributes associated with them.

We find that talk about women and men dom-
inates identity mentions on this forum, though
mentions of marginalized identities commonly
targeted by far-right groups increase from 2017-
2021, appearing in textual contexts that propagate
stereotypes. Many of these mentions use novel,
community-specific identity terms that would be
missed with generic lists of identities or hate speech
training data from other contexts. Future work
could systematically evaluate the ability of existing
hate speech classifiers to handle this jargon, as well
as the particularly dangerous black-pilled ideology.

This ideology is apparent in discussions of iden-
tities, including in-group ones, that reinforce rigid
physical hierarchies based on attractiveness, gen-
der, and race. We find race is a site of contention in
discussions of who are “true” incels. Gatekeeping
around incel authenticity is common.

Negotiation around race and inceldom, as well as
intersectional racism and misogyny in incel forums
would be a fruitful avenue for future work. This
dataset could also be compared with other incel
discussions, such as incels.me and earlier banned
subreddits r/incels and r/braincels. The role of plat-
form affordances and informal mentorship on the
platform could be further investigated, as Perry and
DeDeo (2021) mapped different user pathways in
and out of r/TheRedPill. Further network analysis
could reveal how the behaviors we identify, includ-
ing a rise in mentions of marginalized and political
identities, were spread in this community and why.

Limitations

Our approaches largely focus on explicit mentions
of identity terms. This does not capture whether
the identity term is the target of hate speech, which
would require further analysis. This approach also

does not capture attitudes held toward high-profile
members of those groups, which play a role in
circulating associations with identities (such as per-
sonal attacks on women in gaming or the use of
“George Soros” as shorthand for antisemitic con-
spiracy theories). Future work may try to capture
and measure these attitudes.

Incels.is is a large, popular forum for black-
pilled incel discourse, which has a unique and ex-
treme ideology that we argue is under-represented
in current hate speech datasets. However, our anal-
ysis is limited to this forum, and the trends we
identify may not apply to more moderate incel dis-
course (e.g., r/IncelsWithoutHate) or related online
male supremacist movements, such as MGTOW
and PUAs. Though these communities are known
to have related, but distinct jargon (Farrell et al.,
2020), we emphasize that researchers should recog-
nize these lexical innovations in their annotations
for hate speech and include a variety of these com-
munities in training datasets for misogyny.

Ethics Statement

The Association of Internet Researchers (AoIR)
acknowledges internet research is complex, dy-
namic and often involves many gray areas– specif-
ically related to what constitutes human subjects,
private versus public spaces and data versus per-
sons (Markham and Buchanan, 2012). For this rea-
son, the AoIR guidance recommends an inductive,
ongoing and context-specific approach to ethics
throughout the research process. At all stages, this
involves being mindful of the vulnerability of the
community under study and taking efforts to pro-
tect them where appropriate, while balancing their
rights with social benefits and the researcher’s right
to conduct research.

Following this guidance, we subscribe to a util-
itarian philosophy where we focus on doing the
greatest good for the greatest number of people.
In the case of black-pilled incels, we believe the
necessity to better understand this potentially dan-
gerous group outweighs the possible damage to
forum members. For this reason, in addition to the
AoIR guidance outlined above, we have followed
some commonly accepted standards to protect par-
ticipants and refrain from amplifying misogynist
voices.

Data was collected only from publicly available
online message boards and no private or identifiable
information has been included in this manuscript.
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We are not publishing user names, though we did
observe them in our analysis of central users. We
also did not subscribe to any channels or recirculate
any content to ensure our work does not contribute
to the monetization of the forum or associated ac-
counts. Following the WOAH recommendation,
we paraphrase posts to retain key aspects while
protecting users’ privacy.
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A Additional Tables

Table 3 shows actions and attributes associated with
“trucels” and “fakecels,” common incel variants
mentioned in incels.is.
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Identity Top PMI3 terms

Truecels
Attr biggest, truest, real, actual, giga, ultimate, legit, confirmed, certified, blackpilled,

ugly, absolute, genuine, hope, ethnic, white, old, automatic, fellow, bigger, other
ActS ascend, get, post, know, rise, knows, remain, go, looks, confirmed, relate, rot,

understand, cope, use, tried, need, browse, make, suicide, spend, ldar, roped, take
ActO pleasure, confirmed, banning, mog, rejected, bluepilled, help, laid, banned, born,

save, doomed, over, seen, calling, see, die, excluded, bullying, dude, mock, mocking

Fakecels
Attr fucking, larping, biggest, volcel, inb4, obvious, banned, known, defending, other,

massive, fuck, tbh, confirmed, gtfo, potential, normie, likely, one, looking, users
ActS detected, gtfo, confirmed, spotted, get, ascend, post, say, need, banned, try, posting,

larping, fuck, smh, come, leave, coming, bragging, go, worry, ruining, invade, piss
ActO ban, calling, banned, gtfo, weed, defending, expose, fucking, larping, spot, call,

exposed, defends, exposing, smell, purged, banning, defend, confirmed, found

Table 3: Representative actions and attributes associated with truecels and fakecels identity group terms in the
incels.is dataset. Attr refers to attributes, while ActS are actions for which the identity group is a subject and ActO
are actions for which the identity group is an object.
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Abstract

Over the past few years, much research has
been conducted to identify and regulate toxic
language.1 However, few studies have ad-
dressed a broader range of sensitive texts that
are not necessarily overtly toxic. In this paper,
we introduce and define a new category of sen-
sitive text called "delicate text." We provide the
taxonomy of delicate text and present a detailed
annotation scheme. We annotate DeTexD, the
first benchmark dataset for delicate text detec-
tion. The significance of the difference in the
definitions is highlighted by the relative per-
formance deltas between models trained each
definitions and corpora and evaluated on the
other. We make publicly available the DeTexD
Benchmark dataset, annotation guidelines, and
baseline model for delicate text detection.2 3 4

1 Introduction

The prevalence of user-generated toxic language
on online social networks has motivated many to
develop automatic methods of detecting such con-
tent (Warner and Hirschberg, 2012), (Waseem and
Hovy, 2016), (Davidson et al., 2017), (Schmidt and
Wiegand, 2017), (ElSherief et al., 2018a), (ElSh-
erief et al., 2018b), (Qian et al., 2018a), (Qian et al.,
2018b). These efforts towards moderating toxic
language have gained even more momentum as
large language models, which have the potential to
generate harmful content, have become more main-
stream (Welbl et al., 2021), (Bender et al., 2021),
(Hovy and Prabhumoye, 2021), (Kocielnik et al.,
2023). Much of this work has been constrained
to texts that are toxic or otherwise overtly harm-
ful; however, there are many other sensitive texts
∗ The names of authors are arranged in reverse alphabetical

order.
1 Here, we use the terms "toxic language" and "hate speech"

interchangeably.
2 https://github.com/grammarly/detexd
3 https://huggingface.co/grammarly/
detexd-roberta-base

4 https://huggingface.co/grammarly/detexd

where interaction with other users or virtual agents
may be triggering or offensive. While some studies
(Yenala et al., 2018), (Parnell et al., 2020), (Tri-
pathi et al., 2019) have addressed specific sensitive
areas (e.g., insults, geopolitics, or illegal activity),
to our knowledge, this is the first study that com-
prehensively analyzes sensitive content in general.

Text Delicate Hate
speech

Offensive Profanity

This is f*cking amaz-
ing!

no no no yes

Sometimes I have suici-
dal thoughts but I never
talk about it with my
mom.

yes no no no

I think you are not a
good person and I don’t
need your toxicity in my
life.

yes no yes no

You are full of sh*t, I
think you should fuck
off now.

yes no yes yes

Why do we allow Mex-
icans to work in our
country!! Send them all
back.

yes yes yes no

F*ck them all jews! yes yes yes yes

Table 1: Examples of delicate texts compared to hate
speech, offensive language, and profanity.

In this study, we target a broader set of sensitive
texts that we call "delicate texts," an umbrella term
covering toxic language as well as lower-severity
sensitive texts, with a focus on sensitive texts (Ta-
ble 1). Delicate text covers many topics which
are not necessarily offensive but can still be highly
sensitive and triggering. For example, texts where
users share challenges regarding their mental health
issues, where they discuss their experience of the
loss of a loved one, or where they share content
about self-harm and suicide. While most of these
texts do not contain offensive language or attack
certain minority groups, they all contain triggering
topics that are emotionally and personally charged.
Conversations about these topics can be easily de-
railed and lead to users experiencing discourteous
or offensive behaviors from other users or virtual
agents. With delicate text detection, our goal is
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to identify texts where engagement by other users
or agents is most likely to result in harm, rather
than focusing only on texts where harmful content
has already been generated. Automatic detection
of delicate texts is an essential tool for effective
monitoring and prevention of potentially harmful
content generated by users or AI. This model can
be used for practical applications such as content
moderation for models that are at high risk of hal-
lucinations or data sampling to efficiently target
texts where offensive interactions are most likely
to happen.

In this study, we introduce the task of delicate
text detection. We present a comprehensive defini-
tion of delicate texts and a dataset of 1,023 labeled
delicate texts (DeTexD). We share our data col-
lection, annotation, and quality control methods
along with the detailed annotation schema. We de-
scribe the development of our baseline delicate text
detection model. Finally, we demonstrate the dif-
ference between delicate text detection and existing
content moderation methods by testing our model
against toxic language benchmark datasets and test-
ing popular content moderation models against our
DeTexD dataset.

2 Related Works

Several studies have investigated the use of various
NLP methods to detect inappropriate content; most
of these works targeted toxic and offensive lan-
guage. Some focused on developing more robust
models to detect hateful content (Sohn and Lee,
2019), (Caselli et al., 2021), (Yousaf and Nawaz,
2022), while others focused on building better and
less biased datasets (Founta et al., 2018), (Zampieri
et al., 2019), (Basile et al., 2019), (Davidson et al.,
2017), (Kiela et al., 2020), (Mathew et al., 2021),
(Xia et al., 2020), (Huang et al., 2020), (Mollas
et al., 2022), (Qian et al., 2019). With respect
to dataset creation, (Mollas et al., 2022) created
ETHOS, a binary and multi-labeled dataset of hate
speech, along with a detailed annotation protocol.
Their dataset covers various hate speech categories
(including race, gender, religion, nationality, sex-
ual orientation and disability), as well as target and
whether the texts incited violence. They also ex-
amined the quality of their data using both binary
and multi-label classification. In another study,
(Mathew et al., 2021) created HateXplain, a hate
speech dataset that reflects annotators’ rationale for
their labeling task. Their data went through a three-

step annotation process in which a text was first
classified as "offensive," "hate," or "normal;" next,
the target of the hate was identified as "individual"
or "generalized." Last, the annotators were asked
to highlight parts of the text that justified their an-
notation decisions. They reported that models that
used annotators’ rationale in the training data per-
formed slightly better than those without human
rationale. Most studies have targeted hate speech;
however, some studies have addressed a more gen-
eral concept: inappropriate content. While most of
these works used the term ‘inappropriate content’
to refer to hate speech, they also included sensitive
topics. For instance, (Yenala et al., 2018) focused
on identifying inappropriate content; they defined
inappropriate content as impolite and disrespectful
posts that offend certain groups, are related to ille-
gal activities, or induce violence. They developed
a deep learning-based model to identify inappropri-
ate content in detecting query completion sugges-
tions and user conversation texts. In another study,
(Tripathi et al., 2019) focused on detecting sensi-
tive content in user interactions with voice services.
They targeted profanity, insult, geopolitical topics,
explicit sexual and anatomical content, weapons,
war, explicit graphical violence, race, religion, and
gender. They focused on binary classification of
sensitive content.

In (Basile et al., 2019) SemEval 2019 Task 5
dataset is described, a specific case of hate speech
against immigrants and women in Spanish and En-
glish Twitter messages. They provide both: a main
binary subtask for detecting the presence of hate
speech, and a finer-grained one for identifying fea-
tures such as hate attitude or target. During this
competition, over 100 models were submitted. We
evaluate our baseline model for delicate text detec-
tion on their main dataset.

3 Delicate text

3.1 Definition

We define delicate text as any text that is emo-
tionally charged or potentially triggering such that
engaging with it has the potential to result in harm.
This broad term covers a range of sensitive texts
that vary across four major dimensions: 1) riski-
ness, 2) explicitness, 3) topic, and 4) target. Deli-
cate texts come with varying levels of risk; some
can be highly risky such as texts about self-harm
or content that promotes violence against certain
identity groups, while others can be less risky such
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as insulting language. Delicate texts can also have
various degrees of explicitness: some can be pro-
duced explicitly with the use of delicate key terms,
while others can be produced implicitly without
the presence of delicate lexical terms. Delicate
texts cover various subjects, with topics ranging
from race, gender, and religion to mental health,
socioeconomic status, or political affiliations.

Unlike toxic language that only targets identity
groups (Zampieri et al., 2019), (Davidson et al.,
2017), delicate texts can target identity groups,
non-identity groups, or they can be self-targeted
or non-targeted. In addition, delicate texts are not
always offensive, unlike toxic language. Table 1
shows how different texts would be treated under
our delicate text approach as compared to typical
approaches for categorizing hate speech, offensive
language, and texts containing profanity.

Table 2 illustrates examples of both delicate and
non-delicate texts. The first "non-delicate" text
does not contain any references to delicate topics.
The rest all reference a delicate subject (mental
health), but each has a different level of risk. For
example, the "very low risk (1)" delicate text con-
tains a factual statement about mental health, while
the "very high risk (5)" text explicitly mentions
self-harm. There is a shift in riskiness as content
becomes more personal, emotional, and explicit.
It is worth noting that none of these examples are
offensive or contain vulgar language; however, en-
gagement with these texts, whether by users or
virtual agents, can result in harm.

Addictions

Age

Appearance

Body parts
and bodily
functions

Class,
social
status,

legal status,
occupation

Family and
parenting

Medicine
and

medication

Race,
ethnicity

and origin

Gender
and sexual

identity

Sex

Paraphilias

Religion

Mental
health and
disability

Stigmatized
and abused

drugs

Trauma
and abuse

Politics

Figure 1: List of delicate text topics.

Figure 1 displays the list of delicate topics. We
did not present this list in any hierarchical order as
we wanted to highlight the fact that there is not a

clear border between toxic language and sensitive
language as a text can be both toxic and sensitive.
Each of these topics can be used to create risky
content. While these topics may be used in var-
ious degrees of riskiness, they all are considered
delicate. Please see Appendix A for our annotation
guidelines and additional examples.

4 DeTexD Benchmark Dataset

4.1 Data Collection

The sparsity of delicate texts in online platforms
makes it challenging to target in data collection. To
ensure that the data contained sufficient sensitive
content, we used a combination of domain specifi-
cation and keyword-matching when sourcing data.
For our DeTexD Benchmark dataset (Table 3), we
extracted data from various websites in Common-
Crawl5, where we specifically targeted news web-
sites, forums discussing sensitive topics (e.g., Men-
tal Health Forum6, and able2know7 which covers
body image), and generally controversial forums
(4Chan8, Stormfront9), with the expectation that
these would contain a significant amount of sen-
sitive content. To further refine the dataset, we
targeted paragraphs containing words from our del-
icate keyword dictionary. Our dictionary contains
keywords related to a wide variety delicate top-
ics which are included as tags in the dictionary
metadata (see Table 6 for the full list of topics and
examples of keywords). Additionally, each key-
word is tagged with one of four severity ratings
ranging from highly offensive to potentially offen-
sive. We used these keywords with their metadata
as a fine-grained data filtering method to extract
delicate texts covering various topics and levels of
risk. After analyzing the content of the pilot dataset
we confirmed that the targeting methods resulted
in a desirable distribution of data and moved for-
ward with extracting 41,000 paragraphs through
this method for the main annotation task. This data
was split into DeTexD Train dataset containing
40,000 samples (this part is not published) and the
DeTexD Benchmark dataset of 1,023 paragraphs.
All data was collected from September 2019 to
August 2022.

5 https://commoncrawl.org/
6 https://www.mentalhealthforum.net/
7 https://able2know.org/
8 https://www.4chan.org/
9 https://www.stormfront.org/forum/
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Text Identification
label (step I)

Riskiness label
(step II)

Model prediction

A survey-based study of digital media usage shows options covering just about every topic,
from true crime to mental health; there’s certainly no shortage of options.

non-delicate non-delicate (0)
NON-DELICATE

Identifying and addressing mental health, especially in the early stages, is highly important. delicate very low risk (1)
Working with children who might have various mental health issues is such a challenging job
and people need to understand how hard it can get at times.

delicate low risk (2)

One of my patients started having a type of mood swings, and he thought "this is normal for
my age group" so he didn’t seek help, he was unaware that all the males in his family had
bipolar disorder, so the symptoms were left for about a year where they gradually got much
worse and far more rapid. Ignorance is not bliss there is no harm in seeing your GP.

delicate medium risk (3)
DELICATE

So you had a panic attack last night, and it seems that there was an issue with your new pills,
and now you have an irrational fear alongside these pills. You imply that you’ve never had any
major problems whilst out, so all I can suggest is to mention it to your GP next time you go.

delicate high risk (4)

I am just sick and tired of this life, and there is no hope for me, I am just looking for an easy
way to end my life.

delicate very high risk (5)

Table 2: Examples of texts and corresponding labels from the DeTexD Benchmark dataset. "Identification" and
"riskiness" are labeled by expert annotators (Section 4.2). "Model prediction" illustrates the mapping between 1-5
riskiness labels and binary NON-DELICATE and DELICATE predictions made by our baseline model (Section
5.1). Only predictions with a medium risk (3) or higher rating are converted to a DELICATE prediction.

4.2 Data Annotation

Identifying delicate content is a nontrivial task, as
delicate text is a highly subjective concept. To
ensure consistent and accurate annotations, we de-
veloped a fine-grained annotation scheme to guide
expert annotators through the task. The annotation
guidelines (Appendix A) contain our definition of
delicate text along with a list of delicate categories
within delicate text, examples of each category, and
labeling samples.

To reduce the impact of subjectivity, we designed
a two-step annotation scheme (Table 2):

Step I (identification): Annotators were shown
texts and asked to label them as "non-delicate" or
"delicate" based on our overall definition of deli-
cate text. This initial binary rating pass allowed
us to quickly identify texts most likely to contain
delicate content through a relatively low-effort task.

Step II (risk level rating): Texts labeled "del-
icate" in Step I moved on to Step II, where an-
notators were asked to rate the risk level of each
text on a riskiness scale of 1 ("very low risk") to 5
("very high risk"). The annotators were instructed
to focus on overall sentiment of the texts rather
than the lexical meanings of individual keywords.
Delicate texts which are more emotional, personal,
charged, or those that reference a greater number
of delicate topics are considered high risk, whereas
texts with more neutral and less personal content
are considered low risk (see Table 2 for examples
of risk ratings).

Using this labeling process, we stepped away
from simple binary labeling of the data, which not
only helped to ensure quality, but also allowed us to
gain more detailed information about the riskiness
of the sensitive data.

Identification # samples Riskiness # samples
label (step I) label (step II)
non-delicate 503 non-delicate (0) 503

delicate 520

very low risk (1) 67
low risk (2) 113
medium risk (3) 153
high risk (4) 113
very high risk (5) 74

TOTAL (step I) 1023 TOTAL (step II) 1023

Table 3: Distribution of annotated texts in the DeTexD
Benchmark dataset.

4.3 Quality Control

Each text in the DeTexD Benchmark dataset was
annotated following the guidelines (Appendix A).
All annotators who participated in this task are ex-
pert linguists that had an excellent understanding of
delicate texts and had previously completed similar
annotation tasks. Each text was annotated by three
different annotators, and we took a majority vote
as the final label.

To ensure annotation quality, we conducted a
pilot annotation. Each snippet was annotated by
one annotator, and 500/1,023 labeled snippets were
randomly selected and qualitatively analyzed by
the team of four expert linguists who designed the
task. Each sample was reviewed, and its label was
accepted if it matched the guidelines and rejected
otherwise. Out of 500 judgments, 426 snippets
were accepted, and only 74 labels were rejected
(85% acceptance rate). After the pilot, the annota-
tors were provided with feedback for improvement
and the guidelines were updated to address com-
mon areas of confusion. Annotators who passed the
pilot task moved on to annotate the full dataset. We
measured the inter-rater agreement and obtained
a Krippendorff’s alpha score of 0.65 for the final
dataset.
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5 Experiments

In this section, we share results from a series of ex-
periments. First, we show the potential to create a
delicate text detection system which is suitable for
practical usage. For this purpose, we developed and
evaluated a baseline delicate text detection model.
Next, we demonstrate the originality of this task by
evaluating the performance of our model on toxic
language datasets and evaluating toxic language
detection models on DeTexD. Since toxic language
detection and delicate text detection are two distinct
tasks, DeTexD does not perform well on toxic lan-
guage benchmarks and other content moderation
methods that target mainly toxic language do not
perform well on the DeTexD benchmark dataset.

5.1 Baseline Model

Our baseline model is the RoBERTa-based classi-
fier (Liu et al., 2019b), which is fine-tuned on the
delicate text detection training dataset of 40,000
samples.10 The model is trained for 2,000 opti-
mization updates on batches of 256 samples each.
We used AdamW as an optimizer with a learning
rate of α = 5e−5. As a task to learn, we selected
a multiclass classification model with binary con-
version because it has higher quality than binary
classification and ordinal regression (Cheng, 2007).
Although we noticed a better diagonal-aligned con-
fusion matrix for ordinal regression, the evalua-
tion result did not show a statistically significant
improvement. In our settings, we train a 6-class
classification model, where the classes are defined
by the riskiness levels from annotation step II. The
model’s prediction is converted to a binary label
using the mapping (Table 2):

i) NON-DELICATE = non-delicate (0) ∪ very
low risk (1) ∪ low risk (2) and

ii) DELICATE = medium risk (3) ∪ high risk (4)
∪ very high risk (5).

5.2 Baseline Model Performance on Hate
Speech Tasks

In order to experimentally confirm that delicate
text detection and toxic language detection are dis-
tinct tasks, we ran our baseline delicate text detec-
tion model (Section 5.1) on popular toxic language
datasets (Table 4).

10We are not publishing the training portion of our delicate text
detection dataset, but it was annotated in exactly the same
way as the DeTexD Benchmark dataset (Section 4).

Dataset Model Prec. Rec. F1
(Davidson et al.,
2017),

(Davidson et al.,
2017)

91% 90% 90%

hate speech + of-
fensive

(Mozafari et al.,
2020)

92% 92% 92%

our baseline model 95.2% 70.5% 81.0%
(Davidson et al.,
2017),

(Davidson et al.,
2017)

44% 61% 51%

hate speech only our baseline model 60.9% 79.5% 69.0%
(Founta et al.,
2018)

our baseline model 76.3% 66.6% 71.1%

(Basile et al.,
2019)

(Basile et al.,
2019)

56.1%* 77.3%* 65.0%*

SemEval-2019, (Caselli et al.,
2021)

48.3% 96.4% 64.5%

Task 5A our baseline model 47.5% 89.0% 62.0%
(Zampieri et al.,
2019),

(Zampieri et al.,
2019)

78% 63% 70%

OLID, Task A (Liu et al., 2019a) 75.8% 74.6% 75.2%
our baseline model 48.1% 66.4% 55.8%

Table 4: Performance of our baseline model on toxic lan-
guage detection tasks as compared to the performance
of models from the literature. *For the SemEval-2019
original model, only the accuracy and macro F-score
were reported, so we inferred precision and recall values
by numerically solving a system of equations with TP,
FP, TN, and FN as unknown variables.

The Automated Hate Speech Detection (AHSD)
dataset from (Davidson et al., 2017) has separate
classes for offensive speech and hate speech, with
examples labeled as hate speech representing the
minority of the dataset (1,430 examples out of
24,783 total). We evaluate the performance of our
model separately on the entire (Davidson et al.,
2017) dataset, as well as only on the hate speech
subset (which excludes all offensive speech exam-
ples). In both cases, after performing error analysis
we can see that this dataset is not relevant for our
classifier as the task is significantly different. Some
false positive prediction examples, such as those
mentioning race-related topics or explicitly sexual
content, would be categorized as true positives in
the DeTexD annotation schema although they are
labeled as negative in this dataset. Most of the
false negative prediction examples strongly corre-
late with specific offensive words such as "h*e" or
"b*tch." Given the context in which these words
are used, these examples would fall under the true
negative definition of delicate text. Notably, our
classification performance on the hate speech only
subset exceeds that of the original work. We at-
tribute the high performance to the fact that there
is some overlap in the tasks specifically under the
hate speech case, and that we use a more recent
model architecture (Liu et al., 2019b), a pre-trained
base model and larger model size.

After evaluating our baseline model on the
dataset from (Founta et al., 2018) we found that it
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is not relevant for our classifier as the task is very
different from ours. A large proportion of false
positives would be classified as delicate under our
definition (e.g., sensitive topics such as "killing of
thousands..."), while many false negatives would
be classified as neutral according to our definition.
However, here they are treated as overly emotional
like "I’m fu***d up". After evaluating on SemEval-
2019, Task 5, Subtask A (Basile et al., 2019) we
found that it is not relevant for our classifier as
the task is different from ours; it consists mostly
of hate speech against migrants and women. As
a result, false positives occur in instances where
DeTexD detects other delicate topics, even includ-
ing hate speech that is not targeted at women and
migrants. False negatives occur in instances where
refugee-directed hate speech is very specific and
context-dependent such as "build that wall." Be-
sides that, the dataset is unbalanced: for example,
the word "b*tch" appears in half of the texts.

Offensive Language Identification Dataset
(OLID), Subtask A (Zampieri et al., 2019) contains
examples labeled as "offensive" or "not offensive."
Similarly to our other evaluations, we find that the
labels in this dataset do not significantly agree with
our definition of delicate text. Many of the exam-
ples labeled as offensive in this dataset either do
not contain enough context to make such a judg-
ment (e.g. "A dying sport") under our definition, or
look entirely neutral according to our definition of
delicate text (e.g. "Yes. Yes he is!").

These experiments show that there is partial over-
lap between the definition of delicate text and com-
monly used definitions of offensive language and
hate speech, which results in 70%-90% relative F-
score of our baseline model for delicate text detec-
tion compared to models trained for toxic language
detection (Table 4).

5.3 Comparing our baseline model and hate
speech detection methods on the DeTexD
Benchmark dataset

In order to evaluate our baseline model’s perfor-
mance and compare it with the most popular ex-
isting solutions for hate speech detection, we run
them on our DeTexD Benchmark dataset (Table 5).

In our experiments, HateBERT models ("Abu-
sEval", "HatEval", and "OffensEval") are the in-
stances of HateBERT (Caselli et al., 2021), which
are fine-tuned on the corresponding dataset. The
highest precision is shown by the "HatEval" model,

Method Prec. Rec. F1
HateBERT, AbusEval 86.7% 11.6% 20.5%
HateBERT, AbusEval# 57.0% 70.2% 62.9%
HateBERT, HatEval 95.2% 6.0% 11.2%
HateBERT, HatEval# 41.1% 86.0% 55.6%
HateBERT, OffensEval 75.4% 31.0% 43.9%
HateBERT, OffensEval# 60.1% 72.6% 65.8%
Google’s Perspective API11 77.2% 29.2% 42.3%
OpenAI content filter12 55.0% 64.0% 58.9%
OpenAI moderation API13 91.3% 18.7% 31.1%
Our baseline model 81.4% 78.3% 79.8%

Table 5: Comparison of our baseline model for deli-
cate text detection and existing hate speech detection
methods on the DeTexD Benchmark dataset. HateBERT
model here is from (Caselli et al., 2021).

which is fine-tuned on SemEval 2019 Task 5 dataset
that contains hate speech against migrants and
women (Basile et al., 2019). These topics are
explicitly presented in the DeTexD dataset under
"Gender" and "Nationality"/"Race" categories (Fig.
1). "OffensEval" shows the best overall perfor-
mance among the HateBERT models. We speculate
that this is because the definition of offensive lan-
guage in the training dataset of this model (Basile
et al., 2019) (“contains any form of non-acceptable
language (profanity) or a targeted offense, which
can be veiled or direct”) is broader compared to
"AbusEval" and "HatEval," and it has greater over-
lap with our definition of delicate language. All
HateBERT models show relatively low recall val-
ues because each HateBERT instance targets a nar-
row range of topics. After receiving valuable feed-
back from reviewers, we also calibrated optimal
thresholds for f-score (marked with hash#). While
F-scores got much higher, the precisions got much
lower, so we consider this more like metric hacking.
In real life, the proportion of positive cases is much
lower, so for the future versions it may make sense
to get test dataset with more negative cases.

Google’s Perspective API is designed to moder-
ate human interaction to support a friendly conver-
sation environment. The Perspective API targets
text attributes such as toxicity (rude, disrespectful,
or unreasonable comments), severe toxicity (very
hateful, aggressive, disrespectful comments), iden-
tity attacks (hateful comments targeting someone
because of their identity), insults (insulting com-
ments toward people), profanity (swear words), and
threat (intention to inflict pain, injury, or violence
against people)14. This target definition is similar
to the "OffensEval" dataset, which could explain
why performance is similar to the HatEval model.

14https://support.perspectiveapi.com/s/
about-the-api-attributes-and-languages
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The OpenAI content filter shows strong recall
but is lacking precision in our experiments. In er-
ror analysis, we see that it misses a large part of
examples from mental health and medical topics.
In a sample of false-positive predictions, we only
see a slight pattern of a tendency to flag texts that
contain profane keywords. Surprisingly, during
our testing of the OpenAI content filter, we found
that for about half of the inputs the predictions
are stochastic, with standard deviation on binary
prediction reaching as high as 0.5 (across 100 pre-
dictions). We expect the presented results for the
OpenAI content filter to have a wider than expected
confidence interval.

The authors of the OpenAI moderation API sug-
gest it as a replacement for the OpenAI content fil-
ter. On our benchmark dataset, the moderation API
has higher precision but lower recall as compared
to the OpenAI content filter. This can be explained
by the difference in the definition of target content
between the two models. During error analysis,
we find that lower recall can mostly be attributed
to medical and mental health topics in our dataset,
although some of the examples relating to sexual
content were also missed. All examples where the
OpenAI moderation API made a false-positive pre-
diction relate to sexual content or socioeconomic
status categories. However, the sample is too small
(6 out of 687 non-delicate) to make strong conclu-
sions.

In summary, our experiments show that none
of the studied toxic language detection methods
provide satisfactory detection performance in deli-
cate text detection. Most commonly, the evaluated
hate speech detection methods either miss coverage
on medical and mental health topics, show lower
precision on examples that contain offensive key-
words (but aren’t deemed delicate according to our
definition), or both.

6 Conclusions

We introduced a new type of sensitive language
called “delicate text,” an umbrella term covering
not only toxic language but also sensitive language
with a priority focus on the latter. We annotated
the DeTexD Benchmark dataset for delicate text
detection. The significance of the difference in
the definitions is highlighted by the relative perfor-
mance deltas between models trained each defini-
tions and corpora and evaluated on the other. We
make our annotation guidelines, annotated dataset,

and baseline model publicly available.

7 Limitations

The presented results only apply to the English lan-
guage. Both our benchmark dataset and the base-
line model target the English language exclusively.
Special text sources such as instant messaging or
speech-to-text are likely under-represented in our
benchmark test set; therefore, we did not evaluate
classification performance in those domains. Since
we used RoBERTa as the base model, our model in-
herits the same limitations. Specifically, the length
of input sequences is limited to 512 BPE tokens,
and additional pre- and post-processing is neces-
sary to run predictions on longer inputs. However,
we did not evaluate prediction aggregation methods
or classification performance.

7.1 Gender bias

We expect our baseline model to exhibit some
amount of gender bias, since it is based on a model
that was trained on a wide variety of human-written
text. However, in our analysis we only found lim-
ited evidence of gender bias. In the counterfac-
tual prediction difference analysis on the DeTexD
dataset, we found 6 examples (0.6% of 1023 to-
tal) for which the baseline model made a different
prediction depending on gender context. The coun-
terfactual texts were created by performing binary
gender-swapping (male/female) of the nouns, pro-
nouns and gendered names.

In gender bias evaluation using the Winogender
Schemas dataset (Rudinger et al., 2018), we found
4 example triplets (1.7% of 240 total) where the
baseline model made different predictions depend-
ing on the gender context. We noticed a slight
correlation between gender and our model’s binary
prediction, but consider it negligible at this sample
size.

Due to the limited volume of evidence provided
by our experiments we cannot make strong conclu-
sions about the presence or absence of gender bias
in our baseline model. However, our understanding
is that for the best results, bias mitigation methods
must be applied. One such method could be the
gender-swapping data augmentation of the training
data.

7.2 Country bias

The baseline model described in this paper (Sec-
tion 5.1) treats different countries differently. We
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Figure 2: Illustration of country bias.

measure this effect by calculating scores for the
template phrase "Unfortunately, the incident hap-
pened in {country_name}." The result is illustrated
on the colored map on Figure 2. One way to fix this
is to replace country names with random others in
training data. However, in this case some sentences
can become nonsense. For example, "London is the
capital of the United Kingdom." In this case, we
would need to change all dependent words which
would become too complex. From our observation,
this situation happens with half of all sentences in-
cluding country information, so we leave this part
as an open question for now.

Ethics Statement

Hate speech, offensive language, and delicate texts
are sensitive, and very important matters. Through
this work, we try to dive deeper into the challenges
and opportunities of any delicate text detection.
The goal of this work is to expose the strengths and
limitations of different delicate text detection and
related techniques and their implications. Some
datasets, and models that we work with have been
publicly released for a couple of years. All of these
artifacts are considered to be in the public sphere
from a hate speech perspective. We do not make
any recommendations on using these on public or
private datasets without proper due diligence for
privacy, security, sensitivity, legal, and compliance
measures.

Please be advised that due to the nature of the
subject matter, the presented DeTexD Benchmark
dataset includes a variety of uncensored sensitive
content, such as hate speech, violence, threat, self-
harm, mental health, sexual, profanity, and others.
The text of this work includes keywords and partial
text examples of the same type. The most extreme
occurrences of such examples in this text are par-
tially obscured with asterisks but the semantics are
retained.
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A Appendix. Guidelines for building
DeTexD.

A.1 Glossary
In these guidelines, you are going to see numerous
references to sensitivity in language as well as re-
lated notions. Before reading the document, please
familiarize yourself with the following terms that
will help you get a better understanding of the task:

• Delicate (adj. for a text/word/subject matter):
referencing a touchy or sensitive subject. This
includes texts that are emotionally charged
and that cover topics that are potentially trig-
gering, offensive, taboo, intimate, or about
marginalized groups.

• Delicate topics: topics that are usually deli-
cate. Examples include mental and physical
health-related topics, trauma and violence, or
identity-related topics. See an the list of sensi-
tive topics in Table 6.

• Delicate keywords: words that semantically
relate to a certain delicate topic. For example:

– democrat, chauvinist, islamo-leftism are
normally used in political language,

– able-bodied, autistic, bulimia will typi-
cally refer to the topic of ableism or men-
tal health.

A.2 Delicate topics
Table 6 provides the list of delicate topics and the
definitions of their typical language that can be
associated with the language of a certain delicate
topic.

A.3 Context
This task will ask you to make two judgment steps:

Step I. Identification: decide if a text is delicate or
non-delicate using the following definitions:

• A delicate sentence contains
emotionally-charged references to
a sensitive topic.

• A non-delicate is fully innocuous and
doesn’t contain any particularly charged
references to a sensitive topic.

Step II. Riskiness estimation: rate how delicate texts
are using a 5-point scale where 1 stands for
"very low risk" and 5 for "very high risk".

How delicate a sentence is must be evaluated
with regard to its sentiment rather than the
lexical meanings of separate keywords. In
other words, the more emotional and personal
the tone, the more delicate the sentence. The
following questions can help you make a de-
cision:

(a) Is the content of the sentence emotionally
charged rather than factual?

(b) Can the content of the sentence evoke
negative feelings?

(c) Does the content of the sentence pertain
to a sensitive topic and show bias against
particular groups of people?

If the answer to any of these questions is posi-
tive, the sentence will fall on the high end of
the riskiness scale. Find a detailed interpreta-
tion of the riskiness scale in the next section.

See the examples of annotated texts in Table 8.

A.4 Riskiness estimation
Table 9 provides a description of riskinesses that
are likely to fall on certain parts of the rating scale,
examples of delicate texts, and explanations.

A.5 Paragraph-level judgments
The paragraphs are annotated holistically. This
means that the assigned score is not based on just
the individual sentences within a paragraph, but
rather the score is reflective of the overall mean-
ing of the paragraph. However, the score can be
affected by the number of:

• delicate sentences within a paragraph;

• explicit delicate sentences within a paragraph;

• emotional and personal sentences within a
paragraph;

• paragraphs that have a higher number of
delicate sentences, higher level of explicit-
ness, and have more emotional and personal
weights should get a higher score. A compar-
ative analysis of some examples is presented
in the Table 10.
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Delicate topic Description Examples of related delicate keywords
Addictions Language associated with addictive behavior. alcohol, gambling, toxicomania
Age Language associated with biological age, age identity,

and age discrimination.
elderly, elderspeak

Appearance Language that has to do with physical appearance and
prejudice based on physical appearance.

unibrow, humpback

Body parts and bodily functions Language used to talk about sensitive body parts and
bodily functions.

breast, wiener

Class, social status, legal status,
occupation

Language used to talk about people in the context of
their economic, legal, and cultural factors.

yuppie, unserved, refugee

Crime and violence Language describing violence, crime, and people who
are engaged in it.

murder, arsonist, genocide.

Family and parenting Language associated with marital status, parental sta-
tus, adoption.

co-parenting, surrogacy

Gender and sexual identity Language associated with the lgbtqai+ community or
sexual orientation.

heterosexual, agenderfluid, cross-dresser

Medicine and medication Language associated with diseases, illnesses, and med-
ication.

venereal, abortion, chancre

Mental health and disability Language used to talk about people and issues related
to disability and mental health.

able-bodied, autist, bulimia

Paraphilias Language related to perversions. asphyxiophile, frotteurism
Politics Language associated with political ideas and move-

ments as well as their representatives, advocates, and
opponents.

democrat, chauvinist, islamo-leftism

Race, ethnicity, and origin Language that has to do with racial and ethnic identity. white, brown
Religion Language associated with religious ideas and move-

ments as well as their representatives, advocates, and
opponents.

bible, burqa, mosque

Sex Language describing sex-related activities and their
participants, sex toys.

cowgirling, penetrate, dildo

Stigmatized and abused drugs Language used to talk about stigmatized or abused
medications.

viagra, clonazepam, barbiturate

Trauma and abuse Language referencing physical as well as psychologi-
cal trauma and abuse.

victim, bullying, gaslighting

Table 6: List of delicate topics with descriptions and delicate keywords.

Delicate topics Count
Hate speech, race, religion, sexual orientation, nationality 45
Mental health, physical and mental issues, disability 166
Socioeconomic status, political affiliation, fake news, misinfor-
mation

17

Self-harm 17
Sexual content, pornographic and erotica 81
Crime and violence, threat and incitement to violence 36
Other 30

Table 7: Distribution of delicate topics.
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Text Identification
label (step I)

Riskiness label (step
II)

Explanation

Both women suspect that Lars has his wife’s gold wedding
band in the handbag.

non-delicate non-delicate (0) No references to delicate topics.

Huh I guess that explains why Zelina’s cat is always on
Black’s cats’ Instagram page.

non-delicate non-delicate (0) No references to delicate topics.

Ongoing research projects are focused on quantitative meth-
ods for evaluating animal systems (production, reproduction,
mammary health; the value of milk urea nitrogen (MUN)
as a nutrition management tool; feed cost optimization and
nutritional economics; and production risks and risk man-
agement for dairy farms.

non-delicate non-delicate (0) No references to delicate topics

If someone rejects one and believes the other, they are not
following science, they are following their personal ideolo-
gies.

non-delicate non-delicate (0) No references to delicate topics.

On the other hand, some women would question me about
how much I enjoyed it and if I were ambitious in it.

non-delicate non-delicate (0) No references to delicate topics.

Everyone seems to have an agenda or view point, so it’s
rarely true science.

non-delicate non-delicate (0) No references to delicate topics.

I’d say, "Oh, that seems incorrect to me." non-delicate non-delicate (0) No references to delicate topics.
I know things I’ve seen talked about in the past are, moving
during his ult, or crippling people in his ult.

non-delicate non-delicate (0) The sentence includes "crippling" but is low risk.

There is a good expression, "kill with eyes," and I don’t
mind being killed with their eyes — with their blue, and
ever blue eyes.

non-delicate non-delicate (0) Just a metaphorical expression.

I wonder if they’re stream snipers. non-delicate non-delicate (0) Obvious references to video games.
There isn’t a cure for loss. delicate very low risk (1) The sentence contains a subtle reference to a deli-

cate topic, but it’s rather an impersonal piece of
wisdom.

I found out later they didn’t throw it away but packed it up
as punishment.

delicate very low risk (1) The word "punishment" refers to violence, but
the sentence can be subject to multiple interpreta-
tions.

Why, am I under arrest? delicate very low risk (1) The sentence may refer to a delicate topic, but 1)
the sentence may be interpreted in a number of
ways; 2) interrogatory sentences seem to be less
risky than statements.

Not really it is the way humans dispose of plastic that is bad
although I will say the materials used to make it suck but
we use them anyway right now for other things.

delicate very low risk (1) The topic of ecology is relatively delicate, and the
word "suck" makes the sentence slightly charged.
However, the sentence doesn’t seem to be particu-
larly risky.

As for OP’s question, I think you should come out. delicate low risk (2) The sentence is subject to multiple interpretations.
But they’re not outright shit. delicate low risk (2) The sentence is a low-key insult that could apply

to anyone. Negation lowers the delicateness.
I am a heterosexual female, married to a heterosexual male. delicate low risk (2) The sentence introduces some facts connected

with the author’s sexuality that is unlikely to be
associated with a stigma.

Women are particularly susceptible to developing depres-
sion and anxiety disorders in response to stress compared
to men.

delicate delicate (3) The sentence is referencing mental health, but the
tone is impersonal and academic.

Mumbai, October 17: Rahul Mahajan, the son of former
BJP general secretary Pramod Mahajan would sit on a
dharna and address a meeting to support the death sentence
awarded to Parliament mastermind Mohammed Afzal Guru.

delicate medium (3) The sentence covers several delicate topics and
refers to a particular person, but it should be
counted as moderately risky since it’s a news re-
port.

Most importantly, powerless communist labor will always
be cheaper than democratic labor because voting and civic
education are expensive.

delicate medium (3) The sentence is dry and talks about things in the
abstract.

The supported employees ranged in age from early twenties
to late forties, none were from ethnic minorities and only
four of them were women, reflecting the demographics of
supported employees in the area.

delicate medium (3) The sentence is quite neutral. The density of sen-
sitive references makes the sentence potentially
problematic, but given that the sentence is imper-
sonal and not emotional, it doesn’t deserve a (4)
or (5).

I used to live in that district next to the bank and right across
from where that guy got shot last year.

delicate high risk (4) The sentence introduces a tragic event.

So people who disapprove of prenatal testing, abortion or
reproductive technologies should be under no obligation to
undergo any such treatments themselves.

delicate high risk (4) The sentence is likely to be presenting the author’s
attitude towards a delicate topic.

I started to get a little freaked out, thinking maybe a stranger
was in the house, but all of a sudden my sister yelled ’Elf’,
her service dog’s name and said there was blood on his tail.

delicate high risk (4) Personal experience associated with fear and pos-
sibly violence.

I get the euphoria side effects of codeine so I tend to drown
myself in that and Xanax on days I know I’ll be spending
in bed.

delicate very high risk (5) The sentence is very personal and emotional. The
reference to a delicate topic is undeniable.

This dbag also banged a lot of females that he worked with. delicate very high risk (5) The sentence contains offensive words and intro-
duces face-threatening facts about certain people
(even though their names are not disclosed).

wait what happened to your sisters mental health exactly
and at what age?

delicate very high risk (5) The sentence is mentioning a concrete delicate
story associated with close people.

OP, I know it’s different dating someone with PTSD espe-
cially if you never have or if you don’t have it yourself.

delicate very high risk (5) A subjective statement about a delicate topic.

There, Elster had plans to do away with his wife under
circumstances that falsely implied that she had committed
suicide.

delicate very high risk (5) Explicit crime-related content.

Difficult to consume enough to get high because of the
nausea the drug produces.

delicate very high risk (5) The sentence is clearly referencing a delicate
topic.

Table 8: Examples of texts which passed two annotation steps: identification (step I) and riskiness estimation (step
II). In step I, the annotators were shown a text and were asked first to label the text as "non-delicate" or "delicate."
In step II, if the annotators labeled a text as "delicate" in step I, they were asked to estimate the riskiness of the
delicate text using a 5-point scale where (1) stands for "very low risk" and (5) for "very high risk."
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Delicate text Riskiness label
(step II)

Motivation of riskiness label Explanation

This is fucking amazing! 1 The sentence contains a sensitive keyword, but
it doesn’t engage with any delicate topics.

The f-word is used as an intensifier of the pos-
itive meaning.

God never received a PhD because he had only
one major publication. If Jesus had had a car, it
would have been a Christler.

1 God or Jesus are sensitive keywords that be-
long to the topic of religion. However, the con-
tent of the sentences is inoffensive and does
not perpetuate stereotypes. The sentiment is
well-meaning and kindly humorous.

The sentence refers to a delicate topic but the
sentiment is humorous, and it does not perpet-
uate stereotypes.

I am a heterosexual female, married to a hetero-
sexual male.

2 The sentence introduces some facts connected
with the author’s sexuality that is unlikely to
be associated with a stigma.

The sentence contains sensitive keywords, but
the sentence is not emotionally charged.

Assuming you use lube and don’t try to force
one that won’t slide in.

2 The sentence doesn’t allude to the topic of
sex, but it may also have other non-sensitive
interpretations.

The sentence may or may not relate to a deli-
cate topic since it is subject to multiple inter-
pretations.

30% of the people living in that country have
depression.

Vaginal cancer accounts for approximately three
percent of cancers of the female reproductive
system.

These summits provide communities with oppor-
tunities for strategic planning and collaboration
building to combat methamphetamine problems
faced in their own communities.

3 Even though the sentences touch upon delicate
topics, they present plain facts in an unemo-
tional matter-of-fact way.

The sentences contain references to delicate
topics, but its tone is neutral, academic, medi-
cal, or legal. It does not perpetuate stereotypes
or bias.

Funny how the conservatives crying for cutting
spending suddenly backtrack when it comes to
pet projects they like, right?

It was a blast watching my parents and all their
friends lose their retirement savings under Bush
and my cousin go off to war and come back
having no clue what they accomplished.

4 The sentences contain notes of sarcasm and
ridicule targeted at certain political representa-
tives.

The sentence contains notes of negative sen-
timent or sarcasm targeted at certain political
party.

I’ve been working on recovery for about 5 years
for complex PTSD and was doing ok, but then
’bam’ I was in severe physical pain, which
amplified all of the emotional pain. . .

I’ve been there every stage of my handsome
man’s transition and only get more and more
attracted.

Afterwards, I was transferred to an orphanage
in Temuco called Hogar Mamá Augusta.

5 The examples denote the author’s personal sen-
sitive experience.

The sentence contains references to delicate
topics, and the author is emotionally involved
in it.

Ernest is having urges to use opioids and said
you are supporting him with the issue.

Years later my friend told me he had survivor’s
guilt and asked himself why he survived.

5 The sentences tell the story of certain people’s
sensitive experience.

The sentence narrates a tragic or emotionally
charged story of a certain individual or a group
of people (e.g., suicide note, doctor’s notes,
descriptions of abuse, etc.).

MDMA and LSD is an amazing drug combo
and it will not do you any damage.

Also, get the hell off Atripla, it causes psych
issues and is no longer a tier 1 recommended
medication.

5 Both sentences are about the author’s personal
perspective as they explicate strong opinions
on delicate matters and offer advice.

The sentence expresses the author’s strong
stance on a delicate topic.

Fuck you! I will come after you and kill you. 5 The sentence contains a threat. The sentence contains threats.

Table 9: Examples of delicate texts with explanations for various riskinesses. Note that this list is not exhaustive. If
you encounter a text that doesn’t match any of the descriptions, make the decision using the questions provided in
Section A.3.
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Text Score Explanation
I just hate talking about my mental issues with people; this makes
me feel very uncomfortable. I sometimes think that if I share them
with anyone, they will judge me, and I just want to not exist in a
situation where people judge me.

5 Delicate sentences within a paragraph. All of the sentences in this
paragraph are highly delicate and contain extreme emotional and
personal content.

I hate talking about my mental issues with people. However, I
am aware of the fact that mental issues are like other issues that
need to be addressed and adequately taken care of. People must
understand the significance of any mental illness and be able to
react appropriately to these issues.

3 Delicate sentences within a paragraph. This paragraph contains
one delicate sentence that expresses personal emotion, while the
remaining sentences have delicate topics that are more factual.

I f***king hate you and people like you, you ugly piece of s**t. I
f***king want to shoot you in the head!

5 Explicit delicate sentences within a paragraph. This is a highly
delicate paragraph as it contains threats.

I don’t feel comfortable around you and I prefer to not hang out
with you. You have a very negative energy.

2 Explicit delicate sentences within a paragraph. This sentence does
not have any explicit references to a delicate topic; however, it
contains personal/emotional content.

The pain and suffering are so much, and I can barely endure it. I
feel that I am being suffocated, and I don’t want to live anymore.

5 Emotional and personal sentences within a paragraph. This para-
graph is highly delicate with extreme emotional and personal
content.

Some trauma can have long-lasting effects; the pain and suffering
can become unbearable to the point that the patient might feel
suicidal.

3 Emotional and personal sentences within a paragraph. This is
an example of a paragraph that contains a very delicate topic;
however, the topic is presented through factual statements.

Table 10: Paragraph-level annotations.

Question Answer
Do definite referents make delicate sentences more sensitive than indefinite ones?
E.g., But they’re not outright shit. vs But [some particular group] are not outright
shit.

Introducing a definite referent can increase the sensitivity of the sentence. However,
it’s unlikely to turn a non-delicate sentence into a delicate one. E.g., both No doubt
"nobody" would take the job if he was offered a decent pay and No doubt ’Tom the
Nobody’ would take the job if he was offered a decent pay are non-delicate.

How should we treat mild second-person insults? E.g. "You loon!", "Your breath
doesn’t smell great."

Delicate but low-sensitivity.

What kind of sentences should we consider to be incomprehensible and discard? By incomprehensible, we mean anything that doesn’t make sense at all. E.g.,no
iea why it wentjlout., USFreighways jodohku. Fragments like both manipulative
assholes lol should be judged.

How delicate are news reports? E.g., Mumbai, October 17: Rahul Mahajan, the
son of former BJP general secretary Pramod Mahajan would sit on a dharna and
address a meeting to support the death sentence awarded to Parliament attack
mastermind Mohammed Afzal Guru.

We assume that news reports are as delicate as academic/legal/etc. texts.

How does the density of delicate references impact the sensitivity level? Sentences referencing multiple topics are likely to be more delicate than those
referencing only one.

Sentences may be targeted at various addresses. How does that correlate with
delicateness?

Pragmatic proximity and definiteness of an addressee escalate the sentence sensi-
tivity. E.g., I hate you. would be more problematic than I hate anyone who does
things like that.

Are sentences containing words like "father," "mom," "etc." is delicate since they
refer to the domain of family and parenting?

It’s contingent on the context: I went to the theater with my mon yesterday is
non-delicate. I’d like to find my biological dad and I’m his biological dad. are
definitely delicate.

Are sentences mentioning names associated with historical/religious figures deli-
cate? E.g. Good morning, Adolph.

No. "Adolph" can be anyone else’s name. However, references to concrete figures
(Trump, Obama, Hilary(clearly used in a political context)) make the sentence
delicate.

Are passages from religious texts delicate? Are these in-line with academic
texts/news articles? E.g., The Jews did not believe that he had been blind and had
received his sight, until they called the parents of the man who had received his
sight [21] But how he now sees we do not know, nor do we know who opened his
eyes.

They are delicate, but borderline ("very low risk (1)"). These are in line with
academic/legal texts.

Are sentences referencing violence in video games delicate? Please mark such sentences as non-delicate as long as you find explicit references
to video games. In other words, I’ve died 3 back to back games on 4 kills. would
be non-delicate as its connection with video games is quite obvious. Other cases
(e.g., I killed him with a sword) would be delicate.

Table 11: Frequently asked questions about delicate text annotation.
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Abstract

Cyberbullying is a serious societal issue
widespread on various channels and platforms,
particularly social networking sites. Such plat-
forms have proven to be exceptionally fertile
grounds for such behavior. The dearth of high-
quality training data for multilingual and low-
resource scenarios, data that can accurately cap-
ture the nuances of social media conversations,
often poses a roadblock to this task. This pa-
per attempts to tackle cyberbullying, specifi-
cally its two most common manifestations -
aggression and offensiveness. We present a
novel, manually annotated dataset of a total
of 10, 000 English and Hindi-English code-
mixed tweets, manually annotated for aggres-
sion detection and offensive language detection
tasks1. Our annotations are supported by inter-
annotator agreement scores of 0.67 and 0.74
for the two tasks, indicating substantial agree-
ment. We perform comprehensive fine-tuning
of pre-trained language models (PTLMs) using
this dataset to check its efficacy. Our challeng-
ing test sets show that the best models achieve
macro F1-scores of 67.87 and 65.45 on the
two tasks, respectively. Further, we perform
cross-dataset transfer learning to benchmark
our dataset against existing aggression and of-
fensive language datasets. We also present a
detailed quantitative and qualitative analysis of
errors in prediction, and with this paper, we
publicly release the novel dataset, code, and
models.

1 Introduction

Social media is a group of Internet-based applica-
tions that allows the creation and exchange of user-
generated content. Lately, it has risen as one of
the most popular ways in which people share opin-
ions with each other (Pelicon et al., 2019). With
rapid advances in Web 3.0, social media is expected

1https://github.com/surrey-nlp/
woah-aggression-detection/blob/main/data/
New10kData/cyberbullying_10k.csv

OAG

You wont march against kids being
raped in country or the endless stream
of migrants maybe cheaper energy no
but you would march against @username
pathetic fking pathetic!

CAG

Wait a few days sir, you are getting
used to hearing harsh words. In future,
when all the banks will be of Adani or
Ambani, then you will also have to
listen to abuses for withdrawing your
deposits. #demonetisation

NAG
Well this is pure goosebumps, whenever
I see him I feel so proud that he is our
PM, a living legend for sure

Table 1: Examples of overtly aggressive (OAG),
covertly aggressive (CAG), and non-aggressive (NAG)
tweets from our dataset.

to evolve and emerge as an even more vital and
potent means of communication. Simultaneously,
there has also been noticed a sharp uptick in bul-
lying behavior - including but not limited to the
use of snide remarks, abusive words, and personal
attacks, going as far as rape threats (Hardaker and
McGlashan, 2016) on such platforms. In this con-
text, by leveraging the technological advancements
in machine learning and natural language process-
ing, automatic detection of instances of cyberbully-
ing on social media platforms such as Twitter can
help create a safer environment. Here we investi-
gate two forms of cyberbullying - aggression and
offensiveness.

Aggression has been defined as any behavior
enacted with the intention of harming another per-
son who is motivated to avoid that harm (Anderson
et al., 2002; Bushman and Huesmann, 2014). Sev-
eral studies have noted the proliferation of abusive
language and an increase in aggressive content on
social media (Mantilla, 2013; Suzor et al., 2019)
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OFF

Bhikaris like u, can u first afford
watching movie in threatres? Talk
about that first. Just coz internet is
cheap does not mean u will do open
defecation in social media.
MDRCHD bhaag BSDK

NOT

Who doesn’t enjoy the daily press
briefings? They really ease the tension!
We have to find some way to keep
ourselves entertained

Table 2: Examples of offensive (OFF) and non-
offensive (NOT) tweets from our dataset.

On the other hand, offensiveness has been de-
scribed as any word or string of words which has
or can have a negative impact on the sense of self
or well-being of those who encounter it (Molek-
Kozakowska, 2022) – that is, it makes or can make
them feel mildly or extremely discomfited, insulted,
hurt or frightened.

Motivation The dearth of manually-annotated
datasets for the tasks of aggression detection and of-
fensive language detection, especially in the Hindi-
English code-mixed setting, necessitated us to work
in this area.

This paper investigates the tasks of aggression
detection and offensive language detection on Twit-
ter data. We curate politically-themed tweets and
perform manual annotation to create a dataset for
the tasks. Our annotation schema is in line with the
existing aggressive and offensive language detec-
tion datasets. With the help of pre-trained language
models, we fine-tune pre-trained language mod-
els for both tasks and discuss the obtained results
regarding precision, recall, and macro F1-scores.
The key contributions of this work are:

• Introduction of a novel, manually-annotated
dataset containing English and Hindi-English
code-mixed tweets to model aggression and
offensiveness in text.

• Validation of our dataset’s efficacy for aggres-
sive and offensive language detection tasks
within two subsets of this data, viz., English
and Hindi-English code-mixed.

• Cross-validation of dataset efficacy with the
help of zero-shot transfer learning-based ex-
periments on existing datasets.

• Quantitative and qualitative analysis of erro-
neous predictions.

2 Related Work

Our work deals with two different but correlated
classification tasks. In the available literature, both
have been investigated with the help of various
machine learning and deep learning-based meth-
ods. Below, we provide a detailed overview of the
literature from both tasks in separate subsections.

2.1 Aggression Detection

We model aggression detection as a multi-class
classification task where our schema is defined
as proposed in the TRAC dataset (Kumar et al.,
2018a). However, the earliest approaches used
decision trees (Spertus, 1997a) to detect aggres-
sion with the help of manual rules. These rules
were based on syntactic and semantic features.
Later, the focus shifted to feature engineering from
text which included features like Bag-of-Words
(BOW) (Kwok and Wang, 2013; Liu et al., 2019a),
N-grams at the word level (Pérez and Luque, 2019;
Liu and Forss, 2014; Watanabe et al., 2018), N-
grams at the character level (Gambäck and Sikdar,
2017; Pérez and Luque, 2019), typed dependen-
cies (Burnap and Williams, 2016b), part-of-speech
tags (Davidson et al., 2017b), dictionary-based
approaches (Molek-Kozakowska, 2022) and lex-
icons (Burnap and Williams, 2016b; Alorainy et al.,
2019).

Word embedding-based approaches for auto-
mated extraction of these features from text fur-
ther improved the detection of aggressive text (No-
bata et al., 2016; Zhang et al., 2018; Badjatiya
et al., 2017; Kshirsagar et al., 2018; Orăsan, 2018;
Pratiwi et al., 2019; Galery et al., 2018). Various
deep learning-based architectures proposed in the
literature use word embeddings to encode features
in the text (Nina-Alcocer, 2019; Ribeiro and Silva,
2019). Authors have proposed the use of Convo-
lutional Neural Networks (Gambäck and Sikdar,
2017; Roy et al., 2018; Huang et al., 2018), Long-
Short Term Memory (LSTM) (Badjatiya et al.,
2017; Pitsilis et al., 2018; Nikhil et al., 2018),
Gated Recurrent Unit (GRU) (Zhang et al., 2018;
Galery et al., 2018), or a combination of different
Deep Neural Network architectures in an ensemble
setting (Madisetty and Sankar Desarkar, 2018).

However, state-of-the-art performance (Bo-
jkovský and Pikuliak, 2019; Ramiandrisoa and
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Mothe, 2020; Mozafari et al., 2019) was achieved
with the help of pre-trained language models
(PTLMs) with encoders like ELMo (Peters et al.,
2018) and BERT (Devlin et al., 2019). Further,
we also observe the use of these contextual em-
beddings in SemEval-2019 Task 6 (Zampieri et al.,
2019b) for English tweets, and TRAC (Kumar et al.,
2018b) for Hindi and English tweets and Facebook
comments; further motivating us to explore the use
of multiple pre-trained language models to validate
the efficacy of our dataset.

2.2 Offensive Language Identification

We model the offensive language identification task
as a binary classification problem. Waseem et al.
(2017) proposed a typology for abusive language
and synthesize the typology with two-fold siders
containing whether the abuse is ‘generalized’ or
‘directed’ vs. when it is ‘explicit’ or ‘implicit’.
They discuss the distinction between explicit and
implicit in the context of ‘denotation’ vs. ‘connota-
tion’ as discussed by (Barthes, 1957). A detailed
review of hate speech detection (Schmidt and Wie-
gand, 2017) task has surveyed various approaches
deployed in the past. Spertus (1997b) propose a
rule-based framework for identifying hostile mes-
sages where they use manually constructed rules
to identify profanity, condescension, insults and so
on. Razavi et al. (2010) utilize a flame annotated
corpus which contains a lexicon of hostile and abu-
sive words to detect offensive language in personal
and commercial communication. Dictionaries (Liu
and Forss, 2015) and bag-of-words (Burnap and
Williams, 2016a) have also been proposed as lexi-
cal features to detect offensive language.

The use of machine learning algorithms to
detect offensive language has been prevalent in
the research community (Davidson et al., 2017a;
Waseem and Hovy, 2016). Further, the use of word
embeddings learned with the help of word2vec or
FastText approaches combined with machine/deep
learning improved the performance of offensive lan-
guage identification by a significant margin (Rakib
and Soon, 2018; Herwanto et al., 2019; Badri et al.,
2022). However, as we point out in the previous
subsection, state-of-the-art performance has been
achieved with the help of PTLMs.

Pitenis et al. (2020) perform the task specifi-
cally for the low-resource Greek language. Simi-
larly, Ranasinghe and Zampieri (2020) show that
the use of cross-lingual embeddings for inter-task

and inter-language scenarios is beneficial. The au-
thors first train a multilingual PTLM (XLM-R) on
the English data, and then further continue the train-
ing using saved weights and softmax layer, for other
languages viz. Hindi, Bengali, and Spanish.

Further, there have been a lot of efforts to cre-
ate datasets for the detection of offensive language
and hate speech2 on social media. Çöltekin (2020)
presents a dataset for the Turkish language with
a specified target for offense. Díaz-Torres et al.
(2020) build the same for Mexican Spanish. A
clear majority of studies deal with the English lan-
guage. While other Indian language datasets have
been proposed, there is a clear dearth of English-
Hindi datasets which also address code-mixing, in
the available literature (Chakravarthi et al., 2021,
2022) except a few (Mathur et al., 2018; Saroj and
Pal, 2020).

3 Dataset Creation

We create a dataset containing a mix of English
and Hindi-English sentences, to ensure that suffi-
cient data is available for our research. We used
the official Twitter API to obtain data from Twitter.
Initially, we collected 15,000 tweets based on the
search results for one of the 52 keywords (listed
in Table 10 in Appendix) in our list pertaining to
recent political events and popular political person-
alities.

We filtered out tweets that were in any language
other than English or Hindi (or containing a mix of
both) using XLM Roberta-base with a classification
head on top (Conneau et al., 2020). Next, with
the help of HingBERT-LID code-mixed language
identification model (Nayak and Joshi, 2022), we
created subsets of tweets belonging to one of the
two aforementioned categories.

We preprocessed the tweets by masking all user-
names to minimize the introduction of bias to the
annotators. Finally, after cleaning, we were left
with 5,452 English monolingual and 4,548 Hindi-
English code-mixed tweets.

3.1 Annotation Setup

The following guidelines were supplied to the an-
notators, which outline the definition and provide a
few sample tweets for each Aggression and Offen-
sive Language label.

Task I: Aggression Detection
2hatespeechdata.com - a catalog of hate speech datasets
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Aggression focuses on the user’s intention to
be aggressive and harmful, or to incite, in various
forms, violent acts against a target. The aggression
level in the text is categorized into three classes:

• Overtly Aggressive (OAG): This type of ag-
gression shows a direct verbal attack pointing
to a particular individual or group.

For example, in the sample tweet for OAG in
Table 1, the person expresses frustration over
issues such as child sexual abuse, immigration,
and high gas prices while also condemning
the apathy of others towards these issues. The
aggression here is overt, as also seen by the
use of words “fking” and “pathetic” in the
tweet.

• Covertly Aggressive (CAG): In this type of
aggression, the attack is not direct but hidden,
subtle, and more indirect while being stated
politely in most cases.

For example, in the sample tweet for CAG in
Table 1, the person harbors angst against the
process of demonetization of the Indian cur-
rency and privatization of banks, but chooses
to display it covertly while conversing over
Twitter.

• Not Aggressive (NAG): Generally, these
types of text lack any kind of aggression. It is
used to state facts, express greetings and good
wishes occasionally, and show agreeableness
and support.

For example, in the sample tweet for NAG
in Table 1, the person does not display any
aggression at all - on the contrary, they praise
the PM by calling them a “living legend”.

Task II: Offensive Language Detection

Offensiveness focuses on the potentially hurtful
effect of the tweet content on a given target. Text
can be identified as belonging to either of the two
offensiveness classes:

• Offensive (OFF) This category of text often
contains offensive words such as sarcastic re-
marks, insults, slanders, and slurs.

For example, in the sample tweet for OFF
in Table 2, the person uses words such as

“bhikaris” (“beggars”) for others, while also
availing outright derogatory Hindi slang to
address them.

Aggression Offensiveness

OAG CAG NAG OFF NOT

Monolingual 1134 1715 2599 1323 4125
Code-mixed 1150 1322 2080 1749 2803
Combined 2284 3037 4679 3072 6928

Table 3: Aggression and Offensive language statistics
of our dataset.

• Not Offensive (NOT) In this category, there is
either a thorough use of positive and uplifting
language, such as salutations or homage, or a
neutral tone.

For example, in the sample tweet for NOT
in Table 2, the person makes a remark about
how everybody enjoys the daily press brief-
ings, and how they ease tension and keep ev-
erybody entertained. There is no offensive
tone in this instance.

Setup Our team of annotators consisted of two
undergraduate students fluent in both Hindi (native)
and English as their second language. The selec-
tion of annotators was objective and unbiased. The
aforementioned guidelines were made available to
them, to refer to while deciding upon the labels
for the tweets. This was done to ensure that their
political beliefs/loyalties do not play a role in the
annotation process. We also recorded their highest
level of education and medium of schooling to en-
sure that the annotations would be of the desired
quality, and we informed them about the collection
of this data.

All usernames in the data were masked, so at
any given point, only the tweet content was vis-
ible to the annotators whereas the target person-
ality/organization was hidden from their purview.
To ensure the confidentiality of data and to check
biases, any metadata too, such as the tweet senders’
demographic identity, was not made available to
the annotators.

Moreover, since the tweets often contained ag-
gressive and highly abusive language, the annota-
tors were also given a choice to quit whenever they
felt uncomfortable with the task.

3.2 Inter Annotator Agreement

While labeling, each annotator had to decide inde-
pendently which category the comment belonged
to, with the help of a set of guidelines. It can be
inferred that all the annotators clearly understood
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the guidelines for annotation, as in most cases, they
arrived at the same annotation freely. To quan-
tify how good the annotation decisions were, we
calculated Cohen’s Kappa score to measure the
inter-annotator agreement. It may be noted that a
high score on this statistical metric does not mean
the annotations are accurate. It only shows the
homogeneity of agreement among the annotators
about the chosen label.

We obtained an agreement score of 0.67 for Task
I, and a score of 0.74 for Task II, both of which
indicate “substantial agreement” (p >0.05). In
case of disagreement on any instance, we obtained
a label on such instances with the help of a third
annotator.

3.3 Dataset Statistics

Table 3 shows the exploratory statistics on our
dataset for aggression and offensiveness, respec-
tively. We have a total of 10, 000 data instances in
the form of tweets. Out of this, 2, 284 are overtly
aggressive (OAG), 3, 073 are covertly aggressive
(CAG), and 4, 679 are not aggressive (NAG). Sim-
ilarly, there are 3, 072 offensive (OFF) and 6, 928
not offensive (NOT) instances in the dataset.

Additionally, the monolingual vs. code-mixed
statistics are also mentioned for each class in both
tables. We have 1, 134 monolingual and 1, 150
code mixed tweets in the OAG category, 1, 715
monolingual and 1, 322 code mixed tweets in the
CAG category, and 2, 599 monolingual and 2, 080
code mixed tweets in the NAG category. Simi-
larly, there are 1, 323 monolingual and 1, 749 code
mixed tweets in the OFF category and 4, 125 mono-
lingual and 2, 803 code mixed tweets in NOT.

4 Approach

In recent times, sequence classification via fine-
tuning of pre-trained language models has become
a standard approach for performing various NLP
tasks. We take a similar approach and fine-tune
some pre-trained language models for the two tasks,
and report the results in the next section. We work
with two general-purpose English models, one mul-
tilingual model, one model trained specifically on
Hindi-English code-mixed data, and one trained
exclusively on Twitter data.

Every tweet containing a sequence of words is
tokenized into a sequence of sub-words using the
model-specific tokenizer. This sequence of sub-
word tokens is the input to the model that passes

through the Transformer’s encoder layers. An en-
coder representation for each token in the sequence
is the output from the transformer. We take the
encoder representation of the [CLS] token in the
case of BERT or the last encoder hidden states for
other models. The output layer is a linear layer fol-
lowed by the softmax function, which takes in the
above representation. The model is trained by op-
timizing for a custom weighted cross-entropy loss
value which we explain in detail in an upcoming
subsection.

Experimental Setup We fine-tune for the afore-
mentioned two tasks the following pre-trained lan-
guage models: BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019b) which are trained on
English data, XLM-R (Conneau et al., 2020) base
which is trained over multilingual data containing
both Hindi and English, HingRoBERTa (Nayak and
Joshi, 2022), a multilingual language model specif-
ically built for Hindi-English code-mixed language
as seen in the Indian context, and Bernice (DeLucia
et al., 2022), a multilingual language model trained
exclusively on Twitter data.

Data Split and Evaluation Criteria We report
macro F1-scores on our complete dataset, as well
as on its code-mixed and non-code-mixed subsets
individually. For the train/validation/test splits, we
choose uniform 80% / 10% / 10% from each dataset
to perform the experiments.

Experiment Settings We perform experiments
using the Huggingface Transformers library (Wolf
et al., 2020). We monitor the validation set’s macro
F1-scores to find the best hyperparameter values,
using the following range of values for selecting
the best hyperparameter:

• Batch Size: 8, 16, 32

• Learning Rate: 1e-5, 1e-6, 3e-5, 3e-6, 5e-5,
5e-6

We repeat each training five times with differ-
ent random seeds and report the mean macro F1-
scores along with their standard deviation. Our
experiments were performed using 2 x Nvidia RTX
A5000 and a single training run usually takes ap-
proximately 1 hour on the dataset. For the subsets,
however, the runtime is approximately 30 minutes.
The models generated during our experiments see
the number of trainable parameters varying from
100M to 200M depending upon the language model
used.
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Aggression Detection Offensive Language Detection
PTLM Monolingual Code mixed Combined Monolingual Code mixed Combined

BERTbase 63.58±0.51 65.22±0.77 64.98±0.28 60.99±0.43 61.94±0.14 62.05±0.25

RoBERTabase 66.63±0.12 65.42±0.61 62.13±0.89 63.46±0.75 62.06±0.48 60.21±0.30

XLM-Rbase 65.49±0.73 66.85±0.22 67.87±0.05 61.24±0.31 64.42±0.02 65.41±0.73

HingRoBERTa 64.01±0.53 66.94±0.53 66.47±0.53 61.92±0.26 64.97±0.13 65.45±0.21

Bernice 63.49±0.15 61.13±0.43 62.75±0.82 60.88±0.57 59.01±0.38 60.58±0.16

Table 4: Mean macro F1-scores obtained from pre-trained language models on our dataset and its two subsets -
English monolingual and Hindi-English code-mixed. The values in bold highlight the best-performing language
model on each dataset.

Aggression Detection Offensive Language
D1–>D2 D2–>D1 D1–>D2 D2–>D1

BERTbase 55.63±0.21 52.98±0.56 48.69±0.11 46.49±0.53

RoBERTabase 52.13±0.74 50.99±0.47 46.02±0.31 43.64±0.49

XLM-Rbase 56.81±0.84 55.33±0.60 50.94±0.55 49.27±0.75

HingRoBERTa 56.29±0.71 54.04±0.10 51.51±0.28 49.01±0.24

Bernice 52.05±0.87 49.65±0.57 46.16±0.18 45.88±0.05

Table 5: Cross-dataset Test Set F1-Scores from various
language models. D1 represents our dataset. For Ag-
gression detection, D2 is the TRAC dataset, whereas for
Offensive language detection, D2 is the OLID dataset.

Custom Weighted Loss As our dataset exhibits
class imbalance, we use weighted cross-entropy
loss (Lee and Liu, 2003) in all our experiments.
We assign a weight to the loss of every instance
depending on the class label. Then, we find the
percentage of examples by class belonging to each
class from the train split and take the inverse of the
probability values as the weight for the particular
class. In this way, we give more importance to the
instances belonging to the minority class.

5 Results

We report the results obtained via fine-tuning pre-
trained language models in this section. Table 4 re-
ports the test set macro F1-scores from pre-trained
language models for the two tasks of aggression
detection and offensive language detection on our
dataset. In addition to this, we also present the
scores on English monolingual and Hindi-English
code-mixed subsets of our dataset.

For aggression, we observe that XLM-Rbase out-
performs other pre-trained language models on our
overall dataset, achieving the highest macro F1-
score of 67.87. On the English subset, we observe
that RoBERTabase performs better than other mod-
els with a macro F1-score of 66.63, whereas for the
Hindi-English code-mixed subset, Hing-RoBERTa

gives the best macro F1-score of 66.94.
For offensive language detection, we observe

that Hing-RoBERTa outperforms other pre-trained
language models on our overall dataset, achiev-
ing the highest macro F1-score of 65.45. On the
English subset, we observe that RoBERTabase out-
performs other models with a macro F1-score of
63.46. For the Hindi-English code-mixed subset,
Hing-RoBERTa once again gives the best perfor-
mance with a macro F1-score of 64.97.

Cross-dataset Transfer Learning We perform
transfer learning experiments to benchmark our
dataset against some existing datasets for the same
tasks. Results from our transfer learning setup are
presented in Table 5.

For the task of aggression detection, we bench-
mark our dataset against a curated subset of the
TRAC (Trolling, Aggression, and Cyberbullying)
dataset (Bhattacharya et al., 2020). This subset,
(discussed in Table 8 in section 9), contains in-
stances in Hindi (Roman script) and English, and
is annotated for aggression (OAG: overtly aggres-
sive, CAG: covertly aggressive, NAG: not aggres-
sive). For the task of Offensive language detection,
we use OLID (Offensive Language Identification
Dataset) (Zampieri et al., 2019a) to benchmark our
dataset. OLID is an English language dataset and
we make use of its Level-A labels (OFF: offensive,
NOT: not offensive), discussed in Table 9 in sec-
tion 9. We chose these two datasets because their
annotation schema aligned with that of ours, for ag-
gression detection and offensive language detection
tasks respectively.

For Aggression detection, the columns D1–>D2
and D2–>D1 in Table 5 present a cross-dataset
setup within which we observe the performance of
models fine-tuned on D1 (our dataset) and tested
on D2 (TRAC dataset), and vice versa. We observe
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Tweets | Task: Aggression Detection GT M1 M2 M3 Error Cause

Romanticizing open defecation under heavy rain to enjoy
the melancholy

CAG NAG CAG NAG Sarcasm

@username The way Rahul Gandhi changed his DP to Nehru
holding a tricolour, I want to change it to Savarkar or Golwalkar
holding the Flag. Can anyone help and share pictures of theirs
holding the tricolor..

CAG NAG NAG NAG Real-world context

@username You use words like waqf, muslims, mullahs, terrorists,
radicals and you will get a block message from twitter,
hope Elon buys twitter very soon.

CAG CAG NAG NAG Hidden Aggression

Table 6: Prediction on test set instances from resultant models for aggression detection. GT: Ground Truth label,
M1: XLM-Rbase, M2: RoBERTabase, M3: Hing-RoBERTa.

that models trained on our dataset obtain better F1-
scores than those trained on the TRAC dataset. Fur-
ther, we observe that the best performance achieved
in this setup is with the help of XLM-Rbase, the
same multilingual model which also performs the
best on the combined dataset in Table 4.

For Offensive language detection, we examine
the results in columns D1–>D2 and D2–>D1 in Ta-
ble 5, which note the performance of models fine-
tuned on D1 (our dataset) and tested on D2 (OLID
dataset), and vice versa. As was true with the first
task, it is observed here too that models trained
on our dataset obtain better F1-scores as compared
to the models trained on the OLID dataset. Addi-
tionally, we observe a similar correlation between
both sets of results. The model fine-tuned on code-
mixed data, Hing-RoBERTa, performs the best in
this scenario, as was the case with the combined
dataset performance in Table 4.

The overall decrease in F1-scores observed
across models for the Offensive language detec-
tion task can be attributed to the dissimilarities
in the composition of the OLID dataset and our
dataset, despite both being annotated for the of-
fensive language identification task with the same
annotation schema. While our dataset contains En-
glish and Hindi-English tweets pertaining specif-
ically to the Indian political scenario, OLID is
an English-language dataset with no instances of
Hindi-English code-mixing, and little to no empha-
sis on regional or national politics.

On the contrary, the TRAC dataset contains En-
glish and Hindi-English sentences with a clear fo-
cus on the conversational data generated within
India, which explains why we see a greater har-
mony in Table 5 between the TRAC dataset and
our dataset, as compared to the OLID dataset.

Error Analysis

For error analysis, we pick the best-performing
models for monolingual, code-mixed, and com-
bined datasets, which as per our experiments have
been RoBERTabase, Hing-RoBERTa, and XLM-
Rbase respectively. We report some of the most
common error patterns in Table 6 and Table 7.

For the task of aggression detection, instances
carrying sarcasm that make heavy use of oxy-
moronic/ironic language were misclassified the
most by all three models. An example of this is the
first tweet in Table 6, where the person who made
the tweet observes discontent with the practice of
open defecation not by attacking it directly but with
sarcasm. Another common error we observed was
among instances, that seemed to have a neutral tone
ostensibly but required some real-world knowledge
to understand the context of aggression within. The
second tweet in Table 6 is an excellent example of
this. By itself, the tweet does not appear to be ag-
gressive, but its true meaning unveils when read
along with context. A few wrongful predictions
can also be observed because of the aggression be-
ing very covert or hidden, as seen in the third tweet
in Table 6 where under the garb of advocating for
Elon Musk’s free speech, the person is expressing
an intent to, in fact, be disrespectful and use words
on the platform that spread disharmony.

For the task of offensive language detection, the
most common error type was observed due to the
presence of offensive named entities. The first
tweet in Table 7 is an example of this, where the
use of “Khujliwal” (a pun on “Kejriwal” - which
is the name of an Indian politician), is the cause of
offense, as labeled by our annotators. Another com-
mon error was in instances that required real-world
knowledge to understand their full context. For
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Tweets | Task: Offensive Language Detection GT M1 M2 M3 Error Cause

@username It was always very clear that Khujliwal is a
Godse Lover

OFF NOT NOT NOT Named entity

@username @username Dogs are at least loyal bro ..not these
rice bags OFF NOT NOT NOT Real-world context

@username @username Nah, you need to do Ghar Wapasi
to find real Moksha. Else you will remain a mlechha OFF NOT NOT OFF Code-mixed

Table 7: Prediction on test set instances from resultant models for offensive language detection. GT: Ground Truth
label, M1: XLM-Rbase, M2: RoBERTabase, M3: Hing-RoBERTa.

example, in the second tweet in Table 7, “rice bags”
is actually a derogatory slur used quite commonly
in the Indian political context. Finally, we also ob-
serve misclassified instances due to the code-mixed
nature of tweets, as seen in the third tweet in Ta-
ble 7 where the word “mlechha” has derogatory
connotations.

6 Conclusion and Future Work

This paper presents a novel dataset to model ag-
gressiveness and offensiveness in text. We analyze
this dataset using approaches such as fine-tuning
pre-trained language models for the task of aggres-
sion detection and offensive language detection and
report the results. Our analysis also takes into ac-
count the code-mixing phenomenon observed on
social media platforms as we report additional re-
sults for this task. Since aggression and offense
can be subtle, and their identification in the text
can sometimes be subjective, it is important to note
the limitations of such a study - which we discuss
in the next section. We release any data (including
any raw data, but only in the form of tweet IDs
and their respective labels for the two tasks), code,
and models produced during this study publicly for
further research by the community. We license this
release under CC-BY-SA 4.0.

In the near future, we aim to annotate this data
for tasks such as sarcasm detection - to develop a
deeper understanding of how it is related to aggres-
sion and offensiveness. Additionally, the motiva-
tion for collecting the same data instances marked
with aggression and offense labels is for a multi-
task learning-based model also to be able to identify
when 1) the tone of a text is aggressive without be-
ing offensive vs., 2) the text is offensive, despite it
not being overtly aggressive. We also aim to collect
more data and annotate it using weak supervision.
Finally, we also aim to expand on the theoretical

underpinnings of sublime aggression and offense
by attempting to identify these within other more
tangential domains, viz., comedy.

7 Limitations

Our work can be considered to have the following
limitations:

1. The dataset we introduce contains 10, 000 text
instances sampled from a single social media
platform. However, we acknowledge this lim-
itation and as noted in section 6, we aim to
extend this work by collecting more political
data across various social media platforms and
using it to model aggressive behavior.

2. We obtained this dataset by crawling for
tweets based on 52 keywords (as shown in
Table 10). We acknowledge that these key-
words may have limited the domains in which
political aggression can occur. That being
said, we also hope that task generalizability is
not compromised due to the presence of pre-
trained language models at the helm of our
experiments.

8 Ethics Statement

Our dataset of tweets was obtained by scraping
Twitter. All tweets have been anonymized, and
metadata such as senders’ demographic identity is
never included in the data used to train our models.
We plan to release only the tweet ids and their
respective labels for the two tasks as part of our
dataset.
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9 Appendix

We note the language-wise class distribution for ag-
gression and offensiveness classes, in the publicly
available TRAC and OLID datasets respectively, in
Table 8 and Table 9. Next, we list the keywords
used for data scraping, during the creation of our
novel dataset.

OAG CAG NAG

Monolingual 1114 1693 1820
Code mixed 1058 1581 2529
Combined 2172 3279 4349

Table 8: Aggression statistics of the TRAC dataset.

TRAC Dataset Statistics Table 8 shows the ex-
ploratory statistics on TRAC dataset for aggression.
There are a total of 9, 800 data instances. Out of
this, 2, 172 are overtly aggressive (OAG), 3, 279
are covertly aggressive (CAG), and 4, 349 are not
aggressive (NAG).

Additionally, the monolingual vs. code mixed
statistics are also mentioned for each class. We
have 1, 114 monolingual and 1, 058 code mixed
tweets in the OAG category, 1, 693 monolingual
and 1, 581 code mixed tweets in the CAG category,
and 1, 820 monolingual and 2, 529 code mixed
tweets in the NAG category.

OFF NOT

Monolingual 2034 3578
Code mixed 1134 2786
Combined 3168 6364

Table 9: Offensive language statistics of the OLID
dataset.

OLID Dataset Statistics Table 9 shows the ex-
ploratory statistics on OLID dataset for offensive
language. There are a total of 9, 532 data instances.
Out of this, 3, 168 are offensive (OFF) and 6, 364
are not offensive (NOT).

Additionally, here too we mention the monolin-
gual vs. code mixed statistics for each class. We
have 2, 034 monolingual and 1, 134 code mixed
tweets in the OFF category and 3, 578 monolingual
and 2, 786 code mixed tweets in the NOT category.

Keywords for Scraping Tweets Table 10 con-
tains a list of 52 keywords that were used in the
initial scraping of tweets, for creation of our novel
dataset. These keywords were obtained from Twit-
ter’s top trending keywords list of the previous two
years.
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nationalism open defecation Muslims marxists JNU UPA
demonetization Farmer’s Bill hijab maoists RSS NDA
inflation UAPA triple talaq Uyghur PFI Modi
unemployment IPL ghar wapasi Pakistan Gandhi Rahul Gandhi
rape ISRO love jihad Kashmir Godse Kejriwal
marital rape migrants CAA China Nehru Emergency
secularism lockdown Shaheen Bagh north-east Sardar Patel Indira Gandhi
urban floods Covid-19 undertrials drugs Bhagat Singh
lynching Dalits Adivasis nepotism Golwalkar

Table 10: Keywords used for scraping tweets.
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Abstract

As pointed out by several scholars, current re-
search on hate speech (HS) recognition is char-
acterized by unsystematic data creation strate-
gies and diverging annotation schemata. Sub-
sequently, supervised-learning models tend to
generalize poorly to datasets they were not
trained on, and the performance of the models
trained on datasets labeled using different HS
taxonomies cannot be compared. To ease this
problem, we propose to apply extremely weak
supervision that only relies on the class name
rather than on class samples from the annotated
data. We demonstrate the effectiveness of a
state-of-the-art weakly-supervised text classi-
fication model in various in-dataset and cross-
dataset settings. Furthermore, we conduct an
in-depth quantitative and qualitative analysis
of the source of poor generalizability of HS
classification models.

Content Warning: This document discusses
examples of harmful content (hate, abuse, and
negative stereotypes). The authors do not sup-
port the use of harmful language.

1 Introduction

Due to a growing concern about its impact on soci-
ety, hate speech (HS) recognition recently received
much attention from the NLP research commu-
nity (Bilewicz and Soral, 2020). A large number
of proposals on how to address HS as a super-
vised classification task have been put forward; see,
among others, (Waseem and Hovy, 2016; Waseem,
2016; Poletto et al., 2021) and several shared tasks
have been organized (Basile et al., 2019; Caselli
et al., 2020).

However, while Transformer models such as
BERT (Devlin et al., 2019) achieved impressive per-
formance on various benchmark datasets (Swamy
et al., 2019), recent work demonstrated that state-
of-the-art HS classification models generalize
poorly to datasets other than the ones they have
been trained on (Fortuna et al., 2020, 2021; Yin

and Zubiaga, 2021), even when the datasets come
from the same data source, e.g., Twitter. This casts
a doubt on what we have achieved in the HS classi-
fication task.

Fortuna et al. (2022) identify three main chal-
lenges related to HS classification: 1. the definito-
rial challenge: while the interpretation of what is
HS highly depends on the cultural and social norms
of its creator (Talat et al., 2022), state-of-the-art HS
research favours a universal definition; 2. the an-
notation challenge: due to the subjective nature
of HS, the annotation also often depends on the
context, the social bias of the annotator, and their
familiarity with the topic (Wiegand et al., 2019),
such that the annotators with different backgrounds
tend to provide deviating annotations (Waseem,
2016; Olteanu et al., 2018), especially when not
only the presence of HS is to be annotated, but also
its category and the group it targets (Basile et al.,
2019); 3. the learning and evaluation challenge:
the common evaluation practice of the HS classi-
fication models assumes that the distributions of
the training data and the data to which the model is
applied are identical, which is not the case in real-
ity; real-world HS data is relatively rare, while the
strategies applied for the creation of HS datasets
favor explicit HS expressions (Sap et al., 2020; Yin
and Zubiaga, 2021), using search with explicit tar-
get keywords (Waseem and Hovy, 2016; Basile
et al., 2019).

In order to address these challenges, we pro-
pose the use of extremely weak supervision, which
uses category names as the only supervision sig-
nal (Meng et al., 2020; Wang et al., 2021): Ex-
tremely weak supervision does not presuppose any
definition of HS, which would guide the annota-
tion, such that when the interpretation of what is
to be considered as HS is modified, we can retrain
the model on the same dataset, without the need of
re-annotation. Furthermore, when the data distribu-
tion changes, the model can learn from unlabeled
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data and adapt to a new domain.
Our contributions can be summarized as follows:

• We apply extremely weak supervision to
HS classification and achieve promising per-
formance compared to fully-supervised and
weakly-supervised baselines.

• We perform cross-dataset classification under
different settings and yield insights on the
transferability of HS datasets and models.

• We conduct an in-depth analysis and highlight
the potentials and limitations of weak supervi-
sion for HS classification.

2 Related Work

Since our goal is to advance the research on HS
classification, we focus, in what follows, on the
review of related work in this area and refrain from
the discussion of the application of weakly super-
vised supervision models to other problems.

Standardizing different HS taxonomies across
datasets is a first step in performing cross-dataset
analysis and experiments. To this end, Fortuna
et al. (2020) created a category mapping among
six publicly available HS datasets. Furthermore,
they measured the data similarity of categories in
an intra- and inter-dataset manner and reported the
performance of a public HS classification API on
different datasets and categories.

Other previous work in cross-dataset HS clas-
sification followed similar experimental settings
by training a supervised classifier on the train-
ing set of each dataset and reporting the perfor-
mance on the corresponding test set and test sets
from other datasets. For instance, Karan and Šna-
jder (2018) trained linear SVM models on 9 dif-
ferent HS datasets. They showed that models
performed considerably worse on out-of-domain
datasets. They further performed domain adapta-
tion using the FEDA framework (Daumé III, 2007)
and demonstrated that having at least some in-
domain data is crucial for achieving good perfor-
mance. Similarly, Swamy et al. (2019) compared
Linear SVM, LSTM, and BERT models trained on
different datasets. They reported that some pairs
of datasets perform well on each other, likely due
to a high degree of overlap. They also claimed
that a more balanced class ratio is essential for the
datasets’ generalizability.

Fortuna et al. (2021) conducted a large-scale
cross-dataset experiment by training a total

of 1,698 classifiers using different algorithms,
datasets, and other experimental setups. They
demonstrated that the generalizability does not
only depend on the dataset, but also on the model.
Transformer-based models have a better potential
to generalize to other datasets, likely thanks to
the wealth of data they have observed during pre-
training. Furthermore, they built a random forest
classifier to predict the generalizability based on
human-engineered dataset features. The experi-
ment revealed that to achieve cross-dataset gener-
alization, the model must first perform well in an
intra-dataset scenario. In addition, inconsistency in
class definition hampers generalizability.

Wiegand et al. (2019) and Arango et al. (2019)
studied the impact of data bias on the generalizabil-
ity of HS models, with the outcome that popular
benchmark datasets possess several sources of bi-
ases, such as bias towards explicit HS expressions,
topic bias, and author bias. The classification re-
sults dropped significantly when the bias is reduced.
To this end, they proposed using cross-dataset clas-
sification as a way to evaluate models’ performance
in a more realistic setting.

Gao et al. (2017) argued that the low frequency
of online HS impedes obtaining a wide-coverage
HS detection dataset. To this end, they proposed
a two-path bootstrapping approach involving an
explicit slur term learner and an LSTM (Hochreiter
and Schmidhuber, 1997) classifier. The slur term
learner is initialized with a list of hand-engineered
seed slur terms and applies to an unlabeled dataset
to automatically label hateful posts, which are used
to train the classifier. The slur term learner and
the classifier are trained iteratively in a co-training
manner (Blum and Mitchell, 1998).

A distinct approach was proposed by Talat et al.
(2018). This approach utilized multi-task learn-
ing (MTL) to enhance domain robustness. They
trained a classifier on three distinct sets of annota-
tions: Waseem and Hovy (2016), Waseem (2016),
and Davidson et al. (2017). While MTL helps
to prevent overfitting and may provide auxiliary
fine-grained predictions, it requires annotating a
dataset using different taxonomies, granularities,
or aspects.

Our approach is most similar to Jin et al.
(2022)’s, which also applied weakly-supervised
learning on a target-domain dataset. However, their
approach requires mining a list of 30 high-quality
keywords for each category from a large labeled
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source-domain dataset. Moreover, they assume that
the source and target datasets are labeled using the
same HS taxonomy.

3 Weakly-Supervised HS Classification

In this section, we briefly introduce the basics of
weakly supervised text classification and then dis-
cuss the cross-dataset classification we aim for.

3.1 Preliminaries: Weakly Supervised Text
Classification

Weakly-supervised text classification eliminates the
need for a large labeled dataset (Meng et al., 2018;
Mekala and Shang, 2020). Instead, it trains clas-
sifiers using a handful of labeled seed words and
unlabeled documents. While the human annotation
effort is significantly reduced, weakly-supervised
classification methods are sensitive to the choice
of seed words, and the process to nominate high-
quality seed words is not trivial (Jin et al., 2021).

More recently, Meng et al. (2020) and Wang et al.
(2021) explored extremely weak supervision, where
the model is given only the category name instead
of manually curated seed words. Extremely weak
supervision is well suited for hate speech detection
because we may not know all the aspects of hate
speech for a particular category or target group, or
what a user may interpret as a HS statement that
falls into a specific category. On top of that, ex-
tremely weak supervision often performs semantic
expansion on the unlabeled dataset and automat-
ically augments the category representation with
new aspects (in the form of seed words).

We choose X-Class (Wang et al., 2021) as the
primary weakly-supervised classification method
because it matches or outperforms previous state-
of-the-art weakly-supervised methods on 7 bench-
mark datasets. X-Class first estimates category
representations by iteratively incorporating words
similar to the individual categories. More precisely,
it represents each word by its averaged contextual-
ized word embedding across the entire dataset and
then adds it to the category with whose represen-
tation the obtained embedding shows the highest
cosine similarity. The category representation is
updated as a weighted average of the expanded key-
words. Expressly, the authors of X-Class assume a
Zipf’s law distribution (Powers, 1998) and weight
the j-th keyword by 1/j.

sℓ =

∑|κℓ|
j=1 1/j · sκℓ,j∑|κℓ|

j=1 1/j
(1)

where κℓ,j is the j-th keyword of category ℓ
and sκℓ,j is its average contextualized embedding.
X-Class also performs a consistency check and
stops adding new words if a category’s nearest
words have changed.

Then, X-Class derives the document i’s category-
oriented representation di by weighting each word
in the document based on its similarity to the
category representations. Afterwards, it clusters
the documents using a Gaussian Mixture Model
(GMM) (Duda and Hart, 1973) by initializing the
category representations as cluster centroids. Fi-
nally, the most confident pseudo-labeled docu-
ments from each cluster are used to train a text
classifier.

In our initial experiments, we observed that
while GMM generally improves the pseudo-
labeling, the accuracy for some low-frequency cat-
egories tends to drop sharply. This is likely be-
cause GMM works as a global density estimator.
Therefore, data of the more frequent categories may
“attract” more weights and cause the category rep-
resentation for low-frequency categories to diverge
too much from its initial representation. To address
this problem, we introduce an additional represen-
tation-based prediction, which assigns document i
to the category representation which has the highest
cosine similarity:

ℓrepi = argmax
ℓ∈L

cosine(sℓ, di) (2)

We denote GMM’s category assignment for doc-
ument i as ‘ℓgmm

i ’. Instead of pseudo-labeling
most confident documents based on GMM only,
we take the subset of confident documents to which
GMM and representation-based prediction assign
the same label (ℓgmm

i = ℓrepi ). This ensures that
the document is sufficiently close to the original
category representation. We denote this modified
version as ‘X-ClassAgree’.

3.2 Cross-Dataset Classification

In this work, we study cross-dataset classification,
where we do not have any document labels in the
target dataset. A dataset is characterized by its
documents (and their underlying topics and word
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distributions) and taxonomy (list of categories).1

Given a single HS dataset with its corresponding
categories, we can straightforwardly apply X-Class
using the category names and an unlabeled dataset.
On the other hand, both the data distribution and
taxonomy may differ when we experiment on dif-
ferent datasets. There are three different cases for
the relation between the taxonomies of the source
and target datasets.

• 1-to-1: The target taxonomy is identical to the
source taxonomy or a subset of it.

• N-to-1: The target taxonomy differs from the
source taxonomy, but each target category can
be mapped to one or more source categories.

• N-to-N: The target taxonomy differs from the
source taxonomy, and some target categories
cannot be mapped to any of the source cate-
gories.

Supervised learning can be applied in the first
two cases: We can create a category mapping from
the target categories to the source categories, then
use this mapping to either post-process the model
predictions (converting predicted source categories
to target categories) or relabel the dataset using the
target taxonomy and retrain the model. However,
in the last case, we cannot directly apply supervised
learning without further data collection and annota-
tion because we lack labeled data for at least some
categories. In contrast, weakly-supervised methods
do not require labeled documents and can readily
utilize unlabeled documents in the target dataset to
capture the underlying distribution. Furthermore,
even when applied to a completely unseen dataset,
it can also “relabel” the source dataset using the
target taxonomy and bootstrap a classifier.

4 Experiments

4.1 Datasets

We conduct experiments on two popular HS
datasets that differ with respect to the data source
and taxonomy of HS categories: the Waseem
dataset and the SBIC dataset. The Waseem
dataset (Waseem and Hovy, 2016)2 contains 5,355
tweets with sexist and racist content. The dataset

1While the term “cross-domain” is more popular than
“cross-dataset”, it does not suggest that the source and target
dataset’s taxonomies may differ. The discussion of the related
problem of cross-task generalization (Raffel et al., 2020; Sanh
et al., 2022), which works for unrelated tasks, is beyond the
scope of this work.

2https://github.com/zeeraktalat/hatespeech

was annotated by the authors (inter-annotator agree-
ment κ = 0.84) and reviewed by a domain expert
(a gender studies student who is a non-activist fem-
inist). The SBIC dataset (Sap et al., 2020)3 con-
tains 44,671 posts collected from different domains:
Reddit, Twitter, and hate sites. It was annotated by
crowdsource workers on Amazon Mechanical Turk.
A small portion of the data is originally from the
Waseem dataset (1,816 posts). We exclude these
posts to avoid overlap between the two datasets.

SBIC dataset does not set a predefined taxonomy
for HS categories. Instead, annotators can indicate
the target group with free-text answers. We se-
lect the most frequent six target groups that can be
mapped to the categories in the Waseem dataset.
While our proposed weakly-supervised learning
method does not depend on category mapping, we
select the SBIC categories that can be mapped to
compare with supervised learning baselines. Ta-
ble 1 shows this category mapping.

Waseem SBIC
Sexist Women; LGBT
Racist Black; Jewish; Muslim; Asian

Table 1: Category mapping between the Waseem and
SBIC datasets.

We use the original train/dev/test split
(75%/12.5%/12.5%) in the SBIC dataset and
randomly split the Waseem dataset to 90%/10%
into training and test sets. We apply standard
preprocessing following Barbieri et al. (2020),
including user mention anonymization and website
links and emoji removal. Table 2 presents the
distribution of the posts in the two datasets.

4.2 Compared Methods
We compare X-Class with two representative su-
pervised learning baselines which are trained using
the full labeled training dataset:

• Support Vector Machines (SVM) (Cortes
and Vapnik, 1995): We use scikit-learn’s4

linear SGD classifier with default hyper-
parameters and tf-idf weighting.

• BERT (Devlin et al., 2019): We fine-tune
the bert-base-uncased checkpoint5 using
the exact hyper-parameters to train the final
classifier in X-Class (detailed in Section 4.3).

3https://maartensap.com/social-bias-frames/
4https://scikit-learn.org
5https://huggingface.co/bert-base-uncased
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Dataset Category # Train # Test

Waseem
Sexist 3,107 323
Racist 1,799 177
Subtotal 4,906 500

SBIC

Women 2,594 351
Black folks 2,512 576
Jewish folks 847 207
LGBT folks 490 53
Muslim folks 412 85
Asian folks 224 34
Subtotal 7,079 1,306

Table 2: Distribution of the posts per dataset. The aver-
age number of words per post in the Waseem dataset is
17.1 and in the SBIC dataset 20.0.

We also compare the performance of our model
with the following baselines that do not require any
document labeling:6

• Majority class: Always predict the most fre-
quent category in the training dataset.

• Keyword voting (category name): Assign
the category whose category name occurs
most frequently in the document. Fall back to
the majority class prediction if there is a tie or
none of the keywords appear.

• Keyword voting (X-Class keywords): Same
as above, but use the expanded keywords in
X-Class’s category representation and their
associated weights. Assign the category that
receives the highest score.

• Zero-shot PET (Schick and Schütze, 2021a):
Prompting a pre-trained BERT model using
hand-crafted patterns and verbalizers to clas-
sify documents. We provide details of this
baseline in Appendix B.

• WESTCLASS (Meng et al., 2018)7: CNN-
based neural text classifier. It first generates
pseudo documents with a generative model
seeded with user-provided keywords for pre-
training, then conducts self-training to boot-
strap from unlabeled documents. We use three
manually curated seed words for each cate-
gory following Meng et al. (2018).

• LOTClass (Meng et al., 2020)8: A strong
baseline using extremely weak supervision.

6We provide the weakly-supervised learning baselines the
full unlabeled training dataset for keyword expansion and
pseudo-labeling.

7https://github.com/yumeng5/WeSTClass
8https://github.com/yumeng5/LOTClass

The model first uses a masked language model
to expand keywords from the category names,
then mines category-indicative words using
a novel masked category prediction task. Fi-
nally, it generalizes via self-training.

4.3 Experiment Settings

We use the official implementation of X-Class.9

The bert-base-uncased checkpoint is used to cal-
culate the document representation and fine-tune
the final classifier; the maximum number of key-
words for each category is set to 100; and the 50%
most confident pseudo-labeled documents from
each category are used to train the final classifier.

To facilitate a fair comparison with su-
pervised learning methods, we reimplemented
the final classifier fine-tuning step using the
HuggingFace Transformers trainer10 and per-
formed a minimum manual hyper-parameter
tuning (learning_rate=2e-5; num_epochs=6;
weight_decay=0.05) on the SBIC dev set and
applied them on both datasets. We set the
max_length and batch_size to 64.

We merged the following original target groups
in the SBIC corpus into “LGBT folks”: “gay men”,
“lesbian women, gay men”, “lesbian women”,
“trans women, trans men”, “trans women”. Ta-
ble 3 presents the category names used by the mod-
els. We use the original category name except for
“LGBT” because it does not occur in the dataset.
Instead, we use “gay”, the most frequently targeted
subgroup in the dataset. As shown in Appendix A,
X-Class expands to keywords representing other
subgroups in the LGBT community.

4.4 Results of the Experiments

We report the accuracy and macro P/R/F1 scores to
quantify each method’s performance.

In-Dataset Classification. We first validate
the efficacy of the methods using the standard in-
dataset setting, providing the corresponding train-
ing and test datasets. Table 4 displays the result.

As expected, BERT outperformed SVM among
the supervised-learning baselines on both datasets.
Interestingly, keyword voting using only the cate-
gory name achieved high precision for the SBIC
dataset. However, its recall is much lower than
that of X-Class due to variations of expressions

9https://github.com/ZihanWangKi/XClass
10https://huggingface.co/docs/transformers/

main/training
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Class Seed Count WESTCLASS

Sexist sexist 1,071 sexist sexism
misogynist

Racist racist 33 racist racists
racism

Women women 652 women woman
female

Black black 1,601 black blacks
n*gro

Jewish jewish 142 jewish jews jew
LGBT gay 209 gay gays

homosexual
Muslim muslim 228 muslim muslims

islamic
Asian asian 121 asian asians

chinese

Table 3: Seed words used for each category and their
frequency in the training dataset. We manually curated
the seed words in X-Class’s category representation and
select the top-3 ranked keywords to train WESTCLASS.

Waseem Dataset
Model Acc P/R/F1

SVM 97.2 97.1/96.8/96.9
BERT 98.2 98.2/97.8/98.0
Majority class 64.6 33.2/50.0/39.2
KV (class name) 64.6 57.3/50.1/39.8
KV (X-Class) 67.0 76.9/53.6/47.0
Zero-shot PET 49.2 66.7/59.9/47.3
WESTCLASS 77.8 77.8/80.4/77.3
LOTClass 63.2 71.3/70.2/63.2
X-Class 96.2 96.9/94.9/95.8
X-ClassAgree 96.6 97.5/95.2/96.2

SBIC Dataset
Model Acc P/R/F1

SVM 90.7 93.2/82.5/86.7
BERT 95.7 94.2/95.1/94.6
Majority class 26.9 4.5/16.7/7.1
KV (class name) 57.7 85.2/39.7/41.9
KV (X-Class) 55.2 47.8/45.1/40.8
Zero-shot PET 35.1 38.4/21.6/15.8
WESTCLASS 36.4 35.9/34.5/29.9
LOTClass 54.2 29.2/29.3/27.5
X-Class 79.8 74.0/81.8/74.8
X-ClassAgree 81.4 76.1/85.3/76.6

Table 4: In-Dataset performance of various models.
We highlight the best performances of supervised and
weakly-supervised methods in bold.

within the same category. Using X-Class keywords
improved keyword voting’s recall by 3.5% and
5.4% on the two datasets. However, the precision
dropped significantly on the SBIC dataset, likely
due to the noisier keywords.

WESTCLASS performs superior to keyword vot-
ing baselines on the Waseem dataset, primarily due
to its high recall of the “Racist” category. This
demonstrates the advantage of semantic represen-
tation in neural models. However, its performance
pales on the SBIC dataset, revealing its weakness in
handling more complex cases that involve class im-
balance and overlapping, which has been discussed
in Wang et al. (2021) and Jin et al. (2022). LOT-
Class demonstrates a similar trend, but performs
worse on both datasets.11 We analyze the pseudo-
labeling accuracy of weakly-supervised baselines
and X-Class in Appendix C.

Comparing X-Class and X-ClassAgree, we can
see that our modification consistently improved the
performance.
Cross-Dataset Classification. We conduct cross-
dataset classification using the strongest supervised
and weakly-supervised models and show the result
in Table 5. Note that for the “Waseem→ SBIC”
setting, we cannot create a category mapping since
the target dataset has more fine-grained categories.
Therefore, supervised methods and X-Class using
category mapping to post-process the predictions
are not applicable.

When we train BERT and X-Class using only
source-dataset documents, they both perform worse
on the target dataset than the in-dataset results in Ta-
ble 4. The performance drop is smaller for “SBIC
→Waseem”, likely because the SBIC dataset con-
tains representative posts for the Waseem cate-
gories.

Surprisingly, retraining the models using the tar-
get taxonomy does not outperform post-processing
using category mapping. However, when a cate-
gory mapping is unavailable (as in the “Waseem→
SBIC” case), retraining a weakly-supervised clas-
sifier using the target taxonomy is the only option
for cross-dataset classification without manually
annotating more data.

An advantage of weakly-supervised methods is
that they can utilize unlabeled documents from the
target dataset when they are available. Although
X-ClassAgree still underperforms BERT when both

11LOTClass has a higher accuracy on SBIC dataset because
it predicts the vast majority of the documents to the most
frequent categories “Women” and “Black”.
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SBIC→Waseem
Model Acc P/R/F1

BERT (post-process) 93.6 92.4/94.7/93.2
BERT (retrain) 93.6 92.4/94.2/93.2
X-Class (post-process) 91.6 93.5/88.5/90.3
X-Class (retrain) 84.4 89.9/78.1/80.6
X-ClassAgree (post-process) 92.8 94.5/90.1/91.8
X-ClassAgree (retrain) 92.6 93.4/90.4/91.6

Waseem→ SBIC
Model Acc P/R/F1

X-Class (retrain) 60.7 61.3/59.8/54.5
X-ClassAgree (retrain) 69.8 62.7/62.2/58.3

Table 5: Cross-dataset performance of BERT and X-
Class. Both models are trained using source dataset doc-
uments and tested on the target dataset. We highlight the
best performances of supervised and weakly-supervised
methods in bold.

are trained using the source dataset in the “SBIC
→Waseem” experiment, it surpasses BERT by 3%
in both accuracy and macro F1 score when using
unlabeled target-dataset documents 12.

Again, X-ClassAgree outperforms X-Class in all
cases. Subsequently, we use X-Class to refer to
X-ClassAgree for brevity.

4.5 Analysis: What Makes Cross-Dataset
Classification Challenging?

As shown in Table 5, X-Class’s performance
dropped significantly in the “Waseem → SBIC”
cross-dataset setting compared to the use of the
SBIC training set. In this section, we try to uncover
the causes of the performance drop.

We first plot the per-category F1 score in Fig-
ure 1. We can see that the cross-dataset model
achieved comparable performance as the in-dataset
model for the four categories {Jewish, Muslim,
Women, Black}. However, it failed in the two cate-
gories {Asian, LGBT}.
Relevant unlabeled documents. Although the
Waseem dataset is labeled using a more coarse-
grained taxonomy, it may contain documents rele-
vant to some (but not all) fine-grained SBIC cate-
gories. Weak supervision usually pseudo-labels the
unlabeled dataset to train a final classifier. There-
fore, it will likely fail when documents related to
a particular category are absent in the unlabeled
dataset. We count the frequency of documents con-

12We can train weakly-supervised models using unlabeled
target dataset, which is equivalent to the in-dataset setting (the
X-ClassAgree row in Table 4).

Figure 1: Comparing cross-dataset and in-dataset F1

score of X-Class on the SBIC dataset.

taining each category name in both datasets and
present the results in Table 6.

Class Seed Waseem % SBIC %
Sexist sexist 21.83% 2.70%
Racist racist 0.67% 1.12%
Women women 11.94% 9.21%
Black black 0.63% 22.6%
Jewish jewish 0.51% 2.00%
LGBT gay 0.59% 2.95%
Muslim muslim 10.40% 3.22%
Asian asian 0.08% 1.71%

Table 6: Frequency of each category name appearing in
the Waseem and SBIC training datasets.

We can observe that the “Asian” category (from
the SBIC dataset) is severely under-represented in
the Waseem dataset. The word “Asian” occurs only
4 times, all in the context of “Asian women/girls”.

Waseem and Hovy (2016) conducted a lexical
analysis and showed that their “Sexist” category is
highly skewed towards women, and their “Racist”
category is highly skewed towards Muslims and
Jews.13 Coincidentally, these categories also per-
form the best in the “Waseem→ SBIC” setting.
Category understanding. Jin et al. (2021) ar-
gued that weakly-supervised classification and key-
word mining are intrinsically related. The failure to
identify relevant keywords will harm the category
representation and, thus, the classification accu-
racy. Appendix A presents the full list of keywords
X-Class added to the category representations in
both in-dataset and cross-dataset settings.

A general observation is that X-Class tends to
include fewer keywords in its category representa-
tion in the cross-dataset setting. Recall that it stops

13Although the term “Jewish” has a low frequency, “Jews”
appears in the ten most frequent terms of the “Racist” category.
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Model
SBIC→Waseem Waseem→ SBIC

Acc P/P/F1 Acc P/R/F1

X-Class (src data & src category repr) 92.6 93.4/90.4/91.6 69.8 62.7/62.2/.58.3
X-Class (src data & tgt category repr) 93.4 92.2/94.0/92.9 75.1 65.2/55.5/57.8
X-Class (tgt data & tgt category repr) 96.6 97.5/95.2/96.2 81.4 76.1/85.3/76.6

Table 7: Cross-dataset performance of X-Class using different unlabeled datasets and category representations.

adding keywords once the consistency check is vi-
olated. We hypothesize that the mismatch between
the dataset and the taxonomy caused the mined
keywords to be noisier and more likely to fail the
consistency check.

The four categories that perform the best in
both in-dataset and out-dataset settings also contain
better-quality keywords. In contrast, the “Asian”
category’s keyword in the cross-dataset setting is
entirely off-topic due to its rare occurrence and col-
location with words like “women” or “girls”. The
“LGBT” category contains many vulgar keywords
with sexual references, which caused it to confuse
with the “Women” category.

Class definition vs. dataset. Previous studies
tried to explain why HS classification models gen-
eralize poorly across datasets, the most frequently
cited reasons being the lack of a standardized def-
inition of hate speech (Waseem and Hovy, 2016;
Fortuna et al., 2020, 2021) and biased data dis-
tribution (Swamy et al., 2019; Yin and Zubiaga,
2021; Fortuna et al., 2022). It prompts us to won-
der what if we apply the exact class definition to
different datasets or annotate the same dataset us-
ing different class definitions. Unfortunately, man-
ual hate speech annotation is time-consuming and
very challenging. Waseem (2016) and Caselli et al.
(2020) are among the few studies that re-annotated
a dataset, providing quantitative analysis or com-
paring the models’ performance. However, such
studies focus on a single dataset only. Moreover,
the annotation is usually a one-shot effort, influ-
enced by multiple factors related to the annotation
task setup and knowledge of annotators. There is
no way to assess how much of the performance
drop is due to incompatible class definitions and
the data distribution separately.

In weakly-supervised models, we can interpret
the category representation (and associated key-
words) as the class definition. Therefore, the class
definition for the same taxonomy may differ de-
pending on the dataset used to derive the category
representation. Furthermore, we can approximate

annotating a dataset with a different class definition
by altering the category representation.

We designed an ablation study to train X-Class
models using different combinations of datasets
and class definitions. In Table 7, we present the
results of three configurations in this study:14 1)
Using source-dataset documents and category rep-
resentations derived from the source dataset (“X-
ClassAgree retrain” in Table 5); 2) Using source-
dataset documents and category representations
derived from the target dataset; 3) Using target-
dataset documents and category representations de-
rived from the target dataset (“X-ClassAgree” in
Table 4).

X-Class’s cross-dataset performance substan-
tially improved when provided with the category
representation derived from the target dataset.15

Only one factor is altered (either the category repre-
sentation or the unlabeled training dataset) between
the rows in Table 7. Therefore, we can conclude
that the performance difference between rows #1
and #2 is due to different class definitions, while
the performance difference between rows #2 and
#3 is due to different data distributions.

5 Conclusions and Future Work

We applied extremely weakly-supervised methods
to HS classification. We analyzed the transferabil-
ity of HS classification models through comprehen-
sive in-dataset and cross-dataset experiments and
confirmed that weakly-supervised classification has
several advantages over the traditional supervised
classification paradigm. First, we can apply the
algorithm across various HS datasets and domains
with taxonomies that cannot be standardized us-
ing category mapping. Second, weakly-supervised
models can readily utilize unlabeled documents in

14All experiments use the target taxonomy, and all docu-
ments are unlabeled.

15Its average recall in the “Waseem → SBIC” experiment
decreased sharply mainly because the category representation
for the “Asian” category is far from the document representa-
tion (the Waseem dataset does not contain documents related
to “Asian”). The model did not predict any document as
“Asian”.
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the target domain and do not suffer from domain
mismatch problems. Lastly, weak supervision al-
lows us to “reannotate” a labeled dataset using a
different class definition to facilitate cross-dataset
comparison, which was previously possible only at
the cost of expensive manual annotation.

The presented work is only the beginning of
applying weak supervision to HS detection. We can
utilize richer category representations than bag-of-
keywords. However, such representations should
be derived in an unsupervised or weakly-supervised
manner to avoid depending on manually labeled
datasets. A promising approach in this direction is
(Shvets et al., 2021), which extracts HS targets and
aspects relying on open-domain concept extraction.

Lastly, we can study how well the model can gen-
eralize to previously unknown categories, a more
challenging task often known as zero-shot classifi-
cation (Yin et al., 2019) or open-world classifica-
tion (Shu et al., 2017).

Limitations

This study utilizes a monolingual pre-trained lan-
guage model (PLM) in the English language
(bert-base-uncased). Although the weakly-
supervised classification methods are not limited to
a particular language, we have not explored apply-
ing the method to another language. Social media
language use may differ significantly from the data
used to train the PLM. Moreover, the presence of
code-switching (Doğruöz et al., 2021) may also de-
grade a monolingual PLM’s performance. We ex-
plored a RoBERTa checkpoint continually trained
with 60M English tweets (Barbieri et al., 2020).16

However, it does not yield better performance than
BERT. We have not investigated whether it is due
to the training regime or the dataset.

Moreover, in this work, we focus on classifying
hate speech (HS) categories/target groups instead
of HS detection (detecting whether a post contains
hate speech or not). To perform hate detection and
classification, we can either combine our method
with another HS detection model in a pipeline or
use an adaptation of weakly-supervised text classi-
fication incorporating the “Others” category such
as Li et al. (2018) or Li et al. (2021).

Due to limited space, we prioritized in-depth
analysis instead of a comprehensive evaluation.
Therefore, we selected only two datasets (and two-

16https://huggingface.co/cardiffnlp/
twitter-roberta-base

way cross-dataset classification). We are working
in parallel on extending this work to a longer-form
journal article to cover more datasets and experi-
mental results.

Recent work on large language models (LLMs)
demonstrated that when the parameters scale
to a certain level, language models exhibit a
drastically-increased performance in zero-shot
classification (Zhao et al., 2023). We re-
ported the performance of a moderately-sized
bert-large-uncased zero-shot model because of
limited computational resources and lack of access
to commercial APIs. Larger language models will
likely perform much better than this baseline.

Lastly, understanding HS sometimes requires
cultural understanding or background knowledge.
It may be difficult to determine the presence and
category of HS when we take the post out of its con-
text. For example, many “Sexist” posts in Waseem
dataset are tweets related to the Australian TV show
My Kitchen Rules (MKR), and below is a tweet la-
beled as “Sexist”:

Everyone else, despite our commentary,
has fought hard too. It’s not just you, Kat.
#mkr

Ethics Considerations

Although weak supervision requires only unlabeled
documents, we demonstrated that the model might
fail when the training dataset does not contain data
related to a particular category or target group. It
is especially concerning because the target groups
are often minorities and under-represented. There-
fore, we recommend against “throwing” a weakly-
supervised algorithm on a dataset and hope the
model will work. Instead, we should evaluate a
model thoroughly before applying it to the real
world, such as manually examining the model’s
predictions, behavioral testing the model using a
checklist (Ribeiro et al., 2020) or conducting unsu-
pervised error estimation (Jin et al., 2021).
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A Full List of Keywords in X-Class’s
Category Representation

Table 9 shows the list of keywords in X-Class’s
category representation in the in-dataset setting (us-
ing the unlabeled documents and list of categories
from the same dataset). Table 10 shows the list
of keywords in X-Class’s category representation
in the cross-dataset setting (using the unlabeled
Waseem dataset documents to induce category rep-
resentations of SBIC dataset categories and vice
versa).

B Reproducibility

Table 11 presents the hyper-parameters and their
corresponding values to facilitate reproducing our
result.

We use the bert-large-uncased model in Hug-
gingFace as the base pre-trained language model
for the zero-shot PET baseline. PET combines a
pattern (or prompt/instruction) with the input text
and prompts the model to predict the mask token.
Unlike open-ended prompting, PET uses a list of
hand-crafted verbalizers (candidate tokens). It clas-
sifies documents by assigning the category whose
associated verbalizer receives the highest predicted
probability. PET-style classification is especially
beneficial for smaller PLMs, which do not possess
a strong capability of instruction following (Schick
and Schütze, 2021b; Ouyang et al., 2022).

We hand-crafted patterns and verbalizers based
on our understanding of the tasks (without
fine-tuning). For Waseem dataset, we use
the pattern “<text> This hate speech is based
on <mask>” (verbalizers: gender/race), and
for SBIC dataset “<text> The target group
of this hate speech is <mask>” (verbalizers:
women/black/Jews/gay/Muslims/Asian).

C Pseudo-Labeling

Being able to accurately pseudo-label documents
is crucial to the success of weak supervision. We
report the accuracy of pseudo-labeling by various
weakly-supervised methods in Table 8.

We can see that the accuracy of pseudo-labeled
documents is consistent with the model’s perfor-
mance on the test dataset (Table 4). Moreover,
LOTClass and X-Class use the same underlying
pre-trained language model (bert-base-uncased)
in their final classifier, while WESTCLASS uses a
more traditional convolutional neural networks ar-
chitecture (Kim, 2014). The data pseudo-labeled by
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Dataset (Method) Acc P/R/F1

Waseem 99.1 98.4/99.2/98.9
- WESTCLASS 77.8 77.9/80.1/77.4
- LOTClass 64.4 72.7/70.9/64.3
SBIC 93.0 89.1/92.8/91.1
- WESTCLASS 35.4 34.8/35.6/29.9
- LOTClass 51.8 32.4/26.3/24.5
SBIC→Waseem 91.2 92.1/90.9/91.0

Table 8: Pseudo-labeled dataset accuracy calculated
against the gold-standard labels. The default method
is X-Class unless otherwise specified. For the “SBIC
→ Waseem” setting, we use the category mapping in
Table 1 to derive the gold labels. We omit the “Waseem
→ SBIC” setting because we do not have gold labels.

X-Class is substantially more accurate than the two
baselines in both datasets. Comparing Table 8 and
Table 4, we can observe that the pseudo-labeling
accuracy has a more significant impact on the final
classifier’s accuracy than the model architecture.

We provide randomly sampled pseudo-labeled
documents by X-Class in Table 12 (in-dataset) and
Table 13 (cross-dataset). In general, the SBIC
dataset contains more diverse and nuanced data.
On the other hand, the Waseem dataset sometimes
contains trivial slurs like “... I’m not sexist ...”.
The samples in the cross-dataset setting revealed
that X-Class tends to wrongly categorize original
“Sexist” posts in the Waseem dataset (which mainly
target women) as “LGBT” and “Asian”.
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Class Keywords
Sexist sexist sexism misogynist sl*ts sl*t hypocrisy bigotry c*nts hypocrite bigoted pedophile

filth c*nt phony barbarity scum bigot genocidal barbaric raping bitchy bigots rapist
rapists blasphemy feminists mongering apostacy delusional trashy bimbos a*sholes skank
retarded idiotic morons illiterate behead being sexual gays extremists sex islamophobia
apostates whining self islamofascists beheads b*tches rape dudes beheading s*cking an
enslave pure up common of a sassy vandaliser gender by feminist

Racist racist racists racism naziphobia fascist oppression hateful hatred semitic imperialist
hating race imperialism genocide inhuman vile ideology violent murderous violence
anti nazism vileness brutal propaganda nazis terrorist filthy disgusting radical murdering
terrorists hate abuse attacking islamists islamolunatic islamolunatics minority murderers
domination jihad terrorism islamist westerners evil killing attack against hated atheists
political terror murder culture minorities religious lunatics human conspiracy population
hatewatch killings secular religion force cult

Women women woman female females girls ladies ch*cks wives men feminist lady girl chick
feminists feminine males male gender feminism whores blonde virgins bitches guys
hookers prostitutes sl*ts mens wh*re sl*t b*tch p*ssy prostitute virgin couples d*cks
breast moms c*nts girlfriend wife sisters dudes attractive sexy betas partners she her
beautiful genders lovers normies mothers boys man chads adult couple them fathers
mensrights normie assholes they body someone bodies looking v*ginas loser dyk*y
sister ones femaloid self mate material raped hooker

Black black white colored blacks whites n*gro african negroes negros racial race racist races
minorities color africans n*groids minority n*groid racism mixed brown n*ggers skinned
blackman slaves peoples ghetto discrimination n*gger people whitey africa red yellow
dark savages individuals civil poor disabled blind gorillas savage human folk nonwhite
left lynching slavery diversity worthless folks south gorilla majority violent dirty green
cotton slave

Jewish jewish jews jew synagogue rabbi israel zionist semitic holocaust kosher auschwitz nazi
goyim german aryan germans nazis ethiopian germany hitler concentration ash

LGBT gay homosexual gays homosexuals homosexuality lesbian lesbians queer transgender
homophobic sexuality sexual h*mo queers transgenders masculine sexism sexist trans
sex sexually straight dating anal dyke dykes penis marriage rape erection pubic openly pe-
dophile porn nude hiv aids raping interracial relationships relationship genitals boyfriends
pedophilia objectifying bi std naked d*ck cocks date misogynist misogyny threesome
masturbating shaming stoned v*gina assault bestiality c*nt f*cks rapist genital hot c*ck

Muslim muslim muslims islamic islam mosque mosques arabic quran arab muhammad mo-
hammed shia prophet religion terrorists christian religious allah saudi christians terrorist
pakistani arabia ali terrorism pakistan prophets bombers isis syria al qaeda banislam
radical camels mass bomber bombing church refugees iran suicide iraq middle faith
mosul abdul converted jesus akbar military bomb nations militant pray god kkk militia
attacks bible propaganda attack

Asian asian asians chinese oriental korean japanese american vietnamese indian ethnic mexican
americans english latina china eastern foreign exotic european koreans pacific russian
north indians spanish russians thai east korea japan country america french cultural
western irish countries cuban international nigerian chinaman culture british primitive
aged ape inner refugee alien older states europe united animal fat nationality usa russia
armed old ignorant special city iq traitor eating animals hungarian food intelligent
modern state vietnam rice

Table 9: Full list of keywords in X-Class’s category representation mined from in-dataset setting.
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Class Keywords
Sexist sexist sexism homophobic misogyny misogynist hypocrisy sl*ts sl*t c*nts sl*tty degen-

erate pedophile pedophilia lesbians sexual masculinity bestiality stereotypical shaming
whores feminists masturbating mutilation trashy objectifying homosexuals sexually pa-
triarchy misandry raping c*nt rapist hypocritical gays discriminated genital degeneracy
unoriginal a*sholes retarded queers virgins disgusting cannibalism self kinky barbarity
promiscuity genitals f*cks rape

Racist racist racism racial discrimination race ethnic races blacks black colored white whites
n*gro african negroes minority asians minorities oppression diversity negros ghetto
n*groid n*groids mixed cultural peoples africans n*ggers color semitic americans amer-
ican culture asian individuals people savages savage violence slavery n*gger mixing
transgenders mass skinned worthless queer slaves

Women women woman female females ladies girls feminine feminist feminists feminism wom-
ens gender male men girl lady ch*cks blonde blondes males femininity mens wives
guys ch*ck wife yesallwomen b*tches daughters her she stars b*tchy girlfriend body
b*tch sister feminismisawful announcers promogirls sportscasters bodies models they
themselves refs ones them couples someone diva their sjw mother

Black black white blacks whites racists racist race minorities minority racism africans oppressed
americans oppression people population human

Jewish jewish jews jew judaism israel palestinian zionist palestinians israelis israeli palestine
semitic semitism hamas gaza holocaust nazis nazi egyptians

LGBT gay gays sexual sex sexism sexists sexist rape raping misogynist rapists reproductive
misogyny pedophile rapist genitals sl*ts sl*t raped c*nts assault dudes masculinity porn
boys shaming c*nt hypocrisy v*gina bigotry rapes bigoted hypocrites hateful haters
stereotype openly bimbos wh*re abuse misandrist

Muslim muslim muslims islamic islam islamist sunni religious islamists jihadi jihadis arab
arabs mosques shia quran jihad religion muhammad mohammed taqiyya allah terrorist
terrorists prophet believers religions christian hadiths sharia baghdadi secular caliphate
hadith saudis saudi pakistani imam christians terrorism islamolunatics isis islamofascists
arabian arabia umar extremists hindus pakistan taquiyya medina qurans mullah sunnah
westerners

Asian asian intelligent attractive ignorant young pretty dumb hot rich fat ugly stupid smart
tough looking crazy insane blond selfish common brainwashed correct biased clever
annoying childish being most hating seeing old beautiful terrible killer self innocent
a everydaysexism friendly average ridiculous idiotic extremely poor good bad flawed
decent great low simple nice an legit out safe trash doing useless awful corrupt funny
sick strong other known working many making best no

Table 10: Full list of keywords in X-Class’s category representation mined from cross-dataset setting.
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Hyper-parameter Value Description
random_seed 42 The fixed random seed. Used to split the dataset and initial-

ize parameters.
lm_ckp bert-base-uncased The pre-trained language model checkpoint used to derive

document representations.
clf_ckp bert-base-uncased The pre-trained language model checkpoint used to fine-

tune the final classifier. Used in both supervised and
weakly-supervised settings.

min_freq 5 Minimum frequency of a word to be included in the vocab-
ulary.

T 100 Maximum terms to include in the category representation.
cluster_method gmm Method to perform document class alignment in X-Class.

We use the default Gaussian Mixture Model with tied co-
variance.

pca_dim 64 Dimension of principal component analysis before perform-
ing clustering.

conf_threshold 0.5 The percentage of most confident documents assigned by
GMM to include in the pseudo-labeled training set.

max_len∗ 64 The maximum number of tokens of the input posts. Input
longer than it will be truncated.

batch_size‡ 64 The training batch size.
n_epochs‡ 6 The number of training epochs.
learning_rate‡ 2e-5
weight_decay‡ 0.05
lr_schedule† cosine w/ warmup Learning rate schedule. Cosine learning rate schedule with

1/3 steps warm-up.

Table 11: Full list of hyper-parameters. The first block is hyper-parameters related to X-Class. The second block is
hyper-parameters related to the classifier fine-tuning. * denotes values set based on data analysis. ‡ denotes values
set by manual hyperparameter tuning. † denotes values chosen based on our experience but are not tuned. All the
rest of the parameters default from the X-Class repo.
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Class Posts Correct?
Sexist AbuserDynamics Girls should count themselves lucky if they got a guy that

still shouts when his mad, means he cares
✓

I have a stupid man crush on Lloyd and I can’t help it. mkr2015 mkr sexylloy-
dmkr

✓

RT This lady is a terrible official. Not because she’s a lady though. I’m not
sexist. But because she’s a stupid b*tch. Cavs

✓

Racist RT CNN reports on the murders of homosexuals by the Islamic State, but the
problem isn t just ISIS, it s Islam

✓

Yes, there is even more rape in Muslim countries but it is not reported. ✓
For example, the Quran says leaving Islam is not accepted. The Hadiths say
kill anyone who leaves.

✓

Women Molly make b*tches crazy ✓
The emoji I use when I’m flirting wit b*tches gt ✓
Rule number two don’t trust nobody especially a b*tch with a hookers body ✓

Black It’s funny when u get a black female mad they start acting ghetto then a b*tch ✓
White bitches be lovin da colored men ✗

Those ratchet broads don’t represent me but YOUR white a*s can’t talk trash
about them ’cause you on racist sh*t “Black”’

✓

Jewish What was the Jewish pirate’s nickname? Hooknose. ✓
Do you know why do Jewish kids wait behind the chimney? Because they’re
waiting for their parents .

✓

Why do Jews hate a*sholes? The can’t stand gas chambers. ✓
LGBT Any man even considering plastic surgery is gay gay gay imagine ya boy say

“I’d get more hoes then u after I get these new lips”
✓

do it i f*cking dare you f*ggot ✓
What do you call a gay drive by? A fruit roll up. ✓

Muslim RT Fuck Islam you pigfucking trash troll. ✓
Bomb your house, Then f*ck your b*tch. All hail Al Qaeda ✓
What did the Muslim say after eating a bacon sandwich? That’s the way Allah
Allah I like it.

✓

Asian My economics professor just called these asians retards ✓
Korean idols are perfectly handsome, cute, funny, stylish, hot, know how to
dance, have a wonderful voices.

✗

The Stock Exchange I like the NYSE just like the Ethiopian population count.
Going down faster than ever.

✗

Table 12: Randomly sampled pseudo-labeled examples for each category in the in-dataset setting.
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Class Posts Correct?
Sexist on sale a*s hoes ✓

Molly make b*tches crazy ✓
This n*ggga said I be branding b*tches ✗

Racist RT Wow the stupid n*gger in LeBron really came out there ✓
My Moor friends,no not black friends,but Moor friends said N*gger came
from Nigeria...You are so lost..Stop tagging me...

✓

RT Remember the “yellow badge” Nazis used? Israel is making Muslim
women carry a yellow badge order to pray in Al Aqsa. h

✓

Women RT I’m no sexist but the last thing I wanna read about is women’s, football or
cricket on the sky sports news app! controve

✓

RT Then I guess Feminism is just a sideshow as much as WWE wrestling in
general.. Irony is off the c

✓

Are you even a real person? I’m not sexist. But Men are superior to women ✓
Black Can’t forget it...never heard about it... ✗

...with a flat face. The nose a bay window. ✗

But look at the reality disconnect. Burak says he is for freedom and against
all slavery while at the ...

✓

Jewish Max Blumenthal is bad mouthing you. Not enough room at the top for all the
self genocidal Jews. Israel Palestine

✓

The job Mohammed set Muslims is not done while Israel exists. ✓
The Jews of Europe should just come to the US. Then the Europeans can allow
Islam to take them backwards.

✓

LGBT RT I’m not sexist but right now I hate girls !!!! ✗

RT This is not sexist but I want to punch both of the girls from broad city
workaholics

✗

RT This is why girls don’t play football. Someone’s feelings get hurt and
boom, it’s out of hand. Go ahead and call me sexist,

✗

Muslim You didn’t recognize the irony of me using your method because you are an
ignorant Muslim.

✓

And you lie again. The majority of Muslims were forced into it. ✓
RT Arab slave trade 140 to 200 million non Muslim slaves from all colors and
nationalities still happening today!

✓

Asian Someone really needs to get the sniffer dogs onto Kat offherlips MKR ✗

MKR anyone can cook from a can girls. ✗

Kat you don’t look suspicious at all! MKR ✗

Table 13: Randomly sampled pseudo-labeled examples for each category in the cross-dataset setting.
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Abstract

Hate speech detection faces two significant
challenges: 1) the limited availability of la-
beled data and 2) the high variability of hate
speech across different contexts and languages.
Prompting brings a ray of hope to these chal-
lenges. It allows injecting a model with task-
specific knowledge without relying on labeled
data. This paper explores zero-shot learning
with prompting for hate speech detection. We
investigate how well zero-shot learning can de-
tect hate speech in 3 languages with limited
labeled data. We experiment with various large
language models and verbalizers on 8 bench-
mark datasets. Our findings highlight the im-
pact of prompt selection on the results. They
also suggest that prompting, specifically with
recent large language models, can achieve per-
formance comparable to and surpass fine-tuned
models, making it a promising alternative for
under-resourced languages. Our findings high-
light the potential of prompting for hate speech
detection and show how both the prompt and
the model have a significant impact on achiev-
ing more accurate predictions in this task.

1 Introduction
The rising prevalence of online hate speech and its
harmful effects have made hate speech detection a
central task in natural language processing (NLP).
Despite progress, the prevalent supervised learning
approaches encounter significant challenges: many
languages or contexts have little or no labeled data
(Poletto et al., 2021). Hate speech is also subjective
and context-dependent, as it is influenced by factors
such as demographics, social norms, and cultural
backgrounds (Talat and Hovy, 2016).

To overcome these challenges, approaches like
zero-shot learning (ZSL) and prompting of large
language models (LLMs) have emerged.1 Both

1Note that ZSL could be used with various models,
whereas prompting is specific to LLMs. Here, we use ZSL
to prompt LLMs without additional labeled examples in the
prompt (few-shot learning), but only the target sentence.

use a template to process the original text and the
class labels as verbalizers. This approach lever-
ages the LLM’s knowledge to predict the like-
lihood of the (class) verbalizers in the template.
These verbalizers guide the model’s understanding
of a specific task. For binary hate speech detec-
tion, the template might be “<text>. This text
is <verbalizer>”, where <verbalizer> can be
“hateful” or “non-hateful”. For the input, “I
hate you. This text is”, the LLM should associate
a higher likelihood with the verbalizer completion
“hateful”. By picking the more likely comple-
tion, this approach requires no training data. It
has shown promising results in various NLP ap-
plications (Zhao et al., 2023; Su et al., 2022; Wei
et al., 2022; Brown et al., 2020).However, to date,
its effectiveness for hate speech detection remains
largely unexplored.

We comprehensively evaluate ZSL with prompt-
ing for hate speech detection to better understand
its capabilities. The choice of appropriate verbaliz-
ers is a key factor in the effectiveness of prompting
(Plaza-del-Arco et al., 2022; Liu et al., 2023). To
this end, we systematically compare various ver-
balizers across multiple models. We evaluate the
performance of conventional transformer models
and more recent instruction fine-tuned LLMs on 8
benchmark datasets to assess their robustness. Fur-
thermore, we test our approach on two languages
with limited labeled data (Italian and Spanish). Our
results show that ZSL with prompting matches or
surpasses the performance of fine-tuned models,
particularly in instruction fine-tuned models.

Contributions 1) We investigate the effective-
ness of ZSL with prompting for hate speech detec-
tion 2) We conduct a systematic exploration and
comparison of various verbalizers across 5 models
3) We extend our investigation to two languages
with limited labeled data. Our code is publicly
available at https://github.com/MilaNLProc/
prompting_hate_speech.
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2 Datasets
We compare our results on 8 benchmark datasets
using binary classification. See Table 1 for details.
They differ in terms of size, corpus source, and
labels. More details are in Appendix A.

Dataset Size Source

DAVIDSON 24,802 Twitter
DYNABENCH 41,255 Synthetic
GHC 27,665 Gab
HATEVAL 13,000 Twitter
HATEXPLAIN 20,148 Twitter and Gab
MHS 50,000 Youtube, Twitter and Reddit
MLMA 5,647 Twitter
HSHP 16,914 Twitter

Table 1: Datasets used in our experiments.

3 Prompting for Zero-Shot Hate Speech
Classification

We use ZSL with prompting to evaluate the models’
ability to detect hate speech. First, we test various
encoder models to select the best verbalizers. We
then test those verbalizers on recent instruction
fine-tuned LLMs and compare to encoder models.

Encoder-based Language Models For our ex-
periments, we use the following prompt template:
“<text> This text is <verbalizers>”. We then
check the LLM likelihood of hateful and non-
hateful verbalizers and select the most probable
completion as final prediction. We test all 25
possible pairs from the following lists. For hate:
harmful, abusive, offensive, hateful,
toxic, and for non-hate respectful, kind,
polite, neutral, positive.

We compare three different language models:
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), and DeBERTa (He et al., 2020). We use
OpenPrompt (Ding et al., 2022), a standard frame-
work for prompt learning over pre-trained language
models.

Instruction Fine-tuned Language Models We
experiment with recent instruction fine-tuned lan-
guage models. They are fine-tuned on a large set of
varied instructions that use an intuitive description
of the downstream task to answer natural language
prompts. In this approach, we formulate the prompt
template as “Classify this text as <verbnon-hate> or
<verbhate>. <text>. Answer:”, for the verbaliz-
ers (verbnon-hate, verbhate) we consider the best
pair obtained with the encoder models, and for the
prompt models, we use the Fine-tuned Language

Net (FLAN-T5) model (Chung et al., 2022) and
mT0 (Muennighoff et al., 2022). Note that FLAN-
T5 has been trained for toxic language detection.

Baseline We used (1) a RoBERTa model fine-
tuned with supervised training on each hate speech
dataset and (2) the commercial Perspective API.2

4 Results

4.1 Encoder models

Table 2 shows the results of several encoder mod-
els on multiple hate speech detection benchmark
datasets. Overall, the best-performing encoder
model across different datasets is RoBERTaLARGE
obtained the best macro-F1 score in 5 out of
8 datasets. Regarding the verbalizers, the pair
positive and polite yield the best results in
identifying non-hateful speech, while hateful and
toxic prove best for detecting hate speech. This
highlights the need for careful selection of verbal-
izers to achieve optimal performance in this task.

Identifying Best Verbalizers To select the best
pair of verbalizers that work well across models and
datasets for hate speech detection, we averaged the
different performance metrics by model and dataset
across all folds. As shown in Table 3, the best-
performing verbalizer pair is respectful-toxic,
which achieves the highest macro-F1 score of
42.74. The verbalizers most commonly associated
with the non-hate speech class are respectful and
polite, while toxic and hateful are more com-
monly associated with hate speech. We select the
best verbalizer pair (respectful-toxic) to con-
duct additional experiments.

4.2 Encoder vs. Instruction Fine-tuned LLMs

In this section, we compare the results obtained by
prompting the encoder-based models and the in-
struction fine-tuned models. The results are shown
in Table 4. These models are prompted using the
best pair of verbalizers we found in the encoder-
based models, which is respectful-toxic. In
general, the recent models mT0 and FLAN-T5 out-
perform the encoder-based models by a large mar-
gin showing an average improvement of 39.75%
and 65.33% over the encoder models, respectively.
In particular, FLAN-T5 exhibits remarkable per-
formance in detecting hate speech across various
datasets, which can be attributed to its prior fine-
tuning for toxic detection. This suggests that the

2https://www.perspectiveapi.com/
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Dataset Model Verbnon-hate Verbhate F1non-hate F1hate Macro-F1

DAVIDSON RoBERTaLARGE positive hateful 41.38 69.15 55.26
DYNABENCH RoBERTaLARGE positive harmful 52.96 57.36 55.16
GHC RoBERTaLARGE positive hateful 45.03 68.85 56.94
HATEVAL BERTBASE-uncased polite toxic 61.52 58.05 59.78
HATEXPLAIN RoBERTaLARGE polite toxic 24.36 86.23 55.30
MHS RoBERTaLARGE positive hateful 66.91 73.68 70.30
MLMA DeBERTaV3-BASE polite hateful 12.32 93.53 52.93
HSHP RoBERTaBASE positive hateful 73.79 54.64 64.21

Table 2: Class and macro-F1 score of encoder models on different benchmark datasets.

Verb-nh Verb-h F1-nh F1-h Macro-F1

respectful toxic 27.28 58.19 42.74
polite hateful 24.37 59.42 41.89
positive hateful 34.58 48.84 41.71
positive offensive 19.37 63.94 41.66
neutral toxic 31.17 52.11 41.64
respectful hateful 18.60 63.91 41.25
polite toxic 28.30 53.79 41.04

Table 3: Verbalizer pairs across encoder models and
datasets by Macro-F1 score.

knowledge learned from detecting toxic language
is transferable and can be leveraged to improve
hate speech detection in other datasets. In addition,
we conduct a comparison between the supervised
learning upper bound, a fine-tuned RoBERTaBASE
model, and the instruction fine-tuned models in
our ZSL experiments. Our findings show that the
instruction fine-tuned models achieve comparable
performance, and FLAN-T5 even surpasses the
RoBERTaBASE fine-tuned model in some datasets,
such as GHC, HATEXPLAIN, and MLMA. Overall,
the DAVIDSON dataset achieves the highest perfor-
mance among all the datasets, with a macro-F1
score of 83.30. In contrast, the MLMA dataset ob-
tains the lowest macro-F1 score of 54.35, which
is expected given its complexity arising from the
low inter-annotator agreement. Notably, the per-
formance on the HATEVAL dataset (65.38) exhibits
an improvement over the participant results’ mean
(44.84) in the competition (Basile et al., 2019). On
the DYNABENCH dataset, the FLAN-T5 model’s
result (58.08) is similar to that of fine-tuning the
RoBERTaBASE fine-tuned model (61.76), despite
the dataset’s complexity with a large number of
challenging perturbations that make it harder for
models to detect hate speech accurately. Finally,
we compared our approach with Perspective API,
the most popular commercial tool for toxicity detec-
tion. FLAN-T5 is outperforming it in 6 cases out of
8, demonstrating prompting to be a more accurate

solution. While the varying degrees of difficulty
across datasets in hate speech detection is demon-
strated in these results, the potential of instruction
fine-tuned models to achieve state-of-the-art per-
formance on various benchmarks without requiring
fine-tuning on a specific dataset is highlighted. This
insight is especially valuable for subjective tasks
like hate speech, where the complex nature of la-
beling this phenomenon can make it challenging to
find labeled datasets.

5 Results on Multi-Lingual Datasets

We also investigated the effectiveness of ZSL with
prompting in a multilingual context, which is of-
ten more challenging due to the scarcity or un-
availability of data. We present the outcomes
achieved by multilingual models: multilingual
XLM-R (Conneau et al., 2020) as encoder model
and mT0 and FLAN-T5 as instruction fined-tuned
models. The prompt has been written in English
following the same templates presented in Sec-
tion 3 and using the best-performing verbalizer
pair respectful-toxic. We use the experimen-
tal settings adopted in Nozza (2021), comparing
our method with their fine-tuned XLM-R model.
Thus, the dataset comprises English (EN), Spanish
(ES), and Italian (IT). The HatEval (Basile et al.,
2019) shared task dataset on hate speech against
immigrants and women on Twitter is adopted for
English and Spanish. For Italian, two different
corpora proposed for Evalita shared tasks (Caselli
et al., 2018) are considered: the automatic misog-
yny identification challenge (AMI) (Fersini et al.,
2018) for hate speech towards women, and the hate
speech detection shared task on Facebook and Twit-
ter (HaSpeeDe) (Bosco et al., 2018) for hate speech
towards immigrants.

The results are shown in Table 5. Regarding the
ZSL approaches, the instruction fine-tuned mod-
els outperform XLM-R, with FLAN-T5 achieving
the highest macro-F1 score on all languages. The
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Dataset ZSL Prompting API Fine-tuning

RoBERTaB RoBERTaL BERTB DeBERTaB DeBERTaL mT0 FLAN-T5 Perspective API RoBERTaB

DAVIDSON 42.46 40.87 52.33 46.67 25.99 54.46 83.30 79.20 91.28
DYNABENCH 36.68 36.08 45.87 51.38 37.57 54.11 58.08 55.50 61.76
GHC 42.02 41.43 53.13 50.13 35.36 56.07 61.53 62.35 59.59
HATEVAL 31.89 29.90 59.69 55.82 36.68 57.76 65.38 60.77 70.98
HATEXPLAIN 49.38 46.11 48.93 51.67 20.88 56.68 67.11 58.86 60.34
MHS 44.60 36.16 62.23 57.38 43.29 74.70 79.38 87.90 90.50
MLMA 47.90 47.65 49.47 49.10 28.23 44.97 54.35 43.91 47.47
HSHP 27.50 24.77 43.10 44.17 40.37 53.97 64.36 56.30 76.82

Avg.% ↑ — — — — — 39.75 ↑ 65.33 ↑ — —

Table 4: Macro-F1 scores for different models on benchmark datasets using respectful-toxic verbalizer. B = base
model, L = large model. Best model in bold, second-best underlined. Last row shows the average improvement of
Flan-T5 and mT0 over encoder models.

Lang XLM-R mT0 FLAN-T5 Nozza (2021)

EN 29.80 57.85 65.34 41.6
ES 29.42 53.75 62.61 75.2
IT 31.34 43.25 57.29 80.4

Table 5: Macro-F1 scores on different languages. Best
model in bold, second-best underlined.

ZSL models, as expected, did not outperform the
fine-tuned XLM-R. However, the results obtained
from the ZSL models are still considered adequate.
Spanish, in particular, achieves comparable results
with FLAN-T5 to the fine-tuned XLM-R. FLAN-
T5 achieves better results in English because it is
not affected by overfitting issues that arise during
training (Nozza, 2021). These findings suggest
that prompting with instruction fine-tuned LLMs
is a promising method for hate speech detection
in both mono and multilingual settings, without
language-specific fine-tuning.

6 Related Work

Hate speech classification received increased atten-
tion in recent years. Supervised learning methods
are the most common (Poletto et al., 2021; Fortuna
et al., 2022). Among these methods, fine-tuning
transformer-based LLMs emerged as the dominant
paradigm (Plaza-del-Arco et al., 2020; Sarkar et al.,
2021; Singh and Li, 2021; Caselli et al., 2021; Kirk
et al., 2022, inter alia). However, they face sig-
nificant challenges, like the limited availability of
labeled data, especially in languages other than En-
glish (Schmidt and Wiegand, 2017; Fortuna and
Nunes, 2018), and the subjective nature of hate
speech, which varies based on cultural background,
personal experiences, and individual beliefs.

LLMs have led to innovative techniques like
prompting (Liu et al., 2023) that use zero-shot and

few-shot learning paradigms without needing la-
beled data. Recent works have explored these new
techniques for hate speech detection. Chiu et al.
(2021) use the prompts “Is the following text sex-
ist? Answer yes or no” and “Classify the following
texts into racist, sexist, or neither” to detect hate
speech, with GPT-3 showing that LLMs have a
role to play in hate speech detection. Schick et al.
(2021) explore toxicity in LLMs using comparable
prompts to self-diagnose toxicity during the de-
coding. They use the RealToxicityPrompts dataset
(Gehman et al., 2020). (Goldzycher and Schneider,
2022) develop NLI-based zero-shot hate speech
detection approaches using prompts as a hypothe-
sis as proposed by Yin et al. (2019). Their results
outperform fine-tuned models. Our work ZSL for
hate speech classification differs from previous ap-
proaches as follows. (1) We provide a comprehen-
sive evaluation of ZSL with prompting on multiple
benchmark datasets, offering new insights into the
effectiveness of this technique. (2) We explore the
impact of the selection of verbalizers and models
for the task, and (3) we compare the performance
of encoder models with the recent LLMs based on
instruction fine-tuning.

7 Conclusion

This paper presents a comprehensive evaluation of
ZSL with prompting for hate speech classification.
We have compared both encoder and instruction
fine-tuned LLMs. Our experiments across different
benchmark data sets showed that ZSL with prompt-
ing is a promising option to address the challenges
presented in supervised learning systems. However,
it also highlights the importance of carefully select-
ing the model and appropriate verbalizers, as they
can significantly affect performance. Our results
also show that recent LLMs based on instruction
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fine-tuning play an essential role in hate speech de-
tection. Further exploration of prompt formulation
could lead to their continued growth in this area.
Additionally, our multilingual experiments show
that our proposed methods can be applied to other
languages with comparable results.

Future research could investigate the bias pres-
ence (Dixon et al., 2018; Attanasio et al., 2022)
and robustness (Röttger et al., 2021, 2022) of ZSL
prompting for hate speech detection models, also
in multilingual settings.

Limitations
While promising, our work presents limitations
that need to be acknowledged. Firstly, we did not
explore the best verbalizers for instruction fine-
tuned language models, which could have further
enhanced the performance of the models explored
in this study, due to computational cost and the
specific goals of the research. Secondly, we se-
lected benchmark datasets based on their popular-
ity and diversity, which might not be representative
of all possible datasets in hate speech detection.
We also acknowledge that, in addition to the lan-
guages examined in this paper, there are a number
of other languages that may present unique chal-
lenges and characteristics for detecting hate speech.
Our decision as to which languages to include in
the multilingual experiment was based on a direct
comparison with state-of-the-art research. Finally,
we utilized the latest open-source language models
for our experiments, but we did not explore other
recent language models, such as the GPT family,
primarily because they are not open and reason-
ably reproducible3, and therefore the community
may encounter challenges in replicating our results.
These limitations provide directions for future re-
search to improve and expand upon our work.

Ethics Statement
To ensure data privacy and protection, we use pub-
licly available benchmark datasets for hate speech
detection and do not collect any personal or sen-
sitive information. Additionally, we acknowledge
that the detection of hate speech can be a sensi-
tive topic; therefore, we report the results of our
experiments in a responsible and appropriate man-
ner. Lastly, we acknowledge that language models
trained on large datasets have the potential to per-
petuate bias and discrimination, and we strive to

3https://hackingsemantics.xyz/2023/
closed-baselines/

mitigate these risks by carefully selecting and eval-
uating our models and verbalizers to ensure fairness
and impartiality.
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A Dataset Details
Vidgen et al. (2021) (DYNABENCH) introduced a
novel framework for dynamically creating bench-
mark corpora. The task assigned to the annotators
involved identifying adversarial examples, which
are instances that would be classified incorrectly by
the target model and are particularly challenging
to detect. The dataset contains a significant propor-
tion of hateful entries, accounting for 54% of the
dataset.

Kennedy et al. (2020b) (MHS) gathered a large
collection of comments from diverse social media
platforms (YouTube, Twitter, and Reddit). To label
the comments, they used a crowdsourcing platform
where four different ratings were given to each com-
ment. To ensure a comprehensive assessment, the
authors made certain that every annotator evaluated
comments that spanned the entire hate speech scale.
Since the dataset is annotated with a continuous
hate score, we used a threshold set to binarise the
problem: if value < -1 → 0 and if value > 0.5 →
1.

Kennedy et al. (2022) (GHC) presented the Gab
Hate Corpus, a multi-label English dataset of posts
sourced from gab.com, a social networking plat-
form. To label the comments, at least three an-
notators labeled them under one of the following
categories: Call for Violence, Assault on Human
Dignity, or Not Hateful. Following Kennedy et al.
(2020a), we aggregate the first two for obtaining
the hateful class.

Basile et al. (2019) (HATEVAL) created the Hat-
Eval corpus for the HatEval campaign in SemEval.
The dataset consists of tweets that were manually

annotated via crowdsourcing for hate speech. To
collect the tweets, they follow three different strate-
gies: (1) monitoring potential victims of hate ac-
counts, (2) downloading the history of identified
haters, and (3) filtering Twitter streams with key-
words, i.e., words, hashtags, and stems. The corpus
contains a total of 24,802 tweets.

Talat and Hovy (2016) (HSHP) provided a dataset
consisting of 16,914 tweets that were collected us-
ing Twitter’s streaming API and filtered using a
set of hate speech-related keywords related to reli-
gious, sexual, gender, and ethnic minorities. The
tweets were then manually annotated by two anno-
tators for the presence of hate speech.

Davidson et al. (2017) (DAVIDSON) created a
dataset of 24,802 tweets annotated for the pres-
ence of hate speech and offensive language. The
tweets were crawled using keywords related to a
hate speech lexicon. Each tweet was labeled by
three or more people into one of three categories:
hate speech, offensive language, or neither. We
aggregate the first two for obtaining the hateful
class.

Mathew et al. (2021) (HATEXPLAIN) collected
English posts from Twitter and Gab social media
platforms. Afterward, a crowdsourcing platform
was employed to categorize each post into three
categories: hate speech, offensive speech, or nor-
mal speech. In addition to this, the annotators were
tasked with identifying the target communities men-
tioned in the posts, as well as the specific portions
of the post which formed the basis of their labeling
decision. Finally, the majority voting decision was
used to determine the final label. By combining
the hate and offensive targets, the hateful class was
formed. We combine the hate and offensive posts
to obtain the hateful class.

Ousidhoum et al. (2019) (MLMA) presented a
multilingual multi-aspect hate speech dataset com-
prising English, French, and Arabic tweets that en-
compass various targets and hostility types. Each
tweet is labeled by 5 annotators, and then the ma-
jority vote is used to decide the final label. The av-
erage Krippendorff scores for inter-annotator agree-
ment (IAA) are 0.153, 0.244, and 0.202 for English,
French, and Arabic, respectively.

B Implementation Details
We implement the fine-tuned version of
RoBERTaBASE with the following hyperpa-
rameter configuration for training: epochs are set
to 3, batch size to 8, and the number of epochs
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to 3. For the ZSL models, we used the default
hyperparameters presented in Hugging Face. We
fine-tune RoBERTaBASE for three epochs. We
perform 5-fold partitions and report the results on
the test set.

Hugging Face model cars BERTBASE-uncased
4,

RoBERTaBASE
5, RoBERTaLARGE

6,
DeBERTaV3-BASE

7, DeBERTaV3-LARGE
8, XLM-

RoBERTaLARGE
9, mT010, and FLAN-T511.

Computing Infrastructure We run the experi-
ments on one machine with the following charac-
teristics: it is equipped with three NVIDIA RTX
A6000 and has 48GB of RAM.

4https://huggingface.co/bert-base-uncased
5https://huggingface.co/roberta-base
6https://huggingface.co/roberta-large
7https://huggingface.co/microsoft/

deberta-v3-base
8https://huggingface.co/microsoft/

deberta-v3-large
9https://huggingface.co/xlm-roberta-large

10https://huggingface.co/bigscience/mT0-xxl
11https://huggingface.co/google/flan-t5-xl
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Abstract

We present an extensive evaluation of different
fine-tuned models to detect instances of offen-
sive and abusive language in Dutch across three
benchmarks: a standard held-out test, a task-
agnostic functional benchmark, and a dynamic
test set. We also investigate the use of data car-
tography to identify high quality training data.
Our results show a relatively good quality of
the manually annotated data used to train the
models while highlighting some critical weak-
ness. We have also found a good portability of
trained models along the same language phe-
nomena. As for the data cartography, we have
found a positive impact only on the functional
benchmark and when selecting data per anno-
tated dimension rather than using the entire
training material.

1 Introduction

Being able to correctly detect instances of offen-
sive and abusive language plays a pivotal role in
creating safer and more inclusive environments, es-
pecially on Social Media platforms. Since current
methods for these phenomena are based on super-
vised techniques, a pending issue is represented by
the quality of the data used to train the correspond-
ing systems. Standard evaluation methods based
on held-out test sets only provide a partial picture
of the actual robustness of fine-tuned models while
being silent about potential annotators’ bias, topic
and author biases (Wiegand et al., 2019). Recent
work has show that held-out tests may result in
overly optimistic performance estimates which do
not translate into real-world performance (Gorman
and Bedrick, 2019; Søgaard et al., 2021). To get
a realistic performance estimate, models should
be evaluated on out-of-corpus data, i.e. a differ-
ent data distribution but within the same language
variety (Ramponi and Plank, 2020), or even on a
held-out test set from a different but related do-
main. Out-of-corpus evaluation requires the devel-

opment of multiple datasets which can be expen-
sive, time consuming, and, in the case of less- or
poor-resources languages, unfeasible.

A complementary solution is the use of func-
tional tests, i.e., sets of systematically generated
test cases aiming at evaluating in a task-agnostic
methodology trained models (Ribeiro et al., 2020;
Lent et al., 2021; Sai et al., 2021; Röttger et al.,
2021; Manerba and Tonelli, 2021). Functional test-
ing enables more targeted insights and diagnostics
on multiple levels. For instance, the systematic
categorisation as hateful of messages containing a
protected identity term (e.g., “gay”, “trans”, among
others) of a system trained to detect hate speech
against LGBTQIA+ people is an indicator of the
weakness of the model(s) as well as of biases in the
training data.

Although limited in terms of number of datasets
and annotated phenomena, Dutch covers a pecu-
liar position in the language resource panorama: it
has a comprehensively annotated corpus for offen-
sive and abusive language whose standard held-
out test set does not present any overlap with
the training set; it includes a dynamic benchmark
for offensive language, OP-NL (Theodoridis and
Caselli, 2022); and it presents a functional bench-
mark, HATECHEK-NL, that extends MULTILIN-
GUAL HATECHEKCK (Röttger et al., 2022). This
puts us is an optimal position to conduct an exten-
sive benchmarking of different models for offen-
sive and abusive language in Dutch and reflect on
the potential shortcomings of the Dutch Abusive
Language Corpus v2.0 (DALC-V2.0) (Ruitenbeek
et al., 2022). In addition to this, we apply data car-
tography (Swayamdipta et al., 2020) to carve out
different subsets of training materials to investigate
whether this method is valid on DALC-V2.0 to
identify robust and good quality training data.

Our contributions Our major contributions are
the followings: (i) we present and discuss our ex-
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tensions of HATECHEK-NL (Section 2); (ii) we
apply data cartography (Swayamdipta et al., 2020)
to DALC-V2.0 to investigate whether we can iden-
tify robust subsets of training data (Section 3); (iii)
we conduct an extensive evaluation of different sys-
tems based on a monolingual pre-trained language
model, namely BERTje (de Vries et al., 2019),
against multiple test sets (Section 4).1

2 Data

In this section, we present the data we use
to fine-tune and evaluate the models based on
BERTje (de Vries et al., 2019).

DALC-V2.0 DALC-V2.0 contains 11,292 mes-
sages from Twitter in Dutch, covering a time pe-
riod between November 2015 and August 2020.
Messages have been annotated using a multi-layer
annotation scheme compliant with Waseem et al.
(2017) for two dimensions: offensive and abusive
language. Offensive language in DALC-V2.0 is
the same as in Zampieri et al. (2019), i.e., mes-
sages “containing any form of non-acceptable lan-
guage (profanity) or a targeted offence, which can
be veiled or direct”. Abusive language corresponds
to “impolite, harsh, or hurtful language (that may
contain profanities or vulgar language) that result
in a debasement, harassment, threat, or aggression
of an individual or a (social) group, but not neces-
sarily of an entity, an institution, an organisations,
or a concept.” (Caselli et al., 2021, 56–57). Each
dimension is further annotated along two layers:
explicitness and target. The explicitness layer is
used to annotate whether a message is belonging to
the positive category or not. In the former case, the
values explicit (EXP) and implicit (IMP) are used
to distinguish the way the positive category is re-
alised. The target layer is used to annotate towards
who or what the offence, or abuse, is directed to.
Target layers inherit values from Zampieri et al.
(2019), namely individual (IND), group (GRP),
other (OTH).

Here we focus only on the explicitness layer,
considering each dimension separately and jointly.
In particular, when addressing each dimension sep-
arately, we frame the task as a binary classification
by collapsing the explicit and implicit labels either
into OFF and ABU for the offensive and abusive
dimension, respectively. When working on both

1All code, data, and trained models are available via
https://github.com/tommasoc80/DALC

dimensions jointly, we face a multi-class classi-
fication where systems must distinguish between
two positive classes (OFF and ABU) and one neg-
ative (NOT). Table 1 illustrates the distribution of
the data for the dimensions in analysis across the
Train/Dev and standard held-out test splits.

Annotated
Dimension Label Train Dev Test Total

Offensive OFF 2,477 439 867 3,783
NOT 4,340 766 2,403 7,509

Abusive ABU 1,391 243 463 2,097
NOT 5,426 962 2,807 9,195

Offensive & Abusive
OFF 1,086 196 404 1,686
ABU 1,391 243 463 2,097
NOT 4,304 766 2,403 7,473

Table 1: DALC-V2.0 : Distribution of labels (binary
and multi-class settings) in Train, Dev, and official held-
out Test splits for each annotated dimension indepen-
dently and jointly.

Labels are skewed towards the negative class as in
previous work (Basile et al., 2019; Davidson et al.,
2017; Zampieri et al., 2019, 2020). When con-
sidering each dimension separately, the offensive
dimension is larger than the abusive one (approx
33% of the total vs. ≈ 19%, respectively). In the
joint setting, the OFF messages drop to ≈ 15%.
This reflects the definitions of offensive and abu-
sive language and how the two phenomena interact:
abusive language is more specific and subject to a
stricter set of criteria for its identification (e.g., a
target must always be present), resulting in a “spe-
cialized instance” of offensive language (Poletto
et al., 2020). In other words, while every abusive
message is also offensive, the contrary does not
hold. In their analysis of the corpus, the authors
do not report evidence of any specific topic bias
and they state that train and test splits have no over-
lap (Caselli et al., 2021; Ruitenbeek et al., 2022).

HATECHEK-NL HATECHEK-NL extends MUL-
TILINGUAL HATECHEKCK (MHC) (Röttger et al.,
2022). MHC defines hate speech as “abuse that is
targeted at a protected group or at its members for
being a part of that group.” (Röttger et al., 2022,
155). This definition is more specific than the lan-
guage phenomena in DALC-V2.0, although it is
compatible. MHC has 27 common functionalities
for 10 languages, including Dutch, 18 specific for
expressions of hate and nine non-hateful to con-
trast the hateful cases. Each test is realised by a
short text uniquely identifying a gold label (e.g.,
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hateful vs. non-hateful). To massively generate
tests, MHC makes use of templates (Ribeiro et al.,
2020). We have extended the functionalities in
MHC with two extra tests to include the use of re-
claimed slurs and profanities in a non hateful way
(F8, F9). These two functional tests are present in
the original English HATECHECK (Röttger et al.,
2021) but they were excluded from MHC to main-
tain a more homogeneous distribution of functional
tests across all languages. Röttger et al. (2022)
observe that these functionalities have no direct
equivalents in most of the languages in MHC, but
this is not the case for Dutch. For the functionality
F8 (non-hateful homonyms of slurs), we have iden-
tified four slurs that are each aimed at one of the
target identities and have a non-hateful homonym.
For instance, the term “f*****r” is used to refer
to gay men or as a verb meaning flickering of a
light, to fall or to drop something. Reclaimed slurs
(F9) have been partially translated from English,
excluding terms such as “n****r” and “b***h” for
which we have not found evidence of their use in
Dutch nor have we identified corresponding terms.

HATECHEK-NL contains 3,835 functional tests
across the 29 functionalities. A total of 2,640
(68.83%) tests are hateful and 1,195 (31.16%) are
non-hateful, a distribution in line with the original
HATECHECK. An overview of all the function-
alities in HATECHEK-NL is in Table A.1 in Ap-
pendix A. On the basis of the annotated dimensions
in DALC-V2.0, we expect that models trained on
offensive language may overgeneralise the iden-
tification of hateful messages, also for challeng-
ing non-hateful cases (e.g., F8, F9). On the other
hand, we expect models trained on abusive lan-
guage (both in isolation and jointly) to perform
better, although the emphasis on “protected group
and its members” in HATECHEK-NL may present
an extra challenge since no specific protected group
is part of DALC-V2.0.

OP-NL Offend the Politicians Benchmark (OP-
NL) is a dynamic test set composed by 1,500 tweets
collected in March 2021 containing at least one
mention of a Dutch politician from the Tweede
Kamer (i.e., the Dutch House of Representatives).
The messages have been annotated for offensive
language using the same definition of DALC-V2.0,
making OP-NL perfectly compatible and suitable
as a dynamic benchmark. The labels in OP-NL
are distributed as follows: 961 messages (64%)
are not offensive (NOT) and 539 (36%) are offen-

sive (OFF). The ratio between non-offensive and
offensive messages is 1.78 : 1, very close to the
label distribution in DALC-V2.0. In this case,
we expect offensive language models (in isolation
or jointly with abusive language) to obtain good
performances, i.e., in-line with those on DALC-
V2.0 for offensive language. On the contrary, mod-
els trained for abusive language are expected to
struggle, mainly on the recall for the positive class.

3 Experiment settings

We have designed three sets of experiments for
each annotated dimension to fine-tune a mono-
lingual pre-trained language model for Dutch,
BERTje, with varying training splits. All fine-tuned
models are evaluated both on the official DALC-
V2.0 held-out test set, HATECHEK-NL, and OP-
NL. All pre-processing steps and fine-tuning (hy-
per)parameters are detailed in Appendix B for repli-
cability.

The first block of experiment has a standard set-
ting: for each annotated dimension (in isolation
or jointly) we fine-tuned BERTje using all avail-
able training data in DALC-V2.0. We will refer to
these models as standard (std).

For the second block, we use data cartogra-
phy (Swayamdipta et al., 2020). The cartogra-
phy approach uses a model’s confidence in the true
class and the variability of this confidence across
multiple training epochs (i.e., training dynamics) to
identify a subset of training instances that qualify
as more reliable and informative. In this way, it is
possible to train a model using less data and still
achieve state-of-the-art results, if not better. When
plotting statistics from the training dynamics into
a map, they result into a spectrum of data points:
some easy (high-confidence, low variability), some
hard (low-confidence, low variability), and some
ambiguous (mid-range confidence, high variabil-
ity). Previous work (Swayamdipta et al., 2020;
Bhargava et al., 2021) has shown that, in classifi-
cation tasks, the use of ambiguous data points at
training time results in better models than those
obtained when using the entire training split. Our
goal is to test the validity of this method on DALC-
V2.0, a smaller dataset than those where data car-
tography has been successfully applied.

To identify the ambiguous data points, we have
used the training dynamics from the fine-tuned
models from each classification task from DALC-
V2.0. Given its skewed distribution and size, we
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(a) Offensive data map (b) Abusive data map (c) Offensive and abusive data map

Figure 1: DALC-V2.0: data maps from training dynamics for each annotated dimension with BERTje.

Split Dimension Labels Avg. Variability

amb-dim

Offensive OFF 1,192 0.255.089NOT 1,080

Abusive ABU 1,136 0.225.101NOT 1,136

Offensive &
Abusive

OFF 894
0.280.057ABU 714

NOT 664

amb-class

Offensive OFF 1,136 0.123.120NOT 1,136

Abusive ABU 1,136 0.142.131NOT 1,136

Offensive &
Abusive

OFF 757
0.182.115ABU 757

NOT 758

Table 2: Ambiguous train splits per annotated dimen-
sions (amb-dim) or per class per dimension (amb-
class). Numbers in subscript report standard deviations.

have investigated two methods to select the ambigu-
ous data: the first (amb-dim) follows the approach
in Swayamdipta et al. (2020) by retaining 1/3 of the
original training data (i.e., 2,272 examples) corre-
sponding to the top ambiguous cases per annotated
dimension (separately and jointly). The second
(amb-class) independently retains the top ambigu-
ous examples for each class. In particular, we
have carved three training splits of 2,272 examples
where the distribution of instances per class is per-
fectly balanced (50-50 for binary settings, and 1/3
each for the multi-class setting). As the figures in
Table 2 show, the class distribution is less skewed
when compared to the original DALC-V2.0 train-
ing. For the abusive dimension, the distribution of
the labels is perfectly balanced also when using the
amb-dim method. The variability, across all data
selection methods, is not particularly high. How-
ever, we observe a systematic difference between

Split Dimension Labels Avg. Variability

rand-1

Offensive OFF 821 0.114.116NOT 1,451

Abusive ABU 458 0.091.110NOT 1,814

Offensive &
Abusive

OFF 363
0.139.089ABU 458

NOT 1451

rand-2

Offensive OFF 814 0.114.116NOT 1,458

Abusive ABU 458 0.094.112NOT 1,814

Offensive &
Abusive

OFF 356
0.147.097ABU 458

NOT 1,458

rand-3

Offensive OFF 855 0.116.116NOT 1,417

Abusive ABU 476 0.095.112NOT 1,796

Offensive &
Abusive

OFF 379
0.143.087ABU 476

NOT 1,417

Table 3: Random train splits (rdm) per annotated dimen-
sions. Number in subscripts report standard deviations.

the values of the amb-dim and the amb-class data,
with the latter being always lower of ≈ 0.1 points.
Although in both cases the selected data instances
qualifies as “ambiguous”, the relatively low vari-
ability questions their efficacy as more robust train-
ing instances.

Figures 1a, 1b, and 1c illustrate the data maps
of the training examples for the offensive and abu-
sive dimension, separately and jointly. We can
observe a consistent overlap between the easy and
the ambiguous cases which questions the use of the
ambiguous instances as effective training material
from DALC-V2.0. At the same time, we observe
that the hard examples are limited and well clus-
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tered for each dimension separately (Figures 1a and
1b), while this does not hold in the joint case (Fig-
ure 1c). In this case, the overlap between the hard
and the ambiguous instances is larger, indicating,
on one side, that the classification task is more chal-
lenging and, on the other side, that the distinction
among the three classes is less clear than it seems.

The last set of training data has the same size
of the ambiguous data (2,272 instances) but it is
randomly extracted from the original training set
(rand). It is a control to better asses the effec-
tiveness of the data cartography on DALC-V2.0.
Random splits have been sampled three times with
different seeds and no substitution. Table 3 illus-
trates their distribution. In this case, the data are
skewed towards the negative class and their vari-
ability is consistently lower than that of the am-
biguous ones, suggesting that the corresponding
fine-tuned models should obtain worst results.

4 Results

For the analysis of the results we first focus on
DALC-V2.0, and subsequently on HATECHEK-
NL and OP-NL. All fine-tuned models are com-
pared against a baseline. For DALC-V2.0 and OP-
NL, we use a dummy classifier that always assigns
the most frequent class, i.e., NOT; for HATECHEK-
NL, we use a random classifier (balanced for the
hateful and non-hateful class distribution). The
random classifier for HATECHEK-NL represents a
more realistic baseline than a majority label classi-
fier given the nature of the benchmark. Detailed re-
sults for each dataset are illustrated in Appendix C.

DALC-V2.0 Table 4 summarises the results on
DALC-V2.0. All models largely outperform the
baselines. When compared to previous work based
on data cartography (Swayamdipta et al., 2020;
Bhargava et al., 2021), we cannot find the same
trends. Across all annotated dimensions and clas-
sification tasks (binary vs. multi-class), the use of
the full training set (std) returns the best results,
with a macro-F1 of 79.93 for offensive language,
72.33 for abusive language, and 58.90 for the two
dimensions in conjunction. The identification of
offensive and abusive language separately clearly
returns better results than when the two dimensions
are predicted jointly. This confirms the observa-
tions from the data maps (Figure 1c). In this latter
case, the system mostly struggles to distinguish be-
tween the two positive classes. As it appears from
the analysis of the predictions using a confusion

matrix, for the abusive class the largest number of
errors are messages classified as OFF (125 out of
463 instances), while for the offensive class most
of the messages are wrongly classified either as
ABU (137 out 404 instances) or as NOT (159 out
404 instances).

DALC
Train split Offensive Abusive Off. & Abu.

baseline 42.35 46.19 28.24

std 79.93 72.23 58.90

amb-dim 68.85 66.31 43.74
amb-class 77.66 67.21 53.58
rdm 77.641.7 70.701.0 57.261.26

Table 4: Experiments results for each annotated dimen-
sion in DALC-V2.0 against the held-out test sets (per
annotated dimension). Best scores per training split are
marked in bold. Scores correspond to macro-F1. We
report the average and standard deviations for the rdm
splits.

The use of random subsets for training (rdm) is
unexpectedly competitive when compared to the
std split and both ambiguous subsets from the data
maps. A better impact of selecting ambiguous data
per class (amb-class) to generate balanced training
sets is evident for all dimensions. A further unex-
pected behaviour is the better performances of low
variability training sets (i.e., amb-class and rdm).
While the results of the amb-class set may suggest
a different way of selecting robust sub-samples us-
ing data maps, the rdm blocks question the validity
of data maps with small datasets.

When narrowing down the analysis to the dif-
ferences between the reduced training data, we
identify a peculiar behaviour of the data map splits.
In particular, amb-dim and amb-class tend to over-
generalise the positive classes, with higher recall
values at the cost of precision. Given the distri-
bution of the labels (see Table 2), it is difficult to
explain this behaviour in terms of class imbalance.
On the other hand, this effect appears to be directly
related to the use of the data maps. The impression
is that the selected training data for the positive
classes are too “ambiguous” for the system result-
ing in overgeneralisations to the detriment (mainly)
of the negative class. Support in this direction
comes from the results of the rdm splits where
precision and recall are more balanced.

HATECHEK-NL Table 5 reports the perfor-
mances of the trained models on HATECHEK-NL.
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HATECHECK-NL OP-NL
Train Split Offensive Abusive Off. & Abusive Offensive Abusive Off. & Abusive

baseline 57.08 57.08 57.08 39.04 39.04 39.04

std 61.40 60.19 60.94 73.56 57.57 71.85

amb-dim 59.35 62.72 61.22 54.23 63.19 51.83
amb-class 64.52 62.42 63.21 69.91 68.75 66.41
rdm 61.0519.56 55.2820.55 52.7826.96 69.070.83 55.504.28 69.912.51

Table 5: Results of the fine-tuned models against HATECHEK-NL and OP-NL. Best scores per model are in bold.
Scores correspond to Accuracy for HATECHEK-NL and macro-F1 for OP-NL. We report the average and standard
deviation for the rdm splits.

At evaluation time, for the joint model we have
considered valid only the predictions for the ABU
class, with the OFF labels as non-hateful messages.

In general, all fine-tune models outperform the
baseline with the exceptions of the models fine-
tuned on the rdm training data for abusive language
and for offensive and abusive language jointly.

Models fine-tuned on offensive language obtain
a better global accuracy. The sole deviation is repre-
sented by the model fine-tuned using the amb-dim
data (59.35). This is mainly due to an overgen-
eralisation of the positive class in each functional
test due to the broader and encompassing defini-
tion of offensive language. Being HATECHEK-
NLunbalanced for the hateful labels, this gives the
false impression of dealing with better models. To
put things in perspective, consider that the aver-
age accuracy based on the majority label (i.e., all
hateful) would be 68.83% - a score that no fine-
tuned model can beat. Furthermore, these models
fail the majority of the non-hateful functional tests,
as we have predicted: in this cases, the accuracy
ranges from 28.77% for amb-class to 52.57% for
rdm, with only the model fine-tuned on rdm being
above 50% (see also Table C.1). In particular, for
the most challenging non-hateful tests, such as F9
(reclaimed slurs), F11 (not hateful use of profani-
ties), F21 (quotation of hate speech to counteract
hate speech), F23–24 (non hateful messages with
individual or group targets), the accuracy is consis-
tently below 50% across all training splits. At the
same time, this is an indirect positive feedback on
the quality of the annotation for offensive language
in DALC-V2.0: the non-hateful tests may contain
language and expressions that can be perceived as
offensive, and thus are flagged by the models. This
is particular evident with the results for F11 where
accuracy ranges between 15% and 33.67% since
the presence of a profanity is flagged as offensive.

As for the use of abusive language as training,

models have a more balanced behaviour between
the hateful and the non-hateful cases. In particu-
lar, across all non-hateful tests, accuracy ranges
from 36.29% for amb-dim to 65.72% for rdm,
with one extra model, std, being above 50% (see
Table C.2). For the challenging non-hateful tests,
there is only one case where the performance is
consistently below 50% across all training splits,
namely F16 (hate expressed via a question). For
all the other non-hateful tests, the behaviour of the
models is more varied with at least one or two mod-
els achieving results above 50%. To make a direct
comparison with the offensive training splits, on
F9 and F11 only two out four models are below
50% (amb-dim, and amb-class), while on F21
and F23–24, three out of four are below 50% (std,
amb-dim, and amb-class). In addition, the accu-
racy of these models is consistently higher when
compared to their counterparts fine-tuned using of-
fensive language. Again, this provides an indirect
feedback on the quality of the annotated data and
the compatibility of the definition of abusive lan-
guage in DALC-V2.0 with that of hate speech in
HATECHEK-NL. The results for std and rdm on
F9–F11 are particularly relevant. These functional
tests are very useful to assess the generalisation
functionalities of fine-tune models to distinguish
between abusive/hateful content and the mere pres-
ence of slurs or swear words. Although half of the
models achieve a score which is higher than 50%,
there is still room for improvement: the best results
for F9 is only 66.70% (with std) and that for F11
is 62.67 (with rdm).

When focusing on the joint models, the picture
that emerges is more complex than it seems at a
first look. First, the joint models have a lower
overall accuracy. Yet, these are the models that
achieve the best results for all non-hateful tests,
with the accuracy ranging between 47.77% for
amb-class to 76.50% for rdm, and with only one
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model, amb-dim below 50% (see also Table C.3).
While struggling on the positive classes - in a way
that is similar to models fine-tuned on abusive lan-
guage only - the pattern on the non-hateful tests in-
dicates that the presence of an extra dimension (i.e.,
offensive language) seems to improve the overall
precision. Although the behaviour on the DALC-
V2.0 held-out test may suggest that this could be
due by chance rather than robustness, the perfor-
mance on the challenging functionalities F9–F11
cautiously indicates the contrary. Indeed, this is
the only case where only one fine-tuned model has
performance below 50% (amb-class for both tests).
For F11, the best accuracy (70.00% - amb-dim) is
better than that of the models trained on abusive
language only. Further improvements can be seen
for F21 with two models above 50% (amb-dim and
rdm), and F24, with three models (std, amb-dim
and rdm). At the same time, issues persist on other
functionalities. In particular, for F23 we observe a
downgrade of the accuracy when compared to the
abusive language models, and for F16, where all
models are well below the 50% threshold.

A notable difference, when compared to DALC-
V2.0, concerns the behaviour of the data maps train-
ing splits. With the sole exception of the amb-dim
from the offensive dimension, in all the other cases
they help to achieve better results when compared
to the use of the full training set as well as the use
of random training splits. In particular, the selec-
tion of ambiguous data per dimension (amb-dim)
consistently outperforms all other settings, a trend
already observed for DALC-V2.0. Although for
the abusive dimension we observe a better results
for the amb-dim setting, the difference is not sta-
tistically significant.

Focusing on the best models, the use of offensive
data allows the model to achieve 85.50% accuracy
on all hateful tests on average, while it only ob-
tains 76.88% with abusive data and 72.64% for the
joint model. In only two functionalities, namely
F5 (direct threat) and F7 (hateful slurs), the use
of abusive language obtains better results. As for
the joint model, the best results are mainly on the
non-hateful functionalities, namely F19 (use of
protected group identifiers in a positive statement),
F20 (denouncement of hate via quote) and F22
(abuse at objects). The only hateful functionality
where it obtains the best score is F26 (change of
hateful term by eliminating characters).

Finally, it is clear that the annotations in DALC-

V2.0, and consequently the fine-tuned models,
have limits that emerge with HATECHEK-NL while
being hidden by looking at their performances of
the respective DALC-V2.0 test sets. Even the use
of abusive language data, which are the most sim-
ilar to hate speech to fine-tune models, does not
allow to properly pass all the tests. From the analy-
sis of the results of every single functional test, it
appears evident that very good results are obtained
on the easy cases: as soon the expressions of hate
become more subtle or fine-grained, models fine-
tuned on DALC-V2.0, regardless of the training
split and annotated dimension used, fail.

OP-NL Results for OP-NL are also reported on
Table 5. Differently from HATECHEK-NL, we have
converted the prediction for the ABU class of the
joint model into offensive labels.

Like in the previous cases, all fine-tuned mod-
els outperform the baselines. The use of the full
training data (std) results in the best scores only for
the offensive and the joint models, while the model
fine-tuned on abusive language only underperforms.
This is actually a positive result: abusive language
is more specific than its offensive counterpart, and
the lower results further confirm the quality of the
annotated data for each language phenomenon in
DALC-V2.0. On the other hand, the results for the
joint model are quite disappointing. Although com-
petitive with the offensive dimension model, the
results are ≈ 2 points lower. By looking at the dis-
tribution of the errors, we observe that the biggest
sources of errors are offensive messages misclassi-
fied as NOT, a behaviour in-line with what we have
observed when the same model is evaluated against
the DALC-V2.0 held-out test set.

Similarly to the other evaluation settings, the
amd-class data maps for the offensive and abusive
models in isolation obtain competitive results when
compared to the std models. When using the abu-
sive language dimension as training material, the
model fine-tuned with amd-class achieves the best
macro F1 (68.75). Only for the joint model, we
observe better results for the rdm splits. Lastly, the
only model which across all training splits overgen-
eralises the positive class is the joint model. On
the basis of the errors observed in DALC-V2.0 for
this model, it appears that the overgeneralisation
is a consequence of the conversion process of the
labels for offensiveness to make the predictions
compatible with OP-NL.
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5 Discussion

Concerning data maps, we observe inconsistent
behaviours of the fine-tuned models: on DALC-
V2.0, they are unsuccessful while they achieve
either the best performances or very competitive re-
sults on HATECHEK-NL and OP-NL. By analysing
the variability per class across amb-dim, amb-
class, and rdm, we can see that amb-dim is the
data split that contains core ambiguous cases for
all classes, separately and jointly. The ambiguity
for the positive class remain relatively high also in
amb-class, but we observe a drop in the values for
the NOT class (0.096 for offensive language, 0.062
for abusive language, and 0.095 when the two di-
mensions jointly). This means that in the negative
class we mainly have easy examples and relatively
ambiguous cases for the positive classes. A similar
distribution can be observed for the variability for
all rdm splits, where the variability for the negative
class is substantially lower than that of the positive
classes. When compared to our expectations on the
behaviour of the models based on the ambiguous
and the random splits, these observations help to ex-
plain the results of these models. Overall, the use of
ambiguous examples only on the positive class(es)
forces models to pay more attention towards the
challenging cases and “disregard” the contributions
of the easy ones. This confirms our explanation for
the overgeneralisation of the positive class(es). As
for the randomly extracted data (rdm), it appears
that their better performances on DALC-V2.0 is
an effect of the distribution of the training instances
closer to those in the held-out test data. As for the
amb-dim, there is a consistent pattern of underper-
formance across all test data. Rather than issues
in the variability scores, i.e., not very “strong” am-
biguous cases, it appears that the culprit for the low
results should be found in the size of the original
DALC-V2.0 training data which makes it difficult
to identify good ambiguous cases with respect to
the easy (or hard) ones. A similar pattern has been
identified by Richburg and Carpuat (2022) when
applying data cartography to low- and very-low
Machine Translation settings. Furthermore, across
all the test sets, we found that only for HATECHEK-
NL the use of ambiguous training instances leads to
improved out-of-domain performance as reported
by Swayamdipta et al. (2020).

When comparing the results of our models
against the English HATECHECK for a BERT
model fine-tuned on Davidson et al. (2017), the

core set of non-hateful functional tests (i.e., F9,
F20–21, F23–24) are consistently failed in both
languages. Things are quite different for MHC. In
this case, the tested model is fine-tuned by con-
catenating three datasets whose definitions of hate
speech perfectly matches the one adopted in MHC.
While for F9 results are excellent, the model still
struggles for F20–21, F23–242

6 Conclusions and Future Directions

In this paper we have presented an extensive
benchmarking of models fine-tuned with DALC-
V2.0 across three test portions: an internal held-out
test, a functional benchmark, HATECHEK-NL, and
a dynamic test, OP-NL. Our experiments have in-
vestigated the reliability of DALC-V2.0 as a train-
ing set for three classification tasks: offensive and
abusive language detection in isolation and jointly.
Overall, addressing each task in isolation results in
better performances than when running a joint ex-
periment. The challenge here lies both in the strict
connections between the two language phenomena
in analysis and in the limited training data. When
the fine-tuned models are applied on the out-of-
corpus test sets, we observe a good performance on
OP-NL and less satisfying results on HATECHEK-
NL. The compatibility of the annotated phenomena
in the training data actually plays a major role on
this behaviour and it indicates that the quality of
the annotated data in DALC-V2.0 contributes to
develop robust models.

We have further investigated the effectiveness of
the use of data cartography to identify more infor-
mative subsets of training materials. Unlike previ-
ous work, we observe a limited beneficial effects
of this data selection method with DALC-V2.0.
While the size of the dataset appears limited for
an effective application of this method, we have
found that selecting training subsets on the basis of
the training dynamics of each annotated dimension
results in better systems than when using training
dynamics of the whole training split.

The results on HATECHEK-NL clearly identify
limitations of the use of DALC-V2.0 to detect
hate speech. While its abusive dimension can be
considered a good proxy, all fine-tuned models
systematically fails on core non-hateful functional
tests, indicating limitations in the annotated data.

Future work will focus on extending DALC-
V2.0 with multiple hate speech datasets and further

2These correspond to F18–19, F21–22 in MHC.
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validate the functionalities of HATECHEK-NL.

Ethical statement

Limitations HATECHECK-NL is based on MHC
and it inherits its limits. However, as we have dis-
cussed in Section 2, we failed to fully implement
some functional tests (e.g., reappropriation of slurs)
because we were not able to find evidence during
our research. To address these limitations, we plan
to conduct focused interviews with Dutch organi-
zations such as The Black Archives3.

Intended use HATECHEK-NLis a diagnostic tool
for hate speech against specific protected groups.
We have shown its functionalities and its impact on
the evaluation of models trained both on a different
language phenomenon, e.g., offensive language,
and on related and comparable one, e.g., abusive
language. The results have shown critical weak-
nesses mainly on the non-hateful tests rather than
showing the strengths of the systems/models on the
hateful examples. Similarly, OP-NL is a dynamic
test for offensive language whose use is to help
assessing the robustness and portability of models
trained for offensive language detection.

Goodness of data DALC-V2.0 is the only pub-
licly available resource for investigating the behav-
ior of models on offensive and abusive language
phenomena in Dutch. None of the annotated di-
mensions in DALC-V2.0 explicitly address hate
speech as we discussed in Section 2. The results of
the fine-tuned models on HATECHEK-NL for the
abusive language dimension indicate a compatibil-
ity between abusive language in DALC-V2.0 and
hate speech. The use of offensive training data on
HATECHEK-NL better highlights the limitations of
the data, especially as pointed out by the systematic
failure on the functions F23–24. At the same time,
the results on OP-NL for offensive language show
a relatively good portability of the models for this
language phenomenon.
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Functionality Description from Röttger et al. (2021) Label Count

templ cases

F1 derog_neg_emote_h Strong negative emotions explicitly expressed about a protected
group or its members hateful 20 140

F2 derog_neg_attrib_h Explicit descriptions of a protected group or its members using
very negative attributes hateful 20 140

F3 derog_dehum_h Explicit dehumanisation of a protected group or its members hateful 20 140

F4 derog_impl_h Implicit derogation of a protected group or its members hateful 20 140

F5 threat_dir_h Direct threats against a protected group or its members hateful 20 140

F6 threat_norm_h Threats expressed as normative statements hateful 20 140

F7 slur_h Hate expressed using slurs hateful 10 170
F8 slur_homonym_nh Non-hateful homonyms of slurs non-hate 25 25
F9 slur_reclaimed_nh Use of reclaimed slurs non-hate 45 45

F10 profanity_h Hate expressed using profanity hateful 20 140
F11 profanity_nh Non-hateful uses of profanity non-hate 100 100

F12 ref_subs_clause_h Hate expressed through pronoun reference in subsequent clauses hateful 20 140

F13 ref_subs_sent_h Hate expressed through pronoun reference in subsequent
sentences

hateful 20 140

F14 negate_pos_h Hate expressed using negated positive statements hateful 20 140

F15 negate_neg_nh Non-hate expressed using negated hateful statements non-hate 20 140

F16 phrase_question_h Hate phrased as a question hateful 20 140
F17 phrase_opinion_h Hate phrased as an opinion hateful 20 140

F18 ident_neutral_nh Neutral statements using protected group identifiers non-hate 20 140

F19 ident_pos_nh Positive statements using protected group identifiers non-hate 30 210

F20 counter_quote_nh Denouncements of hate that quote it non-hate 20 170
F21 counter_ref_nh Denouncements of hate that make direct reference to it non-hate 20 170

F22 target_obj_nh Abuse targeted at objects non-hate 65 65

F23 target_indiv_nh Abuse targeted at individuals not referencing membership in a
protected group non-hate 65 65

F24 target_group_nh Abuse targeted at non-protected groups (e.g. professions) non-hate 65 65

F25 spell_char_swap_h Swaps of adjacent characters hateful 20 140
F26 spell_char_del_h Missing characters hateful 20 140
F27 spell_space_del_h Missing word boundaries hateful 20 170
F28 spell_space_add_h Added spaces between characters hateful 20 170
F29 spell_leet_h Leet speak hateful 20 170

Total
hateful 350 2,640
non-hate 475 1,195
all 825 3,835

Table A.1: HATECHECK-NL functionality overview
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B Replicability: Preprocessing and
Hyperparameters

Preprocessing All experiments have been con-
ducted with common pre-processing steps, namely:

• lowercasing of all words

• all users’ mentions have been substituted with
a placeholder (MENTION);

• all URLs have been substituted with a with a
placeholder (URL);

• all ordinal numbers have been replaced with a
placeholder (NUMBER);

• emojis have been replaced with text (e.g.
→ :cat_face_joy:) using Python

emoji package;

• hashtag symbol has been removed from hasth-
tags (e.g. #kadiricinadalet→ kadiricinadalet);

• extra blank spaces have been replaced with a
single space;

• extra blank new lines have been removed.

Models’ hyperparameters All hyperparamters
used for the experiments are reported in Table B.1.

Model Task Hyperparm. Value

BERTje

Offensive
Abusive
Offensive &
Abusive

Learning rate 2e-5
Training Epochs 5
Optimzer AdamW
Adam epsilon 1e-8
Max sequence length 280
Batch size 16
Num. warmup steps 2

Table B.1: Hyperparameters used to fine-tune BERTje.

C Detailed Results

System Train Class P R Macro-F1

Dummy n.a. OFF 0.0 0.0 0.4230NOT 0.7340 1.0

BERTje

std OFF 0.7214 0.6864 0.7993NOT 0.8881 0.9047

amb-dim OFF 0.5031 0.6459 0.6885NOT 0.8577 0.7699

amb-class OFF 0.6575 0.6932 0.7766NOT 0.8871 0.8697

rand OFF 0.7139 0.6294 0.7764NOT 0.8723 0.9064

Table C.1: DALC-V2.0 offensive language: binary
classification; rand reports the averages of the results
obtained using three different training splits.

Model Train Class P R Macro-F1

Dummy n.a. ABU 0.0 0.0 0.4619NOT 0.8584 1.0

BERTje

std ABU 0.5741 0.4687 0.7223NOT 0.9149 0.9426

amb-dim ABU 0.3783 0.5270 0.6631NOT 0.9166 0.8571

amb-class ABU 0.3693 0.7106 0.6721NOT 0.9434 0.7852

rand ABU 0.5534 0.4527 0.7070NOT 0.9104 0.9417

Table C.2: DALC-V2.0 abusive language: binary
classification; rand reports the averages of the results
obtained using three different training splits.

Model Train Class P R Macro-F1

Dummy n.a.
OFF 0.0 0.0

0.2824ABU 0.0 0.0
NOT 0.7348 1.0

BERTje

std
OFF 0.3301 0.3391

0.5890ABU 0.5696 0.5011
NOT 0.8971 0.9800

amb-dim
OFF 0.1933 0.4158

0.4374ABU 0.2718 0.4773
NOT 0.8822 0.5830

amb-class
OFF 0.2194 0.4653

0.5358ABU 0.4491 0.5529
NOT 0.9371 0.7187

rand
OFF 0.3343 0.2953

0.5725ABU 0.5778 0.4672
NOT 0.8682 0.9159

Table C.3: DALC-V2.0 offensive and abusive lan-
guage: multi-class classification; rand reports the aver-
ages of the results obtained using three different training
splits.
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Functionality Label # Inst. std amb-dim amb-class rdm

F1 derog_neg_emote_h hateful 140 77.10 61.40 93.60 69.77
F2 derog_neg_attrib_h hateful 140 85.00 95.00 98.60 87.37
F3 derog_dehum_h hateful 140 78.60 91.40 85.70 69.53
F4 derog_impl_h hateful 140 37.10 65.70 56.40 31.63

F5 threat_dir_h hateful 140 58.60 57.90 77.90 47.87
F6 threat_norm_h hateful 140 57.90 78.60 88.60 53.80

F7 slur_h hateful 170 71.20 90.60 79.40 67.47
F8 slur_homonym_nh non-hate 25 68.00 40.00 64.00 73.33
F9 slur_reclaimed_nh non-hate 45 46.70 33.30 26.70 49.63

F10 profanity_h hateful 140 98.60 93.60 98.60 97.60
F11 profanity_nh non-hate 100 29.00 15.00 19.00 33.67

F12 ref_subs_clause_h hateful 140 75.00 85.00 98.60 73.80
F13 ref_subs_sent_h hateful 140 88.60 95.70 99.30 85.27

F14 negate_pos_h hateful 140 40.70 65.70 77.10 31.17
F15 negate_neg_nh non-hate 140 65.70 50.70 12.90 65.93

F16 phrase_question_h hateful 140 52.90 11.40 69.30 49.50
F17 phrase_opinion_h hateful 140 67.90 65.70 82.10 55.50

F18 ident_neutral_nh non-hate 140 83.60 42.90 69.30 91.47
F19 ident_pos_nh non-hate 210 65.20 57.60 40.50 73.80

F20 counter_quote_nh non-hate 170 38.20 37.10 28.20 50.77
F21 counter_ref_nh non-hate 170 27.10 14.10 11.80 31.73

F22 target_obj_nh non-hate 65 61.50 15.40 38.50 64.63
F23 target_indiv_nh non-hate 65 41.50 18.50 12.30 46.67
F24 target_group_nh non-hate 65 26.20 26.20 12.30 30.27

F25 spell_char_swap_h hateful 140 57.10 68.60 82.10 60.93
F26 spell_char_del_h hateful 140 72.10 89.30 87.10 76.20
F27 spell_space_del_h hateful 170 82.90 84.70 95.90 86.07
F28 spell_space_add_h hateful 170 55.90 78.80 78.20 42.77
F29 spell_leet_h hateful 170 70.60 91.20 87.10 72.37

Average 61.40 59.35 64.52 61.05
Average - Hateful 68.86 76.57 85.50 64.57
Average - Non-hateful 47.61 30.53 28.77 52.57

Table C.1: HATECHEK-NL: results using training data
from DALC-V2.0 annotated for offensive language.
Best results across training splits are marked in bold.
We have marked in red results below 50%.
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Functionality Label # Inst. std amb-dim amb-class rdm

F1 derog_neg_emote_h hateful 140 57.10 69.30 64.30 48.33
F2 derog_neg_attrib_h hateful 140 77.10 93.60 83.60 65.00
F3 derog_dehum_h hateful 140 61.40 80.00 80.00 53.10
F4 derog_impl_h hateful 140 35.70 55.00 27.90 24.53

F5 threat_dir_h hateful 140 65.70 86.40 67.10 56.20
F6 threat_norm_h hateful 140 61.40 80.00 70.00 43.33

F7 slur_h hateful 170 63.50 91.20 78.20 44.10
F8 slur_homonym_nh non-hate 25 80.00 32.00 48.00 78.67
F9 slur_reclaimed_nh non-hate 45 66.70 44.40 48.90 58.53

F10 profanity_h hateful 140 85.00 95.70 95.70 79.27
F11 profanity_nh non-hate 100 50.00 29.00 34.00 62.67

F12 ref_subs_clause_h hateful 140 73.60 80.00 80.70 53.83
F13 ref_subs_sent_h hateful 140 84.30 86.40 94.30 69.53

F14 negate_pos_h hateful 140 36.40 67.90 49.30 20.00
F15 negate_neg_nh non-hate 140 67.90 49.30 60.70 74.77

F16 phrase_question_h hateful 140 24.30 14.30 30.00 11.90
F17 phrase_opinion_h hateful 140 57.90 77.90 54.30 25.23

F18 ident_neutral_nh non-hate 140 85.00 61.40 80.70 91.20
F19 ident_pos_nh non-hate 210 63.30 35.20 62.40 81.90

F20 counter_quote_nh non-hate 170 47.10 52.90 59.40 76.87
F21 counter_ref_nh non-hate 170 48.80 39.40 37.10 59.40

F22 target_obj_nh non-hate 65 86.20 52.30 70.80 93.30
F23 target_indiv_nh non-hate 65 43.10 13.80 33.80 51.80
F24 target_group_nh non-hate 65 43.10 18.50 27.70 56.43

F25 spell_char_swap_h hateful 140 51.40 83.60 71.40 40.70
F26 spell_char_del_h hateful 140 60.70 82.90 84.30 51.43
F27 spell_space_del_h hateful 170 79.40 87.60 92.40 55.67
F28 spell_space_add_h hateful 170 33.50 74.10 47.10 30.40
F29 spell_leet_h hateful 170 55.90 84.70 76.50 45.07

Average 60.19 62.72 62.43 55.28
Average - Hateful 59.58 76.88 69.16 45.70
Average - Non-hateful 57.38 36.29 48.14 65.72

Table C.2: HATECHEK-NL: results using training data
from DALC-V2.0 annotated for abusive language.
Best results across training splits are marked in bold.
We have marked in red results below 50%.
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Functionality Label # Inst. std amb-dim amb-class rdm

F1 derog_neg_emote_h hateful 140 59.30 63.60 77.90 30.27
F2 derog_neg_attrib_h hateful 140 77.10 65.70 83.60 50.27
F3 derog_dehum_h hateful 140 62.90 77.90 78.60 49.30
F4 derog_impl_h hateful 140 31.40 50.00 49.30 19.27

F5 threat_dir_h hateful 140 57.10 77.10 80.70 41.20
F6 threat_norm_h hateful 140 57.10 59.30 67.10 34.03

F7 slur_h hateful 170 64.70 72.40 77.60 46.07
F8 slur_homonym_nh non-hate 25 80.00 64.00 56.00 82.67
F9 slur_reclaimed_nh non-hate 45 51.10 62.20 35.60 61.47

F10 profanity_h hateful 140 88.60 72.10 91.40 70.23
F11 profanity_nh non-hate 100 55.00 70.00 40.00 66.00

F12 ref_subs_clause_h hateful 140 75.00 76.40 80.00 46.90
F13 ref_subs_sent_h hateful 140 82.10 87.10 90.70 63.80

F14 negate_pos_h hateful 140 56.40 67.90 17.87 20.00
F15 negate_neg_nh non-hate 140 75.00 60.70 50.00 85.93

F16 phrase_question_h hateful 140 32.90 25.00 21.40 11.20
F17 phrase_opinion_h hateful 140 49.30 41.40 60.70 21.90

F18 ident_neutral_nh non-hate 140 80.70 46.40 67.90 89.77
F19 ident_pos_nh non-hate 210 65.20 39.00 53.80 83.17

F20 counter_quote_nh non-hate 170 62.40 84.40 64.10 84.13
F21 counter_ref_nh non-hate 170 48.20 50.60 36.50 69.40

F22 target_obj_nh non-hate 65 87.70 86.20 75.40 92.30
F23 target_indiv_nh non-hate 65 36.90 27.70 15.40 57.43
F24 target_group_nh non-hate 65 61.50 56.90 30.80 69.23

F25 spell_char_swap_h hateful 140 46.40 58.60 72.90 31.90
F26 spell_char_del_h hateful 140 66.40 62.10 84.30 47.37
F27 spell_space_del_h hateful 170 73.50 65.90 85.90 48.07
F28 spell_space_add_h hateful 170 42.40 45.90 75.90 21.57
F29 spell_leet_h hateful 170 58.20 72.40 75.30 37.83

Average 60.94 61.22 63.21 52.78
Average - Hateful 59.09 62.74 72.64 38.28
Average - Non-hateful 63.97 58.74 47.77 76.50

Table C.3: HATECHEK-NL: results using training data
from DALC-V2.0 annotated for offensive and abusive
language. Best results across training splits are marked
in bold. We have marked in red results below 50%.
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System Train Class P R Macro-F1

Dummy n.a. OFF 0.0 0.0 0.3904NOT 0.6406 1.0

BERTje

std OFF 0.6772 0.6345 0.7356NOT 0.8020 0.8304

amb-dim OFF 0.4293 0.8219 0.5423NOT 0.7949 0.3871

amb-class OFF 0.6527 0.5510 0.6991NOT 0.7684 0.8356

rand OFF 0.6761 0.5028 0.6907NOT 0.7562 0.8625

Table C.4: OP-NL offensive language: binary classifi-
cation; rand reports the averages of the results obtained
using three different training splits.

Model Train Class P R Macro-F1

Dummy n.a. OFF 0.0 0.0 0.3904NOT 0.6406 1.0

BERTje

std OFF 0.8582 0.2134 0.5757NOT 0.6896 0.9802

amb-dim OFF 0.6773 0.3544 0.6319NOT 0.7143 0.9053

amb-class OFF 0.6446 0.5250 0.6875NOT 0.7587 0.8377

rand OFF 0.8217 0.1911 0.5500NOT 0.6829 0.9761

Table C.5: OP-NL abusive language: binary classifica-
tion; rand reports the averages of the results obtained
using three different training splits.

Model Train Class P R Macro-F1

Dummy n.a. OFF 0.0 0.0 0.3904NOT 0.6406 1.0

BERTje

std OFF 0.6606 0.6030 0.7185NOT 0.7877 0.8262

amb-dim OFF 0.4002 0.6809 0.5183NOT 0.7050 0.4277

amb-class OFF 0.5278 0.7570 0.6641NOT 0.8198 0.6202

rand OFF 0.7045 0.4990 0.6991NOT 0.7591 0.8824

Table C.6: OP-NL offensive and abusive language:
binary classification; rand reports the averages of the
results obtained using three different training splits.
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Abstract

We draw from the framework of relational-
ity as a pathway for modeling social rela-
tions to address gaps in text classification, gen-
erally, and offensive language classification,
specifically. We use minoritized language,
such as queer speech, to motivate a need for
understanding and modeling social relations–
both among individuals and among their social
communities. We then point to socio-ethical
style as a research area for inferring and mea-
suring social relations as well as propose addi-
tional questions to structure future research on
operationalizing social context.

1 Introduction

In this paper, we build on NLP-based approaches
to defining and classifying offensive speech to lay
out research directions for robustly incorporating
social context into the ways text classification tasks
are conceptualized and operationalized. Our mo-
tivation lies in classifying sociolinguistic norms
of minoritized communities, such as the use of
reclaimed slurs, which current classification ap-
proaches often fail to distinguish from language
which is abusive, toxic, or hateful. To achieve a
robust understanding of social context, we consider
offensive speech in terms of relationality– or the
social relations that inform how language is used
and interpreted. At a conceptual level we defined
offensiveness as a property of social relations rather
than as a property of specific language terms. At
an operational level, we discuss initial insights and
open research directions for how social relations
can be measured in practice.

Reclaimed language use and other aspects of
minoritized language, such as queer speech and
Black American vernacular have proven challeng-
ing for text classification (Dias Oliva et al., 2021;
Sap et al., 2019). This language use reflects a plu-
rality of language meaning and non-normative use

∗Authors contributed equally

that many NLP approaches currently fail to capture.
The research directions we propose are oriented
toward text classification for potentially harmful
or undesirable speech, such as toxicity detection
or hate speech detection. While we consider of-
fensive speech to be distinct from hate speech or
toxic language, they have important similarities
that help to clarify a definition of offensive speech
as well as point to approaches for improving clas-
sification tasks (Diaz et al., 2022). That is to say,
while we use a definition of offensive speech that
overlaps with definitions of hate speech and other
abusive language, a sociological understanding of
offensive speech indicates that it is distinct in ways
that current classification approaches do not reflect.
Our overarching goal is to provide research direc-
tions toward contextually-informed modeling and
annotation to appropriately capture sociolinguistic
norms used within minoritized groups. A key un-
derlying postulate of our research is that speech,
and in particular offensive speech, is not divorced
from "doing". On the contrary, offensive speech
has practical effects that enact and perform subjec-
tive formations (Butler, 2021).

Although a range of definitions and labels have
been used to operationalize offensive language,
they share a goal of classifying undesirable lan-
guage that stands to harm or deteriorate discourse.
Concepts for classification have included, “abusive
language” (Nobata et al., 2016), “harmful speech”
(Faris et al., 2016), and “hate speech” (Schmidt
and Wiegand, 2017), among others. These tasks
do not use identical definitions of offensiveness
but often use similar labels and share similar goals.
Definitional differences can be observed in the la-
bel schema for each task. For example, Van Hee
et al. (2015) define ‘racist’ and ‘sexist’ as subsets
of ‘insults’, and Wulczyn et al. (2017) include a
specific label for personal attacks.

Importantly, researchers have identified issues
and challenges related to the variety of social
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contexts in which classification tools are applied,
namely those involving satire and nonstandard use
of language, such as reclaimed speech (Davidson
et al., 2017). These challenges are rooted in nu-
anced use and understanding of language that rely
heavily on aspects of social context including, cul-
ture, place, and power. Additionally, they point to
a need for better incorporation of social context in
the ways that NLP tasks are conceptualized and
operationalized (Hovy and Yang, 2021a).

We refine this line of research by emphasizing
that a socio-ethical account of offensive speech
should be attentive to a diversity of contextual
uses and the variety of forms it can take. This re-
quires a basic understanding that the offensiveness
of speech is dependent upon 1) the background
of social and cultural conditions that surround it;
2) the social dynamics between the subjects and
objects of offense; 3) the in-group/out-group lan-
guage norms surrounding language use; and 4) the
different types of outcomes of offensive speech,
including the resulting potential and actual harms
associated with the previous considerations. Our
approach expands from (Diaz et al., 2022), who
use conceptual analysis to evaluate specific compo-
nents of how hate speech and toxicity are defined in
order to form the basis for an expanded definition
of offensive speech. Rather than an exhaustive re-
view of definitions, they identify those which help
to build a more robust approach to defining offen-
siveness, with specific attention toward identifying
and operationalizing its relational qualities. Build-
ing from their work, we propose relationality as a
conceptual bridge to more robustly operationalize
social context and, in particular, the social relations
that differentiate minoritized speech from antag-
onistic forms of speech. In addition, we point to
existing work on style measurement as an avenue
to do so.

In the following sections we draw from the
framework of relationality to motivate a need for
modeling social relations to address gaps in text
classification, generally, and offensive language
classification, specifically. Second, we propose re-
search domains and questions to structure future
research on operationalizing social context. Third,
we point to and discuss examples for how we can
begin to better model social relations. We do not
provide a closed or exhaustive set of techniques
for applying a relational lens, however we discuss
style and its use in NLP as a jumping off point for

addressing ethical concerns surrounding offensive
language classification that others have raised (e.g.,
(Dias Oliva et al., 2021; Diaz et al., 2022).

2 A Relational Framework for
Contextual Analysis of Offensive
Speech

Relationality operates as a general analytic tool
that helps to unveil and disambiguate specific con-
textual uses of offensive speech from others. A
relational lens in the context of NLP refers to a fo-
cus on the social relations that influence the produc-
tion, meaning, reception, and outcomes of language
among interlocutors. In this way, relationality is a
means of analysis to conceptually organize social
context. Hovy and Yang (2021) propose to shift
NLP analysis toward a contextual understanding
of speech that consists in the following seven fac-
tors: 1) speaker and 2) receiver, 3) social relations,
4) context, 5) social norms, 6) culture and ideol-
ogy, and 7) communicative goals (Hovy and Yang,
2021a). We argue that contextual analysis of offen-
sive speech can be achieved through a focus on the
social relations inherent in language, its use, and
its outcomes.

Diaz et al. (2022) point out a distinction between
treating offensiveness as a property of an utterance
rather than as a relation between individuals or
communities and that utterance. Treating offensive-
ness as a property of a linguistic token, such as by
registering a term to a blocklist, ignores the very
real ways in which language meaning is not fixed or
inherent to its orthography but rather is constructed
socially via a network of meanings among social
actors. For this reason, when we refer to “offensive
speech” we refer not only to the content of an ut-
terance, but also the confluence of social relations
and context that surround the production of that ut-
terance. In other words, “offensive speech” entails
time, place, by whom, and to whom, in addition
to orthography. Relationality also reflects a move
away from locating offensiveness exclusively at
the level of words and instead locates offensiveness
in an individual or group’s relation to a word or
concept. This, in turn, helps to distinguish why a
term might produce offense when used between
members of different communities but not when
used between members of the same community, as
in the example of reclaimed slurs.

Through relationality our focus is on accounting
for patterns inherent in the social relations that pro-
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duce offensive speech. In this respect, our work
overlaps with prior work that effectively opera-
tionalizes aspects of relationality through analy-
ses of interactional patterns and discourse (e.g.,
(Danescu-Niculescu-Mizil et al., 2011)). Relation-
ality itself does not provide a comprehensive list
of all the contextual elements that influence how
communication is understood between social ac-
tors, however, it emphasizes how to conceptually
organize social context– namely around social rela-
tions between and surrounding subjects. As such,
applying relationality rests on further research and
validation of the relevant aspects of social relations
that must be accounted for across text classification
tasks.

While Hovy and Yang (2021b) have laid im-
portant groundwork for addressing this question
and Diaz et al. (2022) explore social context more
specifically in the context of offensive language
classification tasks, we propose several research
directions for bringing relationality into practice
for classification tasks. There has not been ex-
plicit work on detailing the aspects of social con-
text most operative for distinguishing the range and
differential impacts of offensive language. Each
of these directions has overlapping components
but address open questions about what a relational
lens means for 1) how offensive language can be
conceptualized in a way that is responsive to mi-
noritized speech and 2) how offensive language is
operationalized through annotation task design and
language modeling.

2.1 Minoritized Speech

A problem we draw from that exemplifies the
need for a relational lens is that posed by minori-
tized speech, which classification systems have
been shown to misclassify or classify in system-
atically biased ways. For example, scholars in NLP
have high error rates for African American English
(AAE) in part-of-speech tagging and language
identification (Jørgensen et al., 2015; Blodgett
et al., 2016), and disproportionately toxic ratings
of speech containing features of AAE compared
with speech that does not (Sap et al., 2021). An-
other example is that of drag queen speech, which
Dias Oliva et al. showed was rated more likely
to be ‘toxic’ compared with tweets from white
supremacists in a comparative study (Dias Oliva
et al., 2021). As Dias Oliva et al. (2021). discuss,
the discourse used by drag queens on Twitter is

expressed through shared slang, references, and
linguistic norms. Diaz et al. (2022) point out that
using this language relies on shared assumptions
about the use of slurs, mutual consent to break
normative rules of language “decency”, and an un-
derstanding that manners of speaking used in an
in-group context can be qualitatively distinct from
the use of those manners of speaking in an out-
group context.

We understand minoritized speech as a type of
speech that emerges as a result of a power asym-
metry that is produced by dominant and widely
accepted forms of expression within a language.
Both Dias Oliva et al. (2021) and Diaz et al. (2022)
note that communication in the queer community
involves the reappropriation of offensive language
as a means to “self-inoculate” community mem-
bers against social attacks from out-group members.
The same cannot be said about white supremacist
speech which is defined by objectifying and de-
meaning historically marginalized groups and in-
citement of hate and violence (Blazak, 2009). The
problem they raise, however, is not limited to the
minoritization of drag queen speech. They argue
that addressing the risk of increased censorship
for minoritized language is an ethical imperative
because of the socially productive role that non-
normative language plays in the survival of minori-
tized groups (Diaz et al., 2022).

3 Relationality through Style

In response to the challenges posed by minoritized
speech, we turn to linguistic style and its measure-
ment in NLP as a means of both describing and
applying relationality. In doing so, we draw from
style as an artifact of social context that specifies
how social relations are structured. Work on lin-
guistic style in NLP has typically focused on indi-
vidual communication style, such as in investigat-
ing author attribution (Safin and Ogaltsov, 2018) or
making inferences about author psychological state
and demographics (Pennebaker, 2011). Notably,
measurements of style are usually pursued in con-
trast to explorations of language content. Khalid
and Srinivasan (2020) bridge the gap between struc-
ture and content by applying style measurement to
understand an individual’s relationship to a broader
community. The authors use style to explicate a
social relation that is not necessarily explicit in an
utterance itself. This moves from simply applying
style to characterize individuals to understanding a
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broader social relation and orientation to commu-
nity language norms.

Our contention is that NLP accounts of style
must explicitly contend with the social, histori-
cal, and practical conditions from which styles of
speech emerge. Thus, work on style in NLP needs
to be attuned to the underlying ethical questions as-
sociated with the technical measurement of styles
of speech. First and foremost, this means that style
needs to be understood as embedded in specific
contexts of production with distinct practical out-
comes. For example, at an ethical level, style can be
understood: (1) as the reflexive practice of styles of
existence via the exercise of specific technologies
of the self (Martin et al., 1988; Hadot, 1995), such
as practices of self writing (Foucault, 2019) and
practices of truthful speech (Foucault, 2011); (2) as
a work of forming and transforming one’s existence
(Foucault, 2012; McWhorter, 1999) via somatoaes-
thetic projects that are not reducible to the purely in-
dividual and voluntaristic manifestations of heroic
self-distinction (Heyes, 2007) and moral quests
for universal wisdom predicated on self-possession
(Amironesei, 2014). However, an ethical ground-
ing of style is related yet distinct from a strictly
sociological (Fleck, 2012; Zittel, 2012), historical
(Crombie, 1994) and an epistemological account
of styles of thinking (Hacking, 1992). From an eth-
ical standpoint style is conceptualized as a practice
of the self and others while at a sociological level,
style is the product of community language norms
that reflect hierarchical patterns of discourse that
are interwoven with social identity formation and
relational dynamics (Labov, 1973). In both cases, a
socio-ethical account of style is context-dependent,
“relational and dynamic” (Ekström et al., 2018)
and a key feature of an individual or a group’s self-
expression. One aspect that we emphasize here
is that style has irreducible ethical, social and po-
litical conditions, expressions and manifestations
which refer to speech that an individual or a group
produce in relation to others, rather than as a fixed
property of an individual, their words or given im-
ages. In this way, analyses of style can be robust
to code-switching or the range of styles individuals
may use in changing social contexts.

Thus, given the contingent and contextual pro-
duction of style we propose relationality through
style as an analytic or a mode of analysis that seeks
to account for the historically and socially consti-
tuted matrices of power relations where style works

as an interactive feature which opens to spaces of
contestation in the formation of both individuals
and collectives. For our purposes, while style pro-
vides general indications of social context, its rela-
tional significance lies in its potential for disentan-
gling minoritized forms of speech from abusive lan-
guage. For example, mock impoliteness, which fea-
tures in drag queen speech, plays a central role in
group identity formation and resistance against op-
pressive social systems (McKinnon, 2017). Style’s
significance for minoritized communities emerges
through “contextualized repertoires of speaking
and behaving through which identities and socio-
cultural affiliations are claimed and communicated”
(Ekström et al., 2018).

A key takeaway is that a common style among
interlocutors can suggest shared norms or social
or cultural proximity. Because style is an artifact
of social norms, and thus social relations, it can
be used to infer shared context among individuals
involved in an interaction being assessed for offen-
sive content. In this way, comparisons of linguistic
form can be a tool to unveil the relations among
which offensive language is couched. While style
can vary from individual to individual, Khalid and
Srinivasan (2020) show that style can reliably pre-
dict group membership, independent of language
content (Khalid and Srinivasan, 2020). Indeed, ear-
lier work has shown that style can indicate social
demographic information about a speaker (Eckert
and Rickford, 2001). In the context of offensive
speech classification, this means that style provides
useful information for assessing whether individ-
uals share a sociolect or dialect. This carries sig-
nificance not only for disambiguating language use
within a given minoritized sociolect and improving
upon weaknesses in offensive speech classification.

3.1 Style and Common Sense

By failing to disambiguate language uses, par-
ticularly those that are minoritized, current clas-
sification approaches implicitly force a general-
ized or ‘common sense’ interpretation of language,
whether at train time (i.e., via annotation) or at in-
ference time. Using style measurement, or other
relational approaches, to situate language explicitly
in its social relations puts into practice the under-
standing that the same language can carry different
connotations or meanings. A pluralistic understand-
ing of language is not possible through approaches
that ignore relations between individuals and the
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communities they belong to. This is because, in the
absence of explicit, familiar sociolinguistic cues or
relational context, a reader or model must interpret
the language using generalized language norms as
a primary point of reference thus concealing the
differential relations (Deleuze, 1994; Boven, 2014)
that occur between various ways that individuals
and communities engage with language.

From a ML fairness perspective, applying gener-
alized language norms is to rely on dominant, pre-
scriptivist views that often treat minoritized speech
as improper and contribute to biased system perfor-
mance. One example of stigmatized speech, AAE,
has been characterized as incorrect, devaluing not
only its use, but also the communities that speak it.
As Pullum demonstrates, AAE “is not Standard En-
glish with mistakes,” rather its “speakers use a dif-
ferent grammar clearly and sharply distinguished
from Standard English at a number of points” (Pul-
lum, 1999). In NLP, Sap et al. (2019) show that
“AAE tweets are twice as likely to be labeled of-
fensive compared to others” and recommend pay-
ing special attention to the effect of a speaker’s
dialect and social identity to mitigate negative and
disparate impacts. Aside from being ethically dubi-
ous, applying generalized language norms drawn
from prescriptivist views of language use ignores
nuances and distinctions between uses of AAE in
in-group and out-group contexts.

We eschew any analysis that treats language as
offensive based on guidelines grounded in notions
of common sense or, in the case of offensive lan-
guage classification, notions of common decency
or civility. This is precisely because notions of com-
mon decency, like notions of generalized language
norms, stand to devalue minoritized sociolinguis-
tic norms. Civility is not always explicitly defined
in text classification contexts, but has been articu-
lated as “concerned with communicating attitudes
of respect, tolerance and consideration to one an-
other’ (Calhoun, 2000). While common sense can
indicate general, accepted uses of speech, it is cul-
turally and contextually dependent, and thus falls
within the set of factors that a relational lens is
needed to disambiguate, including the subjects and
relations that they are embedded in. Without dis-
ambiguation, applying generalized language norms
stands to be exclusionary by reflecting stigmatiz-
ing beliefs about non-standard language. At the
same time, notions of common sense are vague and
difficult to define as well as ignore the variety of

conditions and contexts in which language is used.

The conceptual distinction between a relational
and a common sense approach to language process-
ing is not a mere abstraction that NLP researchers
should simply be aware of. On the contrary, it
has major implications for language modeling pro-
cesses. For example, annotating the presence of
offensive language in a rating task, with limited so-
cial context posits that there is a widely understood
corpus of offensive language that a rater can draw
upon that is distinct from another corpus of non-
offensive language that represents decent, and civil
discourse. The problem with this distinction is that
offensive speech is historically constituted, that is,
offensive terms change over time, and are defined
by societal and cultural norms and power relations
between groups. Annotators may draw from over-
lapping notions of civil language, however a variety
of speech exists outside of these norms.

The measurement of style to study an individ-
ual’s relationship to a broader community and its
communication norms in the way that Khalid and
Srinivasan (2020) do provides motivation for mea-
suring the relationships among speakers across dif-
ferent communities. While style does not neces-
sarily speak to specific relationships between indi-
viduals, overlaps in style can suggest some degree
of shared norms or values. Still further research
is needed to better understand how style might be
used alongside other information collected or in-
ferred in NLP tasks. For example, in their study of
bias in toxicity ratings for AAE, Sap et al. (2019)
showed raters an estimation of a tweet’s likelihood
to contain elements of AAE as well as primed raters
to consider dialect in relation to the author’s likely
racial identity. They found that raters provided
less biased toxicity annotations of AAE tweets af-
ter their intervention. It is not known whether the
score caused raters to re-interpret the text examples
according to AAE norms or if raters adjusted their
annotations out of fear of appearing racist. How-
ever questions remain about why exactly the in-
tervention succeeded and whether rater subgroups
were similarly impacted by the intervention. De-
termining how relational approaches can best be
applied to operationalize social context raises a
number of research directions that we outline in the
following sections.
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4 Operationalizing Relational Context

In practice, the primary challenge of applying a
relational approach to offensive language lies in
defining its scope and operationalizing its compo-
nent parts. As others have pointed out, identifying
social context and integrating it into NLP models is
both needed for more robust and successful NLP as
well as nontrivial (Hovy and Yang, 2021a). Measur-
ing linguistic style provides one way of applying
a relational lens, however other features may be
leveraged to infer relational context.

A relational focus in classification tasks requires
determining a set of measurable features that pro-
vide information about social relations, as well as
work to prioritize features that most improve task
performance, particularly with respect to language
norms missed by current techniques. Identifying
and predicting aspects of social context as a part of
classifying offensive speech brings its own, deep
set of research questions and challenges. Although
offensive speech detection and related tasks have
largely been framed as text classification tasks, we
break down research questions for future work into
those that focus on linguistic features and those
that focus on extra-linguistic features surrounding
text and its production. In doing so, we implicitly
shift offensive language classification from a text
classification task to one that expands to include
non-textual inferences in addition to linguistic con-
tent. Through a relational lens, language is one
artifact produced by the social relation of offense
between social actors. Framing language in this
way allows us to consider other artifacts that result
or shift as a consequence of offense. This broad-
ens the range of features at our disposal to infer
social context, including user behavior (e.g., “lik-
ing” comments), networks of user accounts, the
post structure of dialogue, and histories of interac-
tions. Taking advantage of this broadened set of
features, we propose areas for research that build
both from established approaches in language mod-
eling, such as text annotation, as well as model-
ing approaches focused on non-text data, such as
conversation structure, can serve as a clue to the
nature of the relationship between two social actors
(Zhang et al., 2018).

4.1 Context through Linguistic Features

As previously described, existing NLP techniques
for modeling linguistic style and language dialect
implicitly carry information about cultural context

and community membership and should be further
explored for the relational insights they bring. How-
ever, prior challenges in text classification, such as
classifying reclaimed speech or satire, also bring
to light research opportunities with respect to cap-
turing social context at the data annotation step.
Though not exhaustive of all opportunities for im-
proving capture of social context, text annotation
and annotation task design are ripe for additional
work. Further research in these areas will be key
to operationalizing relational aspects of language,
precisely because human annotation is well-suited
for capturing explicit social dynamics and interpre-
tations that automated methods struggle with.

4.2 Context through Annotation

We bring a focus to annotation because the com-
plexity of social context provides an opportunity
to leverage human inference. Annotation tasks are
typically designed in such a way that they isolate
examples from the social context in which they
were produced. This modularity makes the anno-
tation of large volumes of data more efficient, but
also introduces difficulties for data annotators who
may lack important context in order to select an
appropriate label for a given example. This also
effectively takes a problematic common sense ap-
proach.

With respect to queer vernacular and erroneous
classifications of toxicity, one reason for these mis-
classifications likely lies in idiosyncratic uses of
otherwise offensive language in queer vernacular,
such as the use “b*tch” or “f*ggot” as consensual
terms of endearment. Idiosyncratic uses of lan-
guage, including reclaimed speech, raise questions
about how this language use can be made apparent
to workers and distinguished from language use in
other sociolects. As McKinnon notes, failing to dis-
tinguish this language brings with it ethical issues
rooted in the fact that this language constitutes a
means of queer survival (McKinnon, 2017). As a
first direction of research focused on data annota-
tion we ask: How can additional context be pro-
vided in annotation tasks to support raters in
understanding the original relations surround-
ing text examples? Moreover, what influence
does additional information have on both anno-
tation behavior and model performance?

Some researchers have experimented with re-
introducing social context into annotation tasks
with varying degrees of success, such as by provid-
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ing multiple turns in a conversation or exchange
(Gao and Huang, 2017; Sap et al., 2019; Pavlopou-
los et al., 2020). This stands in contrast to typ-
ical annotation approaches, which require raters
to judge whether an utterance is offensive without
context apart from what is contained within it. Ut-
terances may often name the target and receiver,
and can offer some cultural, demographic, and ide-
ological context if it is named explicitly; however
the social relations are particularly difficult to infer
from an isolated message. There are opportunities
to experiment with other kinds of social context,
such as the website or origins of text examples and
temporal information about when the interaction
occurred. At the same time, it is important to ex-
plore the limits to what kinds of social context can
be provided to raters, whether due to knowability
or privacy preserving limitations.

Thus far investigations of providing social con-
text in annotation tasks have taken a quantitative
focus to measure if and how additional context
changed the resulting annotations collected. Sim-
ply providing raters with more context may be of
little value if the raters themselves lack social or
cultural awareness of specific domains, such as
queer life and vernacular. Thus, it is unclear how
annotators use additional context when it is pro-
vided, the role their own social experiences play in
their ability to understand sociolects or cultural ref-
erences, as well as which kinds of examples require
additional context for annotators to make confident
assessments. Thus, as a complementary annota-
tion research direction to the first we ask: How do
annotators understand and use contextual cues
provided to them?

This research direction builds, in part, from on-
going work in NLP and ML considering annota-
tor diversity, social identity and their influence on
the annotations raters provide (Díaz et al., 2022;
Prabhakaran et al., 2021; Davani et al., 2022), as
well as work that qualitatively investigates annota-
tion work practices. For example, scholars such as
(Miceli et al., 2020) have provided rich accounts of
how organizational structures influence how anno-
tators are able to conduct their work. As a result,
researchers seeking to understand annotation be-
havior must consider factors beyond what they can
measure through typical metrics such as inter-rater
reliability. This work is undertaken with a motiva-
tion to understand variation in annotation behavior
and its potential roots in the social experiences, so-

ciodemographics, and labor contexts of workers.
In the context of queer vernacular, it would be in-
tuitive to expect that a queer rater is more likely
to understand the social context of a text example
involving queer speech compared with a non-queer
rater, provided they are given sufficient context to
begin with. (Díaz et al., 2022; Prabhakaran et al.,
2021) make calls for reporting transparency for
crowdsourced data collection so that dataset users
can investigate systematic disagreements and rep-
resentation.

However, there remain open questions regard-
ing how raters might apply their ‘interpretive lens’
and, more broadly, how these perspectives might
be incorporated reliably into data collection efforts
given the sensitivity of questions regarding mem-
bership to minoritized communities. We propose
this direction with a specific eye toward research
that incorporates qualitative approaches and under-
standings of annotation work. Relational consider-
ations regarding data annotation include not only
the relations embedded in data examples, but also
the social relations between annotators and content
embedded in the data they annotate.

4.3 Context through Extra-Linguistic
Features

In addition to research on annotation task design,
we propose expanded exploration of modeling tech-
niques. A relational approach on offensive lan-
guage brings into focus not just the specific lan-
guage used in an interaction, but also behaviors
and context that surround an offensive interaction.
These include the behaviors, such as an individ-
ual’s past interactions with content (e.g., ‘liking’ or
downvoting) and other users, and metadata that cap-
tures temporal and geocultural situatedness. Using
these features and techniques as windows into so-
cial context, there are opportunities to additionally
model extra-linguistic features to more robustly
infer social context.

Features apart from those specifically embedded
in the text of an utterance can be used to provide
clues into relevant social context in an interaction.
(Mishra et al., 2019) do precisely this in incorporat-
ing author profiles in their modeling of racist and
sexist tweets. From author profiles, they were able
to model user-specific information, such as their
network of followers. This approach effectively
ties a given utterance to be classified to the partic-
ular individual who produced it. This stands apart
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from approaches which implicitly assume that an
utterance carries the same offensive nature indepen-
dent of who produced it. Mishra et al. specifically
call out this shortcoming, arguing that deviations
from sociolinguistic norms within communities is
important for understanding the varied forms that
abusive language can take (Mishra et al., 2021).
Building from this work we ask:

What additional features become useful for
identifying offensive content in the shift from
targeting offensive speech to targeting offensive
relations? and How might extra-linguistic fea-
tures, such as conversation structure and non-
textual content, be used to infer social context?

4.3.1 Interaction Outcomes
With the notable exception of work on toxicity, lit-
tle work has focused on measurable outcomes of
offensive interactions. Toxicity is a prediction of
whether a tweet or excerpt of text will cause its
audience to disengage from an interaction. This
provides a proxy for determining the inappropriate
or offensive nature of text that can be measured
through behavior. (Diaz et al., 2022) point out that
maintaining user engagement may not be desirable
and may have disproportionately negative conse-
quences for minoritized users. We focus, however,
on the incorporation of non-textual observations
that toxicity inspires. These include outcomes of
interactions, such as downvotes and blocking user
profiles, as well as behaviors that precede a given
interaction, such as a user’s past posting behavior.
Additionally, (Zhang et al., 2018) use conversation
structure in modeling whether user interactions on
Facebook Pages will result in users blocking one
another. Using an extended conversation as a unit
of analysis opens up opportunities for modeling
interactions and additional social context. As a
complement to work on how text should be anno-
tated we propose another research direction that
asks: What are relevant interaction outcomes
that can be measured and used to model inter-
actions that produce offense?

(Mishra et al., 2019)’s work points to additional
opportunities to assess individuals’ communication
history in relation to one another. For example, pat-
terns in individuals’ communication history may
indicate repeated, antagonistic behavior. A related
area of work lies in online trolling detection, which
has been pursued through user-based methods, post-
based methods, thread-based methods and social
network analysis (Tomaiuolo et al., 2020). While

not all offensive language falls under the umbrella
of trolling, techniques used to detect trolling high-
lights avenues for measuring behaviors in relation
to offensive language use.

5 Conclusion

Our chief claim is that relationality and its socio-
logical and ethical formulations of linguistic style
are a promising guiding analytic for achieving a
more robust contextual analysis of offensive speech.
Motivated by the challenges posed by minoritized
language norms, we propose avenues for research
that take aim at operationalizing it in practice. Be-
cause style patterns can be used to unveil social
relations among individuals and communities, we
point to its measurement as an example for op-
erationalizing our approach. Ultimately, offense
is produced through social relations that must be
ethically and sociologically understood in order
to accurately model and classify language content.
Focusing on social relations and their potential to
help distinguish sociolinguistic norms generates
the following research questions:

• What are the relevant aspects of social rela-
tions that must be accounted for across text
classification tasks?

• How might structural elements of style, which
have been measured in various ways, be com-
plemented by measurements of sociological
and ethical aspects of style?

In the context of data annotation:

• How can additional context be provided in an-
notation tasks to support raters in understand-
ing the relations surrounding text examples?

• Moreover, what influence does additional in-
formation have on both annotation behavior
and how do annotators use contextual cues
provided to them?

With respect to modeling language and social
interactions:

• What additional features become useful for
identifying offensive content in the shift from
targeting offensive speech to targeting offen-
sive relations?

• How might extra-linguistic features, such as
conversation structure and non-textual con-
tent, be used to infer social context?
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• What are relevant interaction outcomes that
can be measured and used to model interac-
tions that produce offense?

Importantly, we must also explore the limitations
of a relational approach rooted in style. While style
has important connections to the formation of indi-
vidual and collective identities, it has different uses,
such as to comply with institutional (e.g., work-
place) norms, which may not necessarily align with
community norms or social identification processes.
In addition, style can be deployed in adversarial
ways, such as with mockery, intent to imperson-
ate, exploit trust, or arguably ‘inauthentic’ uses of
accent or dialect (e.g., appropriative use of a "blac-
cent" (Lockhart, 2021)). It is unclear, at least at
an operational level, how relationality might ac-
count for these uses of style. Another complication
lies in the fact that in many digital contexts, one’s
“true” identity is often not verifiable. For our pur-
poses, this means that a person can communicate
online using styles of speech that may align with
offline specific manners of speaking (e.g., AAE)
but that may not align with the styles they use in
other contexts. Underlining all of the above lim-
itations is a greater tension regarding the ethical
risks of inferring social identity and the extent to
which inferring an individual’s social identity is
meaningful for classification. Hamidi et al. (2018)
studied trans* and gender nonconforming individ-
uals’ perceptions of automatic gender recognition
systems, demonstrating how automated systems
can contribute to misgendering harms and under-
mine individual autonomy. Thus, inferences about
social context that rely on further inferences about
social identity

Still, relationality can work as a frame of anal-
ysis for the design of NLP approaches, including
annotation practices and modeling decisions that
can unveil specific relational context. We have iden-
tified minoritized speech as a motivating example
to show how current, generalized approaches are
inadequate for classifying language that deviates
from dominant sociolinguistic norms. Providing
sound criteria to disambiguate and classify a plural-
ity of modes of speech grounded in a deep social
understanding of their formation is key to ensure a
more just and ethical approach to offensive speech.
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Abstract

The prevalence of abusive language on differ-
ent online platforms has been a major con-
cern that raises the need for automated cross-
platform abusive language detection. However,
prior works focus on concatenating data from
multiple platforms, inherently adopting Em-
pirical Risk Minimization (ERM) method. In
this work, we address this challenge from the
perspective of domain generalization objective.
We design SCL-Fish, a supervised contrastive
learning integrated meta-learning algorithm to
detect abusive language on unseen platforms.
Our experimental analysis shows that SCL-Fish
achieves better performance over ERM and the
existing state-of-the-art models. We also show
that SCL-Fish is data-efficient and achieves
comparable performance with the large-scale
pre-trained models upon finetuning for the abu-
sive language detection task.1

1 Introduction

Abusive language is defined as any form of mi-
croaggression, condescension, harassment, hate
speech, trolling, and the like (Jurgens et al., 2019).
Use of abusive language online has been a signifi-
cant problem over the years. Although a plethora
of works has explored automated detection of abu-
sive language, it is still a challenging task due to its
evolving nature (Davidson et al., 2017; Müller and
Schwarz, 2017; Williams et al., 2019). In addition,
a standing challenging in tackling abusive language
is linguistic variation as to how the problem man-
ifests itself across different platforms (Karan and
Šnajder, 2018; Swamy et al., 2019; Salminen et al.,
2020).

We provide examples illustrating variation of
abusive language on different platforms in Fig-
ure 1.2 For example, user comments in broadcast-

1Source code: https://github.com/Tawkat/
SCL-Fish-Abusive-Language

2This paper contains several examples of abusive language
and strong words for the purpose of demonstration.

Figure 1: Examples of abusive language on different
platforms.

ing media such as Fox News do not directly contain
any strong words but can implicitly carry abusive
messages. Meanwhile, people on social media such
as on Twitter employ an abundance of strong words
that can be outright personal bullying and spread of
hate speech. On an extremist public forum such as
Gab, users mostly spread abusive language in the
form of identity attacks. For these reasons, it is an
unrealistic assumption to train an abusive language
detector on data from one platform and expect the
model to exhibit equally satisfactory performance
on another platform.

Prior Works on cross-platform abusive lan-
guage detection (Karan and Šnajder, 2018; Mishra
et al., 2018; Corazza et al., 2019; Salminen et al.,
2020) usually concatenate examples from multi-
ple sources, thus inherently applying Empirical
Risk Minimization (ERM) (Vapnik, 1991). These
models capture platform-specific spurious features,
and lack generalization (Shi et al., 2021). Fortuna
et al. (2018), on the other hand, incorporate out-of-
platform data into training set and employ domain-
adaptive techniques. Other works such as Swamy
et al. (2019) and Gallacher (2021) develop one
model for each platform and ensemble them to im-
prove overall performance.

None of the prior works, however, attempt to
generalize task-oriented features across the plat-
forms to improve performance on an unseen plat-
form. In this work, we introduce a novel method
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for learning domain-invariant features to fill this
gap. Our approach initially adopts an first-order
derivative of meta-learning algorithm (Andrychow-
icz et al., 2016; Finn et al., 2017), Fish (Shi et al.,
2021), that attempts to capture domain-invariance.
We then propose a supervised contrastive learn-
ing (SCL) (Khosla et al., 2020) to impose an addi-
tional constraint on capturing task-oriented features
that can help the model to learn semantically ef-
fective embeddings by pulling samples from the
same class close together while pushing samples
from opposite classes further apart. We refer to our
new method as SCL-Fish and conduct extensive
experiments on a wide array of platforms represent-
ing social networks, public forums, broadcasting
media, conversational chatbots, and synthetically-
generated data to show the efficacy of our method
over other abusive language detection models (and
specially ERM that prior works on cross-platform
abusive language detection applied).

To summarize, we offer the following contribu-
tions in this work:

1. We propose SCL-Fish, a novel supervised con-
trastive learning augmented domain general-
ization method for cross-platform abusive lan-
guage detection.

2. Our method outperforms prior works on cross-
platform abusive language detection, thus
demonstrating superiority to ERM (the core
idea behind these previous models). Addi-
tionally, we show that SCL-Fish outperforms
platform-specific state-of-the-art abusive/hate
speech detection models.

3. Our analysis reveals that SCL-Fish can be
data-efficient and exhibit comparable perfor-
mance with the state-of-the-art models upon
finetuning on the abusive language detection
task.

2 Related Works

2.1 What is Abusive Language?
The boundary between hate speech, offensive, and
abusive language can be unclear. Davidson et al.
(2017) define hate speech as “language that is used
to express hatred towards a targeted group or is
intended to be derogatory, to humiliate, or to insult
the members of the group"; whereas,. Zampieri
et al. (2019a) define offensive language as “any
form of non-acceptable language (profanity) or a

targeted offense, which can be veiled or direct".
In this paper, we adopt the definition of abusive
language provided by Jurgens et al. (2019) and
consider both offensive and hate speech as abusive
language in general, since distinguishing between
offensive and hate speech is often deemed as sub-
jective (Sap et al., 2019; Koh et al., 2021).

2.2 Domain Generalization
In the domain generalization task, training and
test sets are sampled from different distribu-
tions (Quiñonero-Candela et al., 2008). In re-
cent years, domain-shifted datasets have been
introduced by synthetically corrupting the sam-
ples (Hendrycks and Dietterich 2019, Xiao et al.
2020, Santurkar et al. 2020). To improve the
capability of a learner on distributional general-
ization, Vapnik (1991) proposes Empirical Risk
Minimization (ERM) approach which is widely
used as the standard for the domain generaliza-
tion tasks (Koh et al. 2021). ERM concatenates
data from all the domains and focuses on mini-
mizing the average loss on the training set. How-
ever, Pezeshki et al. (2021) state that a learner can
overestimate its performance by capturing only one
or a few dominant features with the ERM approach.
Several other algorithms have been proposed to
generalize models on unseen domains. Sagawa
et al. (2019) attempt to develop distributionally
robust algorithm, where the domain-wise losses
are weighted inversely proportional to the domain
performance. Krueger et al. (2021) propose to min-
imize the variation loss across the domains during
the training phase and Arjovsky et al. (2020) aim
to penalize the models if the performance varies
among the samples from the same domain.

2.3 Contrastive Learning
Contrastive learning aims to learn effective em-
bedding by pulling semantically close neighbors
together while pushing apart non-neighbors (Had-
sell et al. 2006). This method uses cross-entropy-
based similarity objective to learn the embedding
representation in the hyperspace (Chen et al., 2017;
Henderson et al., 2017). In computer vision, Chen
et al. (2020) proposes a framework for contrastive
learning of visual representations without special-
ized architectures or a memory bank. Khosla et al.
(2020) shows that supervised contrastive loss can
outperform cross-entropy loss on ImageNet (Rus-
sakovsky et al., 2015). In NLP, similar methods
have been explored in in the context of sentence
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representation learning (Karpukhin et al., 2020;
Gillick et al., 2019; Logeswaran and Lee, 2018).
Among of the most notable works, Gao et al. (2021)
proposes unsupervised contrastive learning frame-
work, SimCSE that predicts input sentence itself by
augmenting it with dropout as noise.

2.4 Abusive Language Detection

Over the years, the task of abusive language detec-
tion have been studied in NLP in the form of hate
speech (Davidson et al., 2017; Founta et al., 2018;
Golbeck et al., 2017), sexism/racism (Waseem and
Hovy, 2016), cyberbulling (Xu et al., 2012; Dadvar
et al., 2013). Earlier works in abusive language
detection depend on feature-based approaches to
identify lexical difference between abusive and non-
abusive language (Warner and Hirschberg, 2012;
Waseem and Hovy, 2016; Ribeiro et al., 2018).
Although inclusion of neural network architec-
ture improves the performance (Mitrović et al.,
2019; Kshirsagar et al., 2018; Sigurbergsson and
Derczynski, 2020), the models still misclassify a
large number of samples in false-positive and false-
negative categories when abusive language is in-
tentionally manipulated (Gitari et al., 2015). Re-
cently, Transformer-based (Vaswani et al., 2017)
architectures like BERT (Devlin et al., 2018),
RoBERTa (Liu et al., 2019b) have been introduced
in the abusive language detection task (Liu et al.,
2019a; Swamy et al., 2019).

However, most of the prior works on abusive
language detection focus on a single platform due
to the inaccessibility to multiple platforms (Vidgen
and Derczynski, 2020) and thus, do not scale well
on other platforms Schmidt and Wiegand (2017).
As a result, the models are not suitable to apply
to other platforms due to the lack of generaliza-
tion (Karan and Šnajder, 2018; Gröndahl et al.,
2018). In this work, we aim to address this chal-
lenge by introducing an augmented domain general-
ization method that captures task-oriented domain-
generalized features across multiple platforms.

3 Method

3.1 Challenge & Proposed Solution

As shown in Figure 1, the nature of offensive
language can vary from one platform to another.
Therefore, it is important to design a model that
can capture platform-generalized representations.
This inspires us to adopt a domain-generalization
algorithm that can maximize feature general-

ization while avoiding dependence on domain-
specific, spurious features. To learn platform-
invariant features, we adopt first-order derivative
of Inter-domain Gradient Matching (IDGM) Shi
et al. (2021), a Model Agnostic Meta-Learning
(MAML) (Andrychowicz et al., 2016; Finn et al.,
2017), algorithm, Fish, that aims to reduce sample
complexity of new, unseen domains and increase
domain-generalized feature selection across those
domains.

Figure 2: tSNE representations of platforms. We plot
the embedding of [CLS] token from pre-trained BERT.

However, if we look at Figure 2, the represen-
tation of abusive language across the platforms
is overlapping and scattered. Hence, the model
should also learn some platform-specific and over-
lapping features that can help to capture task-
oriented representations. Therefore, we need to
impose a constraint on the learning objective of
the model so that in one direction, it should learn
platform-invariant features for better generaliza-
tion, and in the other direction, it should also learn
only those task-oriented overlapping features that
pass positive signals to those platform-generalized
features for the abusive language detection task.

To learn task-oriented features we introduce
SCL-Fish, method for supervised contrastive learn-
ing (SCL) (Khosla et al., 2020) with Fish. The
rationale behind integrating SCL is that we seek to
find commonalities between the examples of each
class (abusive/normal) irrespective of the platforms
and contrast them with examples from the other
class.
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3.2 SCL-Fish
Assuming we have a training dataset of abusive
language detection consisting of samples from two
platforms P1 and P2 where Pk = {(Xk,Yk)}.
Given a model θ and loss function l , the empirical
risk minimization (ERM) (Vapnik, 1991) objective
is to minimize the average loss across the given
platform:

LERM = min
θ

E (x,y) ∼ P∈(P1, P2)
δl((x, y); θ)

δθ

The expected gradients for these two platforms
are expressed as

G1 = E(x,y) ∼ P1

δl ((x, y) ; θ)

δθ

G2 = E(x,y) ∼ P2

δl ((x, y) ; θ)

δθ

If the directions of G1 and G2 are same (G1.G2

> 0), then we can say that the model is improving
on both platforms. Therefore, IDGM algorithm at-
tempts to align the direction of the gradients G1 and
G2 by maximizing their inner dot product. Hence,
given the total number of training platforms S, the
final objective function of IDGM is obtained by
subtracting gradient dot product (GIP) from ERM
loss:

LIDGM = LERM

− γ
2

S(S − 1)

i ̸=j∑

i,j∈S
Gi.Gj (1)

Here, γ is a scaling term and GIP can be
computed in linear time by Ĝ = ||∑i Gi||2 -∑

i ||Gi||2
However, the derivation of Ĝ is computa-

tionally expensive, as it is a dot product of two
gradients. Adopting from Nichol et al. (2018),
Shi et al. (2021) work around this issue by
proposing a first-order derivative version of IDGM,
namely, Fish. Shi et al. (2021) show that given the
gradient of ERM Ḡ and a clone of original model θ̃,

Gf = E[θ − θ̃] - αS.Ḡ and Gg = d Ĝ
d θ ,

lim
α→0

Gf .Gg

||Gf || . ||Gg||
= 1 (2)

In other words, if we ignore the ERM objective,
we can substitute the second-order derivative Gg

with a computationally less expensive Gf .
Although, this method exhibits impressive per-

formance on the domain-generalization task, as

mentioned in Section 3.1, it may capture only
platform-invariant features without much focus on
task-relevant features. To overcome this issue, we
augment Fish with a supervised contrastive learn-
ing (SCL) objective, which will teach the model to
select the features such that the representation of
an abusive sample and a non-abusive sample are
located far from each other in the hyperspace,

LSCL = −
N∑

j=1

1yi=yj

log
exp(f(xi) . f(xj) / τ)∑
1i ̸=k exp(f(xi) . f(xk) / τ)

(3)

Here, f (.) is an encoder and N is the number
of samples summing all the platforms. Therefore,
the model will be encouraged to learn only those
task-oriented features that are invariant across the
platforms and can be used to distinguish abusive
and non-abusive examples.

Algorithm 1 SCL-Fish
1: for iteration = 1, 2,... do
2: θ̃ ← θ
3: for Pi ∈ {P1, P2, ..., PS} do
4: Sample minibatch pi ∼ Pi

5: g̃i = E(x,y)∼pi

[
δl ((x, y) ; θ̃)

δθ̃

]

6:

7: Update θ̃ ← θ̃ − αg̃i
8: end for
9:

10: Update θ ← θ − ϵ(θ̃ − θ) ▷ Updating Fish
11:

12: Pscl ← {P1 ∪ P2 ∪ ... ∪ PS}
13: for Sample minibatch pscl ∼ Pscl do
14: ▷ Calculate gradient for SCL from (3):
15: gscl = E(x,y)∼pscl

[
δl ((x, y) ; θ̃)

δθ̃

]

16:

17: Update θ ← θ − α′ gscl
18: end for
19: end for

We present SCL-Fish in Algorithm 1. For each
training platform, Fish performs inner-loop (l3-l8)
update steps with learning rate α on a clone of
the original model θ̃ in a minibatch. Subsequently,
the original model θ is updated by a weighted dif-
ference between the cloned model and the orig-
inal model θ̃ − θ. After performing, platform-
generalized update, the trained samples of this iter-
ation(l12) are queued and sampled in a minibatch
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Dataset Platform Source Offnsv/normal
wiki Wikipedia Wulczyn et al. (2017) 14880 / 117935
twitter Twitter Multiple* 77656 / 55159

fb-yt Facebook
& Youtube Salminen et al. (2018) 2364 / 858

stormfront Stormfront de Gibert et al. (2018) 1364 / 9507
fox Fox News Gao and Huang (2017) 435 / 1093

twi-fb Twitter &
Facebook Mandl et al. (2019) 6840 / 11491

reddit Reddit Qian et al. (2019) 2511 / 11073

convAI ELIZA &
CarbonBot Cercas Curry et al. (2021) 128 / 725

hateCheck Synthetic.
Generated Röttger et al. (2021) 2563 / 1165

gab Gab Qian et al. (2019) 15270 / 656

yt_reddit Youtube
& Reddit Mollas et al. (2020) 163 / 163

Table 1: List of experimental datasets with corre-
sponding platforms. * Twitter dataset is collected
from Waseem and Hovy (2016), Davidson et al.
(2017), Jha and Mamidi (2017), ElSherief et al.
(2018), Founta et al. (2018), Mathur et al. (2018), Basile
et al. (2019), Mandl et al. (2019), Ousidhoum et al.
(2019), and Zampieri et al. (2019a).

to update θ with supervised contrastive loss (l13-
l18).

4 Experiments

4.1 Datasets

To experiment with the efficacy of SCL-Fish,
we compile datasets from a wide range of plat-
forms. We collect source of the datasets primarily
from (Risch et al., 2021) and (Vidgen and Derczyn-
ski, 2020). We provide meta-information of the
datasets in Table 1. Description of each dataset is
presented in Appendix F.

4.2 Methods Comparison

We compare performance of SCL-Fish with Fish,
also using ERM as a sensible baseline. We also
conduct experiments on an SCL version of ERM
(SCL-ERM). Additionally, we compare SCL-Fish
with two of the benchmark models for abusive/hate
speech detection, HateXplain (Mathew et al., 2021)
and HateBERT (Caselli et al., 2021). HateXplain
is finetuned on hate speech detection datasets col-
lected from Twitter and Gab3 for a three-class clas-
sification (hate, offensive, or normal) task. It incor-
porates human-annotated explainability with BERT
to gain better performance by reducing unintended
bias towards target communities. While conducting
our experiments, we consider both hate and offen-
sive classes as one category (abusive). HateBERT
pre-trains BERT with Masked Language Model-
ing (MLM) objective on more than one million

3https://gab.com

offensive and hate messages from banned Reddit
community. It results in a shifted BERT model
that has learned language variety and hate polarity
(e.g. hate, abuse). Finetuning on different abusive
language detection tasks has shown that HateBERT
achieves the best/comparable performance.

4.3 Experimental Setup

We train the models (ERM, SCL-ERM, Fish, and
SCL-Fish) on fb-yt, twitter, and wiki datasets (in-
platform datasets) and use stromfront as validation
set. We use the same hyperparameters on all the
models for fair comparisons. We present the list
of hyperparameters in Appendix A. The rest of the
datasets from Table 1 are used for cross-platform
evaluation. As evident from Table 1, the datasets
are highly imbalanced. Hence, we report F1-score
for abusive class (we denote it as positive-F1) and
macro-averaged F1-score. For completeness, we
also provide performance in accuracy. We train
and evaluate our models on Nvidia A100 40GB
GPU.

5 Results on Cross-Platform Datasets

We show results of our models for cross-platform
performance in Table 2. We observe that SCL-
Fish outperforms other methods in macro-F1 and
positive-F1 scores while maintaining comparable
performance with the best method on the other
datasets (reddit, hatecheck). In overall average per-
formance, SCL-Fish achieves best macro-F1 and
positive-F1 scores. More specifically, user com-
ments on broadcasting media (Fox News), SCL-
Fish achieves a gain of 3.2% positive-F1 and 0.5%
macro-F1 over the other methods. On public fo-
rums (Youtube and Reddit), SCL-Fish achieves a
total gain of 2.0% in positive-F1 but SCL-ERM out-
performs SCL-Fish by 1.3% in macro-F1 score. On
AI bot conversation (CarbonBot and ELIZA), SCL-
Fish achieves a gain of 1.4% positive-F1 and 1.0%
macro-F1 over other methods. On the synthetically-
generated platform (HateCheck), ERM outper-
forms SCL-Fish by 1.2% in positive-F1 score and
Fish outperforms SCL-Fish by 0.1% in macro-F1
score. On Gab, all the methods (ERM and Fish-
based, including SCL-Fish) achieve high positive-
F1 score because of the highly imbalanced dataset.
Hence, for a fair comparison among all meth-
ods, we report performance on sampled balanced
datasets in Appendix B. We also discuss the perfor-
mance on the in-platform datasets in Appendix C.
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Platform HateXplain HateBERT ERM SCL-ERM Fish SCL-Fish

(% of hate) Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

Acc Pos
F1

Macro
F1

Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

stormfront
(12.5)

88.1 44.1 67.2 87.3 34.6 63.8 85.3 44.2 67.7 86.0 43.0 67.5 85.5 42.0 66.9 85.1 44.2 67.8

fox
(28.5)

73.9 29.4 56.7 68.7 31.5 63.8 73.6 42.3 62.6 73.6 42.3 62.6 73.6 44.3 63.5 72.2 47.5 64.3

twi-fb
(37.3)

63.4 09.3 43.2 65.0 27.9 52.4 61.3 35.7 54.0 60.2 33.6 52.6 53.7 36.9 50.2 61.8 38.2 55.3

reddit
(18.5)

83.7 38.0 64.3 81.0 45.5 66.9 76.9 43.0 64.3 77.7 43.9 65.1 76.7 44.6 64.9 76.6 46.3 65.7

convAI
(15.0)

86.4 26.6 59.5 87.9 56.9 74.9 86.6 66.3 78.9 86.8 65.9 78.8 86.3 64.7 78.1 87.3 67.7 79.9

hateCheck
(68.8)

38.4 26.9 36.9 58.9 64.3 57.9 67.3 77.4 59.0 65.4 75.3 58.6 67.1 76.6 60.5 66.7 76.2 60.4

gab
(95.9)

75.6 85.7 50.6 75.9 86.0 50.4 91.1 95.3 59.1 91.4 95.5 57.9 90.9 95.2 58.8 92.0 95.8 57.4

yt-reddit
(50.0)

65.3 54.3 63.2 70.9 69.3 70.8 72.4 75.7 71.9 74.5 77.1 74.2 73.6 76.6 73.2 73.0 76.7 72.3

avg. 71.9 38.9 55.2 74.5 52.0 61.6 76.8 59.9 64.7 76.9 59.6 64.7 75.9 60.1 64.5 76.8* 61.6 65.4

Table 2: Performance on cross-platform datasets. Bold font represents the best performance for a particular metric.
Gray cells indicate performance on the datasets from identical or overlapping platforms but different sources and
distributions. * Although SCL-Fish exhibits comparable accuracy with other competitive models on this imbalanced
dataset, it achieves better accuracy on the balanced dataset (Appendix B).

Most notably, HateBERT achieves the highest
macro-F1 scores on reddit, which is expected since
HateBERT is pre-trained on reddit and so has
an advantage over other methods since these are
trained on data from other platforms. However, all
the models including HateXplain and HateBERT
are trained on the datasets from Twitter platform.
Hence, we analyze performance of the models on
twi-fb dataset. Our rationale is that although twi-
fb involves data from Twitter and Facebook, these
data do not necessarily have the same distribution
as data used to train all the models. The distribu-
tion of datasets from the same platform can still
defer due to the variations in the timestamps, top-
ics, locations, demographic attributes (e.g. age,
race, gender, ethnicity). Although it is not possi-
ble to extract all this information from the textual
contents, we provide a quantitative comparison be-
tween in-domain and out-domain datasets for Twit-
ter in Appendix D. We refer the readers to Koh
et al. (2021) for more detailed analysis. We find
that performance of the models deteriorates sig-
nificantly (under 56% macro-F1) even on datasets
from overlapping platforms but of different distri-
butions. This demonstrates effect of distribution
shift in the data, even if we train on date from the
same platform. We further discuss possible ratio-
nales for this performance gap across the platforms
in Appendix E.

6 Analysis

In this section, we conduct qualitative and quanti-
tative analysis on the experimental results.

6.1 Diversity over Quantity
It is worth noting that HateBERT has been pre-
trained on 1, 478, 348 Reddit messages, almost five
times more data than SCL-Fish. However, as Ta-
ble 2 shows, performance of HateBERT on cross-
platform datasets suffers significant drops which
is not the case for SCL-Fish. Even on yt-reddit
dataset, which is collected from Youtube and Red-
dit (the latter being the platform whose data Hate-
BERT is trained on), HateBERT fails to outperform
the baseline ERM method. This shows that, for
the purpose of creating platform/domain-invariant
models, it is more important to employ training
data with different distributions than simply using
huge amounts of training data from the same plat-
form but that may have limited distribution.

6.2 Finetuning SCL-Fish
Since we show SCL-Fish exhibits better perfor-
mance than other methods on most of the cross-
platform datasets, we further investigate whether
the platform-generalization capability of SCL-Fish
helps it improve performance on a specific platform
(Twitter) upon finetuning. For this purpose, we use
two benchmark datasets, namely, OLID (Zampieri
et al., 2019a) dataset from SemEval-2019 Task
6 (Zampieri et al., 2019b) and AbusEval (Caselli
et al., 2020). Please note that we use OLID dataset
for training our methods (Appendix F). Now we
are finetuning with the same dataset for this experi-
ment.

We present results for this set of experiments
in Table 3. Performance of NULI (BERT-based
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Datasets Models Macro
F1

Pos.
F1

OffensEval

BERT 80.3 71.5
HateBERT 80.9 72.3

NULI 82.9 75.2
SCL-Fish 81.6 72.6

AbusEval

BERT 72.7 55.2
HateBERT 76.5 62.3

Caselli et al. (2020) 71.6 53.1
SCL-Fish 75.2 59.4

Table 3: Performance of models after finetuning. Bold
and underline represent best and second best perfor-
mance for a particular metric, respectively.

model secured first position in SemEval-2019 Task
6 (Zampieri et al., 2019b)) in the table is from Liu
et al. (2019a) and BERT, HateBERT from Caselli
et al. (2021).

As Table 3 shows, NULI (Liu et al., 2019a)
achieves the best performance for OLID dataset.
Although SCL-Fish gets a lower score than NULI4,
SCL-Fish outperforms BERT and HateBERT on
both in positive-F1 and macro-F1. This is important
because HateBERT uses five times more data from
one specific platform (Reddit). This proves that our
proposed SCL-Fish is useful not only in platform
generalized zero-shot setting but also for finetun-
ing, and emphasizes the importance of diversity of
the data (which translates into varied distributions)
over data size.

For AbusEval dataset, SCL-Fish performs bet-
ter than BERT and the prior work (Caselli et al.,
2020), but it cannot outperforms HateBERT. We
suspect that the reason is due to the different an-
notation process followed during the earlier train-
ing phase of SCL-Fish and HateBERT. Because,
although OLID and AbusEval contain identical
tweets in the training and the testing sets, the an-
notation scheme of AbuseEval is different from
OLID. While Zampieri et al. (2019a) uses the defi-
nition of offensive language as “Posts containing
any form of non-acceptable language (profanity)
or a targeted offense, which can be veiled or di-
rect" to annotate OLID dataset, Caselli et al. (2020)
uses the definition of abusive language as “hurtful
language that a speaker uses to insult or offend
another individual or a group of individuals based
on their personal qualities, appearance, social sta-

4Please note that Caselli et al. (2021) reports positive-F1
of NULI as 59.9% which is lower than positive-F1 of SCL-
Fish. But the positive-F1 we compute from Liu et al. (2019a)
is different from the one reported in Caselli et al. (2021).
Therefore, we consider our computed positive-F1 for NULI.

tus, opinions, statements, or actions" to annotate
AbusEval dataset. More comprehensively, Abu-
sEval excludes any kind of untargeted messages
from the hate speech category. During the training
phase of SCL-Fish, we consider any targeted or
non-targeted strong language as offensive. There-
fore, finetuning on AbusEval causes misalignment
with the earlier training phase of SCL-Fish, and
may result in performance deterioration.

6.3 Explainability with Attention
Visualization

Figure 3: Attention visualization for different platforms.
Deeper color indicates higher attention.

We investigate how platform generalization
helps the model attend to the right context on ‘out-
of-platform’ datasets. For this purpose, we analyze
attention vectors of SCL-Fish, HateXplain, and
HateBERT in an attempt to better understand their
performance. We use BertViz (Vig, 2019) to com-
pute and visualize the final layer attention vectors
from [CLS] to other tokens. We select three out-of-
platform datasets (fox, stormfront, and hateCheck)
and randomly sample one abusive example from
each where SCL-Fish correctly identifies the ex-
ample as abusive, but HateXplain and HateBERT
misclassify it. Figure 3 shows the attention visual-
ization for each of the examples. As we can see,
in the example from Fox News user comments,
although the text does not explicitly contain any
strong or offensive words, it is seemingly offensive
towards ‘Muslims’ and ‘Merkel’. Hence, our mod-
els should attend to these two words with the high-
est priority, which SCL-Fish does. On the other
hand, although HateXplain gives higher attention
to ‘Merkel’, it fails to attend the word ‘Muslims’.
Surprisingly, HateBERT does not assign priority to
any context for the misclassified examples. On the
example from StormFront, both SCL-Fish and Hat-
eXplain, correctly assign priority to the words ‘for-
eigners’ and ‘pegan’ unlike HateBERT. However,

102



HateXplain also confuses other words e.g. ‘The’
as a highly prioritized token. Finally, the example
from synthetically-generated dataset hateCheck is
challenging because of the linguistic complexity
(e.g. negations, hedging terms) language models
typically struggle to address (Hossain et al., 2020;
Ettinger, 2020; Kassner and Schütze, 2020). We
observe that SCL-Fish highly prioritizes ‘women’
and also attends to the token ‘not’. On the other
hand, HateXplain mistakenly provides the highest
attention to ‘We must’ and ignores the negation
term ‘not’.

Overall, our analysis shows that model trained
on platform-generalized settings improves on iden-
tifying the targeted community and right context
on an out-domain offensive text. On the contrary,
platform-specific models may not be able to attend
to the targeted community in a different platform,
because these models are trained on target specific
to particular platforms.

6.4 SCL Improves Fish

From Table 2 and Table 8, it is evident that inte-
grating SCL with Fish empirically improves perfor-
mance across the platforms. Now, we substantiate
the empirical result with the visual justification for
Fish and SCL-Fish on different platforms. For all
the platforms, we pass an equal number of abusive
and non-abusive samples to the models and plot the
[CLS] embeddings in Figure 4.

Figure 4: tSNE plot for Fish vs. SCL-Fish on Fox News
Comment, Reddit, and StormFront. Abusive samples
are presented in orange and non-abusive samples are
presented in blue.

We observe that, SCL-Fish forms more com-
pact clusters of abusive (majority from orange sam-
ples) and non-abusive (majority from blue sam-
ples) examples than Fish. Supervised contrastive
learning attempts to learn task-oriented features
that help bring representations of the same class
closer to each other while pushing representations

Figure 5: Percentage of error categories in a randomly
sampled 50 misclassified examples.

of different classes further apart. As a result, dis-
tinct clusters are formed for each class in Figure 4.
Therefore, incorporating SCL helps Fish reduce the
confusion between abusive and non-abusive repre-
sentations and improves overall performance of the
model.

7 Error Analysis

We conduct an error analysis on the examples that
SCL-Fish misclassified. We randomly sample 50
misclassified examples and divide them into three
categories:
False-abusive: Examples that are normal but SCL-
Fish categorizes them as abusive.
Offensive: Examples that are degrading, harassing
to an individual or untargeted abuse, trolling but
SCL-Fish categorizes them as normal.
Hate: Examples that contain targeted attacks to-
wards a particular group or identity.

We provide examples for each category in Ta-
ble 4. Figure 5 shows that SCL-Fish misclassify
32% normal examples as false-abusive. Most of
the examples of this category contain some sort
of slang words that the model confuses as abusive.
On other hand, SCL-Fish misclassifies 28% of the
offensive examples as normal. This is because the
examples may contain some positive words (e.g.
‘please’) or do not contain any profanity. Therefore,
the model considers them as normal speech. Lastly,
around 40% of the hate speech is misclassified as
normal by SCL-Fish. Similar to the reason for
offensive, the model confuse because of some sar-
castic positive words and lack of expected profanity.
This analysis shows that detecting implicit abusive
language that does not contain direct profanity is
still challenging and a direction to be explored in
the future.
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Category Example Predicted Class

False-abusive
Once at work, I accidentally checked out some dragons
f*cking cars. Didn’t know that would be an issue.

Abusive

Offensive The girl on the left looks like a Jewish pizza. Normal

Hate
The Blacks and Browns are destroying Sweden and nobody
does anything about it!

Normal

False-abusive
I’ve been out for years and it hasn’t been easy, but I also
love being a f*g.

Abusive

Offensive
Why do you not think so? Feck off. Please go on. You annoy
me.

Normal

Hate
All we have is Blacks and a few Mestizos and all are pretty
well behaved, we keep them that way around here.

Normal

False-abusive I truly am a bada*s motherf*cker. Abusive

Offensive
Oh yeah, she’s so annoying I had mentally blocked out her
existence.

Normal

Hate
As opposed to Reddit, which is composed mainly of
Communists jacking each other off about child drag queens?

Normal

Table 4: Sample of misclassified examples from False-abusive, Offensive, and Hate category.

8 Conclusion

In this work, we addressed the problem of cross-
platform abusive language detection from the do-
main generalization perspective. We proposed
SCL-Fish, a supervised contrastive learning aug-
mented meta-learning method to learn general-
ized task-driven features across platforms. We
showed that SCL-Fish achieves better performance
compared to the other state-of-the-art models and
models adopting ERM for cross-platform abusive
language detection. Our analysis also reveals
that SCL-Fish achieves comparable performance
on finetuning with much smaller data for cross-
platform training than other data-intensive methods.
Our work demonstrates progress on both platform
and domain generalization in the context of abusive
language detection, which we hope future research
can be extended to other areas of language under-
standing.

9 Limitations

Although SCL-Fish achieves improvement over
Fish, training SCL-Fish takes longer time than
Fish. Empirically, we find that SCL-Fish is ap-
proximately 1.2x slower than Fish. Moreover, we
believe that the subjective nature of abusive lan-
guage (Sap et al., 2019) affects the annotation pro-
cess of different datasets and possibly negatively
impact performance.
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A Hyperparameter Configuration

The detailed configuration of hyperparameters for
the training phase of the cross-platform experi-
ments is shown in Table 5. We run each experiment
three times and report the average performance of
the models.

Hyperparameters Values

LM model variant BERT-base-uncased
Token length 512
Optimizer Adam
AdamW epsilon 1e-8
AdamW betas (0.9, 0.999)
Fish meta lr. (ϵ) 0.05
SCL temperature (τ ) 0.05
Learning rate 5e-6
Batch size 8
Epochs 10

Table 5: Hyperparameters for cross-platform experi-
ments.

Table 6 presents the configuration of hyperpa-
rameters during the finetuning (Section 6.2).

Hyperparameters Values

LM model variant BERT-base-uncased
Token length 100
Optimizer AdamW
AdamW epsilon 1e-8
AdamW betas (0.9, 0.999)
Learning rate 1e-5
Batch size 32
Epochs 5

Table 6: Hyperparameters for finetuning.

B Performance on Cross-Platform
Balanced Datasets

We sample an equal number of examples from abu-
sive and normal classes for each dataset. The result
is shown in Table 7.

C In-Platform Performance

Table 8 shows the performance of the methods on
the in-platform datasets. Unsurprisingly, ERM-
based methods outperform Fish-based methods on
all the datasets and in all the metrics. ERM method
learns platform-specific features, while the Fish-
based method tends to learn platform-invariant

features. Therefore, evaluating the in-platform
datasets yield better performance for ERM-based
methods. Notably, as the percentage of abusive
speech decreases from the top row to the bottom
row in Table 8, positive-F1 scores also drop ac-
cordingly. But Fish-based methods suffer least
performance deterioration (10.1% drop from fb-yt
to wiki for SCL-Fish, 7.2% drop from fb-yt to wiki
for Fish) than the other methods (12.3% drop from
fb-yt to wiki for ERM, 12.7% drop from fb-yt to
wiki for SCL-ERM). This shows that domain gen-
eralization helps the methods to learn more robust
platform-invariant features, which in turn, results
in more accurate detection of abusive speech on
cross-platform datasets.

D Quantitative Comparison for Twitter
In-Domain and Out-Domain Datasets

We compare twitter (in-domain) and twi-fb (out-
domain) datasets based on linguistic features and
sentiment analysis. For each dataset, we compute
average sentiment scores, average number of words,
and characters for both abusive and non-abusive
classes.

Table 9 reflects the difference in sentiments
scores and linguistic features between the datasets.
We see that the number of words and the number
of characters are higher for the out-domain (twi-fb)
dataset than the in-domain (twitter) dataset for both
abusive and non-abusive classes. Additionally, the
examples of out-domain datasets have more neg-
ative sentiment on average than the examples of
in-domain dataset. These types of variation can
shift the distribution of the datasets, as a result,
the models may struggle to perform better on an
out-domain dataset (Table 2).

E Rationale for Performance Gap across
Platforms

To this end, we aim to study the reason for the
performance gap of the models across different
platforms through a qualitative analysis of linguis-
tic variance. We sample abusive texts from the
platforms and plot the word frequency in Figure 6.

We observe that the type of abusive texts varies
along with the linguistic features across the plat-
forms. For example, on social networks like
Twitter, most appeared words in abusive texts are
‘f*cking’, ‘gun’, ‘a*s’, which mostly imply vio-
lence and personal attack. Meanwhile, an extremist
forum like Stormfront contains words like ‘black’,
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HateXplain HateBERT ERM SCL-ERM Fish SCL-Fish
Platform Acc Pos.

F1

Macro
F1

Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

stormfront 64.7 48.5 60.9 61.9 41.2 56.5 69.2 60.1 67.5 67.5 56.4 65.3 67.3 56.1 65.0 69.5 60.6 67.8
fox 57.0 30.7 49.8 55.6 36.3 51.1 61.5 46.9 58.4 61.6 46.9 58.4 61.8 49.1 59.3 63.3 54.6 61.9

twi-fb 51.6 09.4 38.2 55.5 29.0 48.3 54.7 38.9 51.5 53.4 36.6 49.9 50.0 42.1 49.1 55.8 41.6 53.0
reddit 61.6 41.4 56.4 66.1 55.8 64.2 65.9 57.9 64.6 66.1 58.1 64.8 67.1 60.6 66.2 68.2 63.2 67.6
convAI 57.8 28.0 49.1 73.4 66.7 72.3 87.1 87.2 87.1 86.3 86.2 86.3 85.5 85.3 85.5 87.9 87.9 87.9

hateCheck 52.3 27.5 45.9 63.4 60.9 63.3 59.5 67.3 57.1 59.1 65.7 57.6 60.9 67.1 59.5 60.8 66.8 59.5
gab 33.8 41.0 32.8 33.9 42.7 32.3 64.1 72.8 60.1 62.2 72.1 56.7 64.3 72.9 60.1 60.2 71.1 53.6

yt-reddit 65.3 54.3 63.2 70.9 69.3 70.8 72.4 75.7 71.9 74.5 77.1 74.2 73.6 76.6 73.2 73.0 76.7 72.3
avg. 55.5 35.1 49.5 60.1 50.2 57.4 66.8 63.3 64.8 66.4 62.4 64.2 66.3 63.7 64.7 67.3 65.3 65.5

Table 7: Performance on the balanced cross-platform datasets. Bold font represents best performance for a
particular metric. Gray cells indicates performance on the datasets from identical or overlapping platforms but
different sources and distributions.

Platform ERM SCL-ERM Fish SCL-Fish

(% of hate) Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

Acc Pos.
F1

Macro
F1

fb-yt
(73.4) 94.1 95.8 92.9 92.9 94.9 91.4 79.9 85.1 77.1 90.1 92.8 88.5

twitter
(58.5) 89.2 90.7 88.9 89.2 90.8 88.8 84.0 85.8 83.8 89.2 90.7 88.9

wiki
(11.2) 96.2 83.5 90.7 96.0 82.2 89.9 95.1 77.9 87.6 95.9 82.7 90.2

avg. 93.2 90.0 90.8 92.7 89.3 90.1 86.3 82.9 82.8 91.8 88.7 89.2

Table 8: Performance on in-platform datasets. Bold font represents best performance for a particular metric.

Class Features twitter twi-fb

Abusive

No. of
Words

15.49 29.64

No. of
Characters

96.53 168.46

Sentiment
Score

-0.75 -0.83

Non-
Abusive

No. of
Words

18.51 26.84

No. of
Characters

118.41 172.09

Sentiment
Score

-0.49 -0.71

Table 9: Comparison between in-domain (twitter) and
out-domain (twi-fb) datasets. Features are computed av-
eraging the examples for a particular class (abusive/non-
abusive).

‘white’, ‘jews’ which indicate abusive comments to-
wards a particular community or ethnicity. Linguis-
tic features from a public forum like Reddit reveal
that abusive comments on this platform are mostly
targeted attacks and slang. Abusive conversation
with AI bots mostly contains strong words in the
form of personal attacks. On the other hand, user
comments on broadcasting media like Fox News

do not contain any strong words but rather implicit
abuse focused towards a particular race like ‘black’,
person like ‘Obama’, or sexual orientations like
‘gay’. Finally, abusive texts on Wikipedia include
both targeted and untargeted slang words toward a
specific entity.

The variation of abuse across different platforms
shows that training models on a specific platform
are not enough to address the issue of mitigating
abusive language on another platform. This also
implies the importance of the platform-generalized
study of abusive language detection.

F Datasets Description

In this section, we briefly describe the datasets we
compile for our cross-platform experiments.

F.1 wiki

wiki dataset represents Wikipedia platform. We col-
lect this dataset from Wulczyn et al. (2017). The
corpus contains 63M comments from discussions
relating to user pages and articles dating from 2004
to 2015. Human annotations were used to label
personal attack, aggressiveness, and harassment.
The authors find that almost 1% of Wikipedia com-
ments contain personal attacks. We randomly sam-
ple 132,815 examples from the initial corpus to
make it compatible in size with other training sets.
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Figure 6: Top-20 normalized word frequency of abusive language for different platforms (ignoring stopwords and
non-alphabetic characters).

Of these examples, 14,880 contain abusive (per-
sonal attack, aggressiveness, harassment) language.

F.2 twitter

We collect twitter dataset from a variety of
sources. Waseem and Hovy (2016) annotate around
16k tweets that contain sexist/racist language. Ini-
tially, the authors bootstrap the corpus based on
common slurs, then manually annotate the whole
corpus to identify tweets that are offensive but do
not contain any slur. Similarly, Davidson et al.
(2017) crawled tweets with lexicon containing
words and phrases identified by internet users as
hate speech. Then crowdsourcing is performed
to distinguish the category of hate, offensive, and
normal tweets, resulting in around 25k annotated
tweets. Jha and Mamidi (2017) crawled Twitter
with the terms that generally exhibit positive senti-
ment but sexist in nature (e.g. ‘as good as a man’,
‘like a man’, ‘for a girl’). The authors also annotate
tweets that are aggressively sexist. The final cor-
pus contains around 10k tweets of implicit/explicit
sexist and normal tweets. ElSherief et al. (2018)
adopt multi-step data collection process that in-
clude collecting tweets based on lexicon, hashtag,
and other existing works (Waseem and Hovy, 2016;
Davidson et al., 2017). Then, crowdsourcing is
applied to annotate targeted and untargeted hate
speech. Founta et al. (2018) build an annotated

corpus of 80k tweets with seven classes (offen-
sive, abusive, hateful speech, aggressive, cyber-
bullying, spam, and normal). Mathur et al. (2018)
annotate a corpus of around 3k tweets contain-
ing hate, abusive, and normal tweets. Basile et al.
(2019) crawled 13k tweets containing abusive lan-
guage against women and immigrants. The authors
applied crowdsourcing to annotate if the tweets
contain individual/ group hate speech or aggres-
siveness. Mandl et al. (2019) develop a corpus of
7k English examples with the category of hate, of-
fensive, and profanity. Ousidhoum et al. (2019)
build a corpus of multilingual and multi-aspect hate
speech. The English corpus (5,647 tweets) covers
a wide range of hate speech categories including
the level of directness, hostility, targeted theme,
and targeted group. Zampieri et al. (2019a) develop
an offensive corpus of 14,100 tweets based on hi-
erarchical modelings, such as whether a tweet is
offensive/targeted, if it is targeted towards a group
or individual.

Our final twitter dataset contains 132.815 exam-
ples of which 77,656 are abusive.

F.3 fb-yt

fb-yt represent both Facebook and Youtube plat-
forms. We collect this dataset from Salminen et al.
(2018). Salminen et al. (2018) crawled the com-
ments from Facebook and Youtube videos and an-
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notate them into hateful, non-hateful categories.
The authors also subcategorize hateful comments
into 21 classes including accusation, promoting
violence, and humiliation.

F.4 stormfront

stormfront dataset is collected from de Gibert et al.
(2018). The authors crawled around 10k exam-
ples from Stormfront and categorize them into
hate/normal speech. The authors further investi-
gate whether joining subsequent seemingly normal
sentences result in hate speech. Our final dataset
contains 1364 hateful speech from Stormfront.

F.5 fox

fox dataset represents user comments on the broad-
casting platform Fox News. We collect this dataset
from Gao and Huang (2017). The authors find that
the hateful comments are more implicit and cre-
ative and such hateful comments detection requires
context-dependency.

F.6 twi-fb

twi-fb dataset contains user posts from Twitter and
Facebook. We collect this dataset from Mandl et al.
(2019). The authors initially collect the corpus
by crawling keywords and hashtags. Later, they
annotate the corpus into targeted/untargeted hate
speech, offense, and profane.

F.7 reddit

reddit dataset contains conversations from Red-
dit. Qian et al. (2019) compiled a list of toxic sub-
reddit and crawled user conversations from those
subreddits. Additionally, the authors provide hate
speech intervention, where the goal is to automat-
ically generate responses to intervene during on-
line conversations that contain hate speech. The fi-
nal dataset contains 2511 examples of hate/abusive
speech.

F.8 convAI

Cercas Curry et al. (2021) collect convAI dataset
from the user conversation with an AI assistant,
CarbonBot, hosted on Facebook Messenger and a
rule-based conversational agent, ELIZA. The au-
thors categorize the dataset based on the severity
and the type of abusiveness, directness, and target.
We collected 853 examples from this dataset of
which 128 are abusive speech.

F.9 hateCheck
hateCheck is a synthetically-generated dataset col-
lected from Röttger et al. (2021). The authors de-
velop 29 functionality through prior research and
human interview and generate test case to evaluate
test case for each of the functionalities. The dataset
contains 2563 examples of hate speech.

F.10 gab
We collect gab dataset from Qian et al. (2019). Un-
like other datasets, Qian et al. (2019) provide the
full conversation which helps the models to un-
derstand the context. We collect 15,926 examples
from the original corpus of which 15,270 are hate
speech.

F.11 yt-reddit
yt-reddit dataset is collected from Mollas et al.
(2020). The authors develop the dataset, namely,
ETHOS sampling from Youtube and Reddit com-
ments. The authors emphasize reducing any kinds
of bias (e.g. gender) in the annotation process and
annotate the dataset into various forms of targeted
hate speech (e.g. origin, race, disability). We sam-
ple an equal number of hate and normal speech
from this dataset.
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Abstract

Content Warning: This paper presents textual
examples that may be offensive or upsetting.

While many types of hate speech and online
toxicity have been the focus of extensive re-
search in NLP, toxic language stigmatizing
poor people has been mostly disregarded. Yet,
aporophobia, a social bias against the poor, is
a common phenomenon online, which can be
psychologically damaging as well as hinder-
ing poverty reduction policy measures. We
demonstrate that aporophobic attitudes are in-
deed present in social media and argue that
the existing NLP datasets and models are in-
adequate to effectively address this problem.
Efforts toward designing specialized resources
and novel socio-technical mechanisms for con-
fronting aporophobia are needed.

1 Introduction

Online toxicity includes language that is offen-
sive, derogatory, or perpetuates harmful social bi-
ases. Significant research effort has been devoted
to addressing the problem of toxic language target-
ing several social groups, including women, immi-
grants, and ethnic minorities (Fortuna and Nunes,
2018; Kiritchenko et al., 2021). Yet, other groups
(e.g., based on age, physical appearance, and socio-
economic status) also regularly experience stigma-
tization with severe consequences to the groups
and to society at large. In this work, we focus on
aporophobia—“rejection, aversion, fear and con-
tempt for the poor” (Cortina, 2022). Cortina, the
philosopher who coined the term in 1990s, argues
that aporophobia is even more common than other
forms of discrimination, such as xenophobia and
racism. Moreover, aporophobia often aggravates
intersectional bias (e.g., it is not the same to be a
rich woman from an ethnic minority than a poor
woman from the same ethnic group) (Hoffmann,
2019; Hellgren and Gabrielli, 2021).

In meritocratic societies, the rhetoric of equal
opportunities—according to which everyone is pro-
vided with the same chances for success—assigns
the responsibility for one’s welfare to each indi-
vidual and results in blaming the poor for their
fate (Mounk, 2017; Sandel, 2020). However, this
principle does not reflect reality since every person
has different abilities and disabilities, backgrounds,
and experiences (Fishkin, 2014). In fact, economic
indicators unveil a completely different picture: the
overwhelming majority of poor people are those
born into poverty (United Nations, 2018). Global
levels of inequality are increasingly growing (Chan-
cel and Piketty, 2021), social mobility is as low as
7% both in the United States and in Europe (Chetty
et al., 2014; OECD, 2018), and the perception of
social mobility in the US is higher than the actual
opportunities to climb up the ladder, exacerbating
even more the blamefulness and criminalization of
the poor (Alesina et al., 2018).

Crucially, this bias has an impact on the actual
poverty levels: if society considers the poor respon-
sible for their situation and, therefore, “undeserv-
ing of help”, then measures for poverty mitigation
would not be supported, thwarting the efforts to-
wards achieving the first sustainable development
goal of the United Nations to end poverty (Arneson,
1997; Applebaum, 2001).

Cortina (2022) states that evolutionary pressure
has resulted in innate tendencies toward the search
for reciprocity, which in market economies penal-
izes the poor when they are perceived as benefiting
from social programs while offering nothing in
return. These tendencies are further aggravated
in the current Western capitalist context, where
wealth is a symbol of success (Fraser and Hon-
neth, 2003). What has been described as a “tyranny
of merit” (Sandel, 2020) manifests unconsciously
in our speech and writing as subtle and implicit
stereotyping and rejection of the poor. Such im-
plicit biased language can be challenging for NLP
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models that were not specifically trained to rec-
ognize this type of abuse (Wiegand et al., 2019;
Nejadgholi et al., 2022).

To date, aporophobia has received little attention
in NLP (Curto et al., 2022). In this position paper,
we intend to raise awareness of this phenomenon in
the community and advocate for the need to study
such online behavior, its motivations and expres-
sions, as well as its persistence and spread across
online communications, and to design technolo-
gies to actively counter aporophobic attitudes. In
particular, our goals are as follows:

• Characterize aporophobia as a distinct dis-
criminatory phenomenon with significant soci-
etal impact, based on social science literature;

• Demonstrate that aporophobic attitudes are
common in society and prominent in social
media;

• Show that existing toxic language datasets are
ill-suited for training automatic systems to ad-
dress this type of prejudice due to (1) the lack
of adequate sample of aporophobic instances,
and (2) the failure of human annotators to rec-
ognize implicit aporophobic statements and at-
titudes as part of a general definition of harm-
ful language.

The creation of resources and techniques to effec-
tively confront aporophobia will contribute to both
the safety and inclusiveness of online and offline
spaces and to the effectiveness of poverty reduction
efforts.

2 Societal Impact of Aporophobia

The current debate on bias and fairness mostly
focuses on race and gender-based discrimination.
Only recently, prejudice and bias against the poor,
or aporophobia, has been described as a key dis-
tinctive discriminatory phenomenon in the social
science literature (Cortina, 2022). However, inter-
national organizations have been denouncing the
discrimination and criminalization of the poor for a
long time (United Nations, 2018). Aporophobic at-
titudes have significant impact at different societal
levels. At the micro (personal) level, stigmatiza-
tion of the poor can inflict significant psychological
harm, lead to the internalization of the continuous
message of one’s inferiority, and contribute to a
self-fulfilling prophecy of failure (Habermas, 1990;
Honneth, 1996). At the meso (institutional) level,

policies for poverty reduction can be hindered by
societal beliefs that the poor are responsible for
their own fate and, therefore, undeserving of so-
cial assistance (Applebaum, 2001; Everatt, 2008;
Nunn and Biressi, 2009). Finally, at the macro (in-
ternational) level, aporophobic views are extended
to blaming developing countries for their poverty,
and prevent reaching fairer deals in international
trade and financial markets (Reis et al., 2005; Yapa,
2002).

Aporophobia affects people across races, gen-
ders, and countries. In “Voices of the Poor,” a
series of publications that present poor people’s
own voices in 60 countries (Narayan and Petesch,
2002), a common concern has been raised that
poor individuals face widespread social disapproval
even from people of their own communities, races,
genders, and religions. The testimonies describe
situations in which “the mere fact of being poor
is itself cause for being isolated, left out, looked
down upon, alienated, pushed aside, and ignored
by those who are better off. This ostracism and
voicelessness tie together poor people’s experi-
ences across very different contexts” (Narayan and
Petesch, 2002).

The impact of aporophobia is starting to be rec-
ognized by national and international organizations.
Spain was the first country to include aporopho-
bia as a distinct aggravation of hate crimes in the
legal framework (Spanish Criminal Code, article
22.4), and aporophobia observatories are being cre-
ated in several countries, in coordination with the
United Nations. Examining and quantifying aporo-
phobia provides NGOs and government officials
with new approaches for poverty reduction policy
making, acting on public awareness (in addition to
redistribution of wealth) and treating poverty as a
societal problem, as opposed to a problem of the
poor. Mitigating aporophobia contributes to the
fight against poverty for all ethnic groups and gen-
ders (Everatt, 2008) and NLP can play a key role in
the identification, tracking and countering of online
aporophobia.

3 Presence of Aporophobia in Twitter

In the first part of the study, we investigated the
presence of aporophobia in Twitter. For this, we
collected and analyzed tweets containing terms re-
lated to ‘poor people’ and contrasted them with
tweets related to ‘rich people’. Then, we performed
topic modeling on tweets mentioning the group
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giftofhome, encampments, encampment, sauda, dera, unsheltered, sacha, nudist, defecating, feces, blankets, shelters,
druggies, sidewalk, crackheads, addicts, doorways, tents, shelter, hostels, sidewalks, vagrants, gurmeet, nee-
dles, evicting, rahim, sweeps, sleepers, tent, vets, skid, junkies, toothless, outreach, camping, sacramento, sindh,
schizophrenic, portland, panhandling, pooping, hobo, evict, motel, fatherless, sodom, hud, isaiah, evicted, housed,
addict, motels, veterans, servicemen, fran, denver, camps, hemp, pdx, cashapp, eviction, downtown, accommodation,
meth, seattle, subways, depape, streets, junkie, brettfavre, chinatown, unhoused, ebt, shalt, venice, hostel, freeway,
newsom, sheltering, francisco, benches, overdoses, surfing, huddled, rv, overdose, reverend, homelessness, euthanasia,
addictions, heroin, stray, houseless, belongings, cardboard, rendered, urine, alcoholics, favre, evictions

Table 1: Top 100 words with the highest PMI-based association score (Eq. 1) for the group ‘poor’. The words are
presented in the decreasing order of the association score. The scores for the shown words range between 9.18 and
3.32. Words related to substance abuse, mental disorders, and health and environmental hazards associated with the
homeless population are in bold.

‘poor’ and examined topics related to aporophobia.
In the following, we discuss these steps in detail.

3.1 Tweet Collection

We polled the Twitter API to collect English tweets
for a period of three months, from 25 August 2022
to 23 November 2022, using query terms related
to poor and homeless people. The initial set of
query terms was assembled from the social science
literature on the “undeserving poor” (Everatt, 2008;
Narayan and Petesch, 2002; Applebaum, 2001) and
aporophobia (Cortina, 2022; Comim et al., 2020).
The set was expanded with synonyms and related
terms. Then, a one-week sample of tweets collected
using this set of terms was manually examined.
Terms that resulted in very small numbers of re-
trieved tweets or in many irrelevant tweets were dis-
carded. We also excluded explicitly offensive and
derogatory terms, such as trailer trash, scrounger,
or redneck, which tend to be used in personal in-
sults. The final list of query terms for the group
’poor’ was: the poor (used as a noun as opposed
to an adjective as in ‘the poor performance’), poor
people, poor ppl, poor folks, poor families, home-
less, on welfare, welfare recipients, low-income,
underprivileged, disadvantaged, lower class.

As a contrasting set, we also collected tweets re-
lated to the group ’rich’ using the following query
terms: the rich (used as a noun), rich people, rich
ppl, rich kids, rich men, rich folks, rich guys, rich
elites, rich families, wealthy, well-off, upper-class,
upper class, millionaires, billionaires, elite class,
privileged, executives. The single words poor and
rich were not part of the search due to their pol-
ysemy (e.g., ‘poor results’, ‘rich dessert’). Using
the selected terms, we were able to collect a large
amount of relevant tweets without costly manual
filtering.

We excluded re-tweets, tweets with URLs to

external websites, tweets with more than five hash-
tags, and tweets from user accounts that have the
word bot in their user or screen names. This filter-
ing step helped to remove advertisements, spam,
news headlines, and so on. Further, tweets contain-
ing query terms from both ‘poor’ and ‘rich’ groups
were also excluded. In the remaining tweets, user
mentions were replaced with ‘@user’ and query
terms were masked with ‘<target>’ to reduce the
bias from the query terms in the analysis. In total,
there were 1.3M tweets for the group ‘poor’ and
1.8M tweets for the group ‘rich’.

3.2 Word Analysis
Words which are often used in tweets describing
‘poor people’, but rarely used in tweets describing
‘rich people’, are expected to be the most repre-
sentative words associated with the group ‘poor’.
Thus, we calculated the score of association with
the group ‘poor’ using the following formula:

s (w) = PMI (w ,Cpoor )− PMI (w ,Crich) (1)

where PMI stands for Pointwise Mutual Informa-
tion and was calculated as follows:

PMI (w ,C ) = log2
freq (w ,C ) ∗N(T )

freq (w ,T ) ∗N(C)
(2)

where freq (w, C) is the number of times the word
w occurs in corpus C, freq (w, T) is the num-
ber of times the word w occurs in corpus T =
Cpoor ∪ Crich, N(C) is the total number of words
in corpus C, and N(T ) is the total number of words
in corpus T . Stopwords and low-frequency (< 300
occurrences in Cpoor) words were disregarded.

Table 1 shows 100 words with the highest asso-
ciation to the group ‘poor’. Note that these words
include many terms related to alcohol and drug
abuse (e.g., addicts, meth, alcoholics) and men-
tal disorders (schizophrenic). Many tweeters also
complained about unsanitary environments often
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Topic words # of tweets Example tweets
in topic

drug, addicts, mental, drugs,
mentally, ill, addiction,
health, addicted, addict

9,705 Homeless men are homeless because they are on drugs, got charges, are
violent and up to no good.
Most homeless are mentally ill, just put them into a home for the mentally ill.

crime, police, cops, crimi-
nals, jail, crimes, prison,
arrest, commit, criminal

5,807 Crimes committed by the homeless against non-homeless or other homeless
people occur weekly in our city.
Put the homeless in jail and make work camps.

war, military, wars, army,
soldiers, fight, join, recruit-
ment, peace, die

1,687 The military preys on poor people to fight their wars. No rich kids go to war.
They need more poor people to sign up to die for the state.

drunk, beer, drink, drinking,
alcohol, cigarette, drunks,
drinks, liquor, smoking

882 Poor folks can’t run without alcohol.
Drinks and deadbeat are the most beloved members of poor families.

fear, scared, scary, anxiety,
afraid, terrified, scare, terri-
fying, fears, mongering

680 There are more homeless creeps hanging around a bicycle path than ever.
People are scared they might need to walk past a homeless person when
going to the mall.

Table 2: Examples of tweets expressing or discussing aporophobic views. The tweet texts were paraphrased to
protect the privacy of the users.

surrounding homeless encampments and city side-
walks occupied by homeless people. Further, eu-
thanasia appears in this list since many users were
concerned (or some users supported) that it could
become a solution to end the suffering of the poor.

3.3 Topic Modeling

Next, we analyzed the thematic content of tweets
mentioning the group ‘poor’. For this, we em-
ployed an unsupervised topic modeling toolkit,
BERTopic (Grootendorst, 2022). The core com-
ponent of BERTopic is a density-based cluster-
ing technique HDBSCAN (Campello et al., 2013),
which can produce clusters of arbitrary shapes and
leave documents that do not fit any clusters as
outliers. This suited our case well as we wanted
to discover the most commonly discussed topics
in tweets mentioning poor people. The discov-
ered topics are then represented with topic words,
which are identified using class-based TF-IDF (c-
TF-IDF). The ‘topic words’ are the words that tend
to appear frequently in the topic of interest, and
less frequently in the other topics.

To reduce computational costs, we applied topic
modeling on a random subsample of 600K sen-
tences from Cpoor. For converting text to numer-
ical representations, we used the sentence trans-
formers method based on the all-MiniLM-L6-v2
pre-trained embedding model.1 For the vector-
izer model, we used the CountVectorizer method,2

1https://www.sbert.net/docs/pretrained_models
.html

2https://scikit-learn.org/stable/modules/gene
rated/sklearn.feature_extraction.text.CountVecto

and removed English stopwords and terms that ap-
peared in less than 5% of the sentences (min_df =
0.05). For the HDBSCAN clustering algorithm,
we specified the minimum size of the clusters as
min_cluster_size = 500. For all the other param-
eters, the default settings of the BERTopic package
were used.

There were 142 topics extracted. We found a
number of expected topics discussing the issues of
homeless encampments in city parks and streets,
the lack of affordable housing, the need to provide
shelter and free meals to the homeless, (un)fair
distribution of taxes among the socio-economic
classes, Christian dogmas of helping the poor, criti-
cism or support of government policies, and vari-
ous related local issues. We also observed a num-
ber of topics with more derogatory and vilifying
attitudes, portraying the poor, and especially the
homeless, as drug addicts, drunkards, criminals,
mentally disabled, and expendable, or expressing
general feelings of fear and rejection of the group.
Table 2 shows example tweets for some of these
topics. Several topics tie the issues of poverty and
homelessness with specific communities, such as
Black people, immigrants and refugees, and veter-
ans. Not all tweets on these topics express aporo-
phobic views. Some report aporophobic situations,
and many actually oppose such attitudes and crit-
icize individuals and policies that hurt the poor.
However, even when stereotypes are negated (e.g.,
‘not all homeless people are drug addicts’), the
syntactic form preserves the stereotype-consistent

rizer.html
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information (here: ‘all homeless people are drug
addicts’), confirming the stereotypic association
(Beukeboom and Burgers, 2019). That is, the exis-
tence of such counter-speech is indirect evidence
that such stereotypes and biases exist.

4 Unsuitability of Existing Datasets for
Studying Aporophobia

Groups based on socio-economic status have been
mostly overlooked in NLP research on toxic and
biased language. Current lexicons designed to iden-
tify various types of social biases do not usually
include status or socio-economic class categories,
and in rare cases when they do, these lexicons are
not tailored to identify aporophobia (Nicolas et al.,
2021; Kozlowski et al., 2019; Smith et al., 2022).

Most existing datasets collected for specific tar-
gets of abuse (e.g., women, immigrants) do not
include poor and low-income subpopulations as
a target, with the exception of the dataset for pa-
tronizing and condensending language by Perez Al-
mendros et al. (2020). To investigate whether these
groups appear in datasets collected to study general
toxicity (and its various forms), we examined nine
frequently used, large, English-language toxicity
datasets:

1. Civil Comments Dataset (Borkan et al., 2019):
a dataset of public comments from English-
language news sites annotated through crowd-
sourcing for toxicity and six toxicity sub-
types (severe toxicity, obscene, threat, insult,
identity attack, and sexual explicit) with real-
valued scores that represent the fraction of
annotators who assigned the category to the
comment. We considered a comment ‘toxic’
if it had score > 0.5 for at least one of the
seven toxic categories.

2. Wiki Toxicity (Wulczyn et al., 2017): a dataset
of comments from Wikipedia talk page edits
annotated through crowd-sourcing for six cate-
gories of toxicity: toxic, severe toxic, obscene,
threat, insult, and identity attack. We consid-
ered a comment ‘toxic’ if it was labeled with
any of the six categories of toxicity.

3. Abusive and Hateful tweet corpus by Founta
et al. (2018): a large corpus of tweets anno-
tated through crowd-sourcing for hateful, abu-
sive, spam, and normal language. We con-
sidered a tweet ‘toxic’ if it was labeled as
‘hateful’ or ‘abusive’.

4. Social Bias Inference Corpus (SBIC) (Sap
et al., 2020): a collection of tweets, Red-
dit posts, posts from the hate communities
Stormfront and Gab, and posts from a cor-
pus of microaggressions annotated through
crowd-sourcing for offensiveness, intent to of-
fend, sexual content, target group, whether the
speaker is part of the target group, and the im-
plied statement. We considered a text ‘toxic’
if it was labeled as ‘offensive’.

5. Unhealthy Comments Corpus (Price et al.,
2020): a dataset of public comments from
the Globe and Mail news website annotated
through crowd-sourcing for ‘healthy’ vs. ‘un-
healthy’ and for six potentially ‘unhealthy’
categories: (1) hostile; (2) antagonistic, insult-
ing, provocative or trolling; (3) dismissive; (4)
condescending or patronising; (5) sarcastic;
and (6) an unfair generalisation. We consid-
ered a comment ‘toxic’ if it was labeled as
‘unhealthy’.

6. Hate Speech and Offensive Language tweet
corpus by Davidson et al. (2017): a dataset
of tweets annotated through crowd-sourcing
for three categories: (1) hate speech, (2) of-
fensive language, and (3) neither hate speech
nor offensive. We considered a tweet ‘toxic’
if it was labeled as either ‘hate speech’ or ‘of-
fensive language’.

7. Contextual Abuse Dataset (CAD) (Vidgen
et al., 2021): a dataset of posts and com-
ments from Reddit annotated for identity-
directed abuse, affiliation-directed abuse,
person-directed abuse, counter-speech, non-
hateful slurs, and neutral. The annotations
were done by two annotators, and the disagree-
ments were resolved through an expert-driven
group-adjudication process. We considered
a text ‘toxic’ if it was labeled as ‘identity-
directed abuse’, ‘affiliation-directed abuse’,
or ‘person-directed abuse’.

8. Offensive Language Identification Dataset
(OLID) (Zampieri et al., 2019a): a dataset
of tweets annotated through crowd-sourcing
for offensiveness (offensive or not), type of
offense (targeted insult or untargeted), and tar-
get of offense (individual, group, or other).
We considered a tweet ‘toxic’ if it was labeled
as ‘offensive’.
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Dataset Data source Categories considered Total # # of instances
‘toxic’ of instances mentioning ‘poor’

all classes ‘toxic’
Civil Comments news site comments score > 0.5 for ‘toxicity’ 1,999,515 19,140 867

or its subtype
Wiki Toxicity Wikipedia comments toxic, severe toxic, obscene, 312,735 168 7

threat, insult, identity attack
Abusive and Hateful Twitter hateful, abusive 99,996 51 9
tweets
SBIC Twitter, Reddit, offensive 44,875 68 60

Stormfront, Gab,
microaggressions

Unhealthy Comments news site comments unhealthy 44,355 81 3
Hate Speech and Twitter hate speech, offensive 24,783 16 13
Offensive tweets
CAD Reddit identity-directed abuse, 23,417 84 17

affiliation-directed abuse,
person-directed abuse

OLID Twitter offensive 14,100 16 3
HASOC-2019 Twitter, Facebook hate speech, offensive, 7,005 19 6

profanity

Table 3: Number of instances containing the query terms for the group ‘poor’ in nine toxic language datasets.
Train/dev/test splits for each dataset were merged.

9. HASOC-2019 (Mandl et al., 2019): a dataset
of tweets and Facebook posts annotated by
its creators for hate speech, offensive content,
and profanity, and whether the offense is tar-
geted or untargeted. We considered a tweet
‘toxic’ if it was labeled as ‘hate speech’, ‘of-
fensive’, or ‘profanity’.

(More details on the datasets are provided in Ap-
pendix A.) We did not consider datasets annotated
exclusively for hate speech since socio-economic
status is not considered an attribute that defines a
protected group in legal terms and, therefore, none
of the existing hate speech datasets include the
group ‘poor’ as a target in their definitions of hate
speech.

We used the same query terms for the group
‘poor’ that we used in Sec. 3. Table 3 shows the
number of instances containing these terms in the
selected datasets.3 While the sizes of the datasets
vary from a few thousand to two million, most
contain only a few dozen instances mentioning the
group ‘poor’, and only a handful of these instances
are labeled as toxic/offensive.4 These datasets tend
to be collected using query terms that frequently oc-
cur in toxic content targeting groups based on gen-

3Since SBIC has the targeted group explicitly labeled, we
searched for words poor, poverty, and homeless in the targeted
group description.

4Most instances mentioning the group ‘poor’ in SBIC are
labeled ‘toxic’ as the majority of these instances are jokes
collected from intentionally offensive subReddits.

der, ethnicity, or religion, and thus may not capture
toxic content about poor people. The only notice-
able exception is the Civil Comments dataset that
includes over 19K instances mentioning the group
‘poor’. This is due to its size and to the fact that
it comprises all online news comments collected
through the Civil Comments platform, without any
filtering. Notice, however, that the overwhelming
majority of the messages mentioning the group
‘poor’ (over 95%) are labeled as non-toxic. This
further demonstrates that topics related to poor peo-
ple are frequently discussed online, but this group
is rarely a target of NLP studies on toxicity.

In the Civil Comments dataset, toxicity was de-
fined as ‘general incivility that would likely prompt
users to leave the discussion.’ Not all instances
mentioning the group ‘poor’ and originally labeled
as ‘toxic’ are aporophobic as they can target other
entities. We manually examined the Civil Com-
ments test set for aporophobia, which we defined
as ‘explicit or implicit expressions of rejection,
aversion, or contempt towards poor or homeless
people’. First, we looked at the instances origi-
nally labeled as ‘toxic’. Among 11,701 such in-
stances in the test set, only 93 instances mention
the group ‘poor’, and only 21 of them are instances
of aporophobia. This clearly demonstrates that ex-
isting datasets do not contain a sufficient sample of
aporophobia for classifiers to effectively learn the
concept.

118



Next, we examined instances of the Civil Com-
ments test set originally labeled as ‘non-toxic’ by
all of the annotators (i.e., with score of zero for all
seven toxic categories). We manually annotated
a random sample of 300 instances mentioning the
group ‘poor’ and originally labeled ‘non-toxic’,
and found 54 (18%) instances of aporophobia.5

This indicates that aporophobic views can be ex-
pressed very subtly and are deeply rooted in our
society so that none of the annotators considered
these texts toxic.

To further demonstrate the unsuitability of the ex-
isting toxic language datasets for modeling aporo-
phobia, we evaluated the performance of three pub-
licly available, high-quality pre-trained RoBERTa-
based toxicity prediction models on these aporo-
phobic instances:

1. Detoxify6 (Hanu and Unitary team, 2020): an
open-source multi-class model fine-tuned on
the Civil Comments dataset;

2. Wiki+Civil7: a binary toxicity model fine-
tuned on the combination of the Wiki Toxicity
and Civil Comments datasets;

3. TweetEval8 (Barbieri et al., 2020): a
RoBERTa-based model trained on 58M En-
glish tweets and fine-tuned on the OLID
dataset.

Table 4 shows the recall these models achieve on
the aporophobic instances originally labeled as ei-
ther ‘toxic’ or ‘non-toxic’, i.e., the percentage of
the aporophobic instances for which the models
predicted the toxicity score > 0.5. For compar-
ison, we also show precision and recall for the
Toxic class these models achieve on the full Civil
Comments test set. Observe that while the models
demonstrate good overall performance on the test
set and moderate to high recall on aporophobic in-
stances originally labeled as ‘toxic’, they all fail to
recognize aporophobia in more implicit instances
that also proved challenging for human annotators.
Overall, we conclude that the existing toxic lan-
guage datasets are ill-suited for training effective

5Similarly, we found instances originally labeled ‘non-
toxic’ that contain aporophobic views in the CAD (6 out of
65) and Unhealthy Comments (11 out of 78 instances).

6https://huggingface.co/unitary/unbiased-tox
ic-roberta

7https://huggingface.co/SkolkovoInstitute/rob
erta_toxicity_classifier

8https://huggingface.co/cardiffnlp/twitter-r
oberta-base-offensive

Model Full test set Recall on aporophobia
Prec. Recall ‘toxic’ ‘non-toxic’

Detoxify 0.57 0.83 0.57 0
Wiki+Civil 0.58 0.86 0.67 0.02
TweetEval 0.31 0.85 0.86 0.07

Table 4: Performance of three classification models on
the Civil Comments test set (194,641 instances) and
aporophobic instances originally labeled as ‘toxic’ (21
instances) or ‘non-toxic’ (54 instances) in the test set.

models for aporophobia detection, and new datasets
specifically targeting this phenomenon are urgently
needed.

5 Discussion

Our exploratory analysis of tweets revealed a sig-
nificant presence of aporophobic views expressed
or confronted by the users. Since only a small per-
centage of people with low income use Twitter (at
least in the U.S., the country with the highest num-
ber of Twitter users),9 the views and opinions about
this group come mostly from the out-group. Many
users felt the need to dispute stereotypical beliefs
and discriminatory actions against the poor and the
homeless populations, indicating that such views
are prevalent in social media and offline. Since
aporophobia has not received the same attention as
other types of discrimination (e.g., based on race
or gender), and since it often manifests in subtle
and implicit rejection or contempt, aporophobic
language may not be perceived as hateful or threat-
ening. Nevertheless, it can cause human suffering
and jeopardize initiatives to fight poverty, since
poverty reduction policies may not be supported
when the persons in need are being blamed for their
situation (Arneson, 1997).

In a context where the United Nations is calling
for urgent action to end poverty, NLP techniques
allow for a novel view to inform poverty reduc-
tion policies by measuring and tracking the various
manifestations of aporophobia. Such instances can
be organized according to the levels of negative
action associated with prejudices, documented in
cognitive science as avoidance, antilocution, dis-
crimination and physical attack (Allport, 1954), at
micro (individual), meso (institutional), and macro
(national) levels (Comim et al., 2020). Further-
more, bias and discrimination have traditionally
been studied for individual dimensions (e.g., gen-

9https://www.pewresearch.org/internet/2021/04
/07/social-media-use-in-2021/
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der, race, etc.) (Hoffmann, 2019). Yet, different
types of biases are often intertwined and aggra-
vate one another (Lalor et al., 2022). Aporophobia
can be incorporated in the intersectional view of
bias and discrimination, with complex interrela-
tions with racism, sexism, and xenophobia.

But while NLP techniques may be valuable
in measuring aporophobic attitudes in written
communications—such as news articles, social me-
dia, and educational material—current models, lex-
icons, and datasets are inadequate to effectively
address this problem. In addition, expressions of
aporophobia cannot simply be banned from public
view. Alternative strategies for countering aporo-
phobia and mitigating its harms need to be devel-
oped. Counter-speech and public awareness, as
well as institutional and government policies, are
some of the tools to reduce prejudice and discrimi-
nation against the poor. The NLP community can
play a major role in developing such mechanisms
in collaboration with social scientists and policy
makers.

6 Conclusion and Future Work

Aporophobia is pervasive and entrenched in soci-
ety, yet so far has been overlooked in NLP research
on toxic language. This preliminary study indi-
cates that existing toxic language datasets do not
support the development of models for detecting
and countering this type of societal bias, and new
resources and methods need to be designed and
built. However, since toxic and abusive language
(including aporophobia) is a relatively rare phe-
nomenon in online communications, random data
sampling might be inefficient to collect appropri-
ate amounts of aporophobic statements to charac-
terize the phenomenon in language (Schmidt and
Wiegand, 2017; Founta et al., 2018). Yet, other
sampling techniques (e.g., keyword-based, content
written by specific users) aiming at increasing the
proportion of toxic messages can result in biased
data distributions and learnt spurious correlations
(Wiegand et al., 2019). Future work should address
the problem of collecting data that adequately rep-
resents the phenomenon of aporophobia. Further,
practical annotation guidelines and annotator train-
ing programs need to be developed to ensure that
annotators have a proper understanding of aporo-
phobia as a concept and can effectively recognize
its explicit and implicit manifestations.

An aporophobia index (Comim et al., 2020),

built and updated by tracking aporophobic views
and actions reported or confronted on social media,
can help government and non-governmental orga-
nizations analyze the trends of this phenomenon
and correlate them with economic indicators on
poverty and inequality. Such an aporophobia index,
offering regular updates on aporophobia levels for
different geographic locations, would provide valu-
able insights to tackle poverty as a societal problem,
as opposed to a problem of the poor, and define al-
ternative poverty reduction strategies that act on
public awareness.

Research in this field is therefore critical for in-
strumental reasons: currently 685M people (10%
of the total world population) still live in extreme
poverty and the COVID-19 pandemic could make
poverty levels increase by up to 8.3% (United Na-
tions, 2022). Poverty is a worldwide problem that
affects not only developing countries, but also a
significant percentage of the population in thriving
economies: for example, in the US, 37.9 million
people live in poverty (Creamer et al., 2022). But
fighting aporophobia is also essential because of
intrinsic reasons: “Recognition of equal dignity
and compassion is the key to an ethics of cordial
reason and is indispensable to the overcoming of
inhumane discrimination” (Cortina, 2022).

7 Limitations

In this exploratory study, we focused on English-
language resources. Further, we examined only
one social media platform, Twitter. As any other
platform, Twitter has a biased demographic repre-
sentation of users in terms of language, location,
ethnicity, gender, age, socio-economic status, and
other characteristics. In particular, Twitter is pre-
dominantly used in the United States.10 As a result,
user attitudes examined in this study primarily rep-
resent Western views and may differ significantly
from views common in other regions of the world.
Future studies on aporophobia need to include other
languages and world regions and consider cultural
differences while measuring and mitigating this
type of social bias.

When searching for aporophobia-related texts,
we excluded derogatory terms and slurs associated
with the group ‘poor’ as such explicit forms of on-
line abuse tend to be easier to detect by human

10https://www.statista.com/statistics/242606/n
umber-of-active-twitter-users-in-selected-count
ries/
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annotators and NLP models. Nevertheless, when
designing tools for measuring and mitigating aporo-
phobia such explicit expressions need to be taken
into account. Furthermore, there is a wide vari-
ety of linguistic expressions referring to poor and
homeless people, and sometimes this target group
is not even mentioned at all, but could be inferred
from the context (e.g., contexts referring to hunger,
food stamps and/or other benefits, ghettos, etc.). To
effectively confront aporophobia, NLP resources
(lexicons, datasets, classification models) need to
have a wide coverage of explicit and implicit lin-
guistic expressions of the phenomenon.

Finally, we targeted only textual data. However,
many social media posts combine text with other
types of data, such as images and videos. Recent
techniques for modeling multi-modal data can be
employed to ensure a better coverage of various
types of social media posts.

Ethics Statement

Confronting aporophobia, as an application simi-
lar to addressing other types of abusive and toxic
language, poses a number of risks and ethical is-
sues, including tension between freedom of speech
and respect for equality and dignity, biased data
sampling and data annotation, dual use, and many
others, discussed in previous works by Hovy and
Spruit (2016); Vidgen et al. (2019); Leins et al.
(2020); Vidgen and Derczynski (2020); Cortiz and
Zubiaga (2020); Kiritchenko et al. (2021); Salmi-
nen et al. (2021). Future research on this topic
should comply with trustworthy AI principles of
transparency, justice and fairness, non-maleficence,
responsibility, and privacy (Jobin et al., 2019). Spe-
cial attention should be paid to involving all legiti-
mate stakeholders in the identification and defini-
tion of actions to counteract aporophobia, including
the affected communities, non-governmental orga-
nizations (NGOs) and government officials work-
ing on poverty mitigation. In particular, the views
and needs of the communities from both the Global
North and the Global South should be included.
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A Existing Toxicity Datasets

We used nine large, English-language, toxicity
datasets:

• Civil Comments Dataset11 (Borkan et al.,
2019): The dataset includes public comments
from about 50 English-language news sites
across the world posted in 2015-2017 via the
Civil Comments platform. The comments were
annotated for toxicity and six toxicity subtypes
(severe toxicity, obscene, threat, insult, iden-
tity attack, and sexual explicit) through crowd-
sourcing. Each toxicity and toxicity subtype
score is a real value which represents the fraction
of annotators who believed the category applied
to the given comment. The dataset is released
under CC0, as is the underlying comment text,
and was used in the Jigsaw Unintended Bias in
Toxicity Classification Kaggle challenge.

• Wiki Toxicity12 (Wulczyn et al., 2017): The
dataset consists of comments from Wikipedia’s
talk page edits. The comments were annotated
through crowd-sourcing for six categories of tox-
icity: toxic, severe toxic, obscene, threat, insult,
and identity attack. The dataset is released un-
der CC0, with the underlying comment text be-
ing governed by Wikipedia’s CC-SA-3.0. It was
used in the Jigsaw Toxic Comment Classification
Kaggle challenge.

• Abusive and Hateful Tweet Corpus by Founta
et al. (2018)13: This is a large corpus of tweets
annotated through crowd-sourcing for hateful,
abusive, spam, and normal language. The tweets
were selected using a boosted random sampling
technique where a random sample was comple-
mented with tweets that showed strong negative
polarity and that contained at least one offen-
sive word. This boosting procedure helped im-
prove the coverage of the minority (non-normal)
classes since hateful and abusive tweets tend to
appear quite rarely in the Twitter stream. We
used an updated version of the dataset with 100K
annotated tweets. The dataset is available by
requesting access from the authors.

11https://www.kaggle.com/competitions/jigsaw-u
nintended-bias-in-toxicity-classification/data

12https://www.kaggle.com/competitions/jigsaw-t
oxic-comment-classification-challenge/data

13https://github.com/ENCASEH2020/hatespeech-t
witter

• Social Bias Inference Corpus (SBIC)14 (Sap
et al., 2020): The dataset contains textual in-
stances collected from various sources: posts
from three intentionally offensive subReddits
(r/darkJokes, r/meanJokes, r/offensiveJokes),
posts from two English subreddits that were
banned for inciting violence against women
(r/Incels and r/MensRights), posts from known
English hate communities Stormfront and Gab,
posts from a corpus of microaggressions (Breit-
feller et al., 2019), and a sample of tweets from
three existing English Twitter datasets created by
Founta et al. (2018); Waseem and Hovy (2016);
Davidson et al. (2017). Each instance was anno-
tated via crowd-sourcing for offensiveness, intent
to offend, sexual content, target group, whether
the speaker is part of the target group, and the im-
plied statement. The dataset is publicly available.
We used version 2.

• Unhealthy Comments Corpus15 (Price et al.,
2020): The dataset includes public comments
from the Globe and Mail (a large Canadian news-
paper) news website randomly sampled from the
SFU Opinion and Comment Corpus dataset (Kol-
hatkar et al., 2020). Only comments with 250
characters or less were included in the sample.
The comments were annotated through crowd-
sourcing for the binary category ‘healthy’ vs.
‘unhealthy’ and for the presence of six poten-
tially ‘unhealthy’ categories: (1) hostile; (2) an-
tagonistic, insulting, provocative or trolling; (3)
dismissive; (4) condescending or patronising; (5)
sarcastic; and (6) an unfair generalisation. All
labels are binary and include confidence scores.
The labels and confidence scores were obtained
as aggregated answers of multiple annotators tak-
ing into account the annotators’ ‘trustworthiness’
scores. The dataset is released under CC BY-NC-
SA 4.0.

• Hate Speech and Offensive Language Tweet
Corpus by Davidson et al. (2017)16: The
dataset consists of tweets collected using hateful
words and phrases compiled by Hatebase.org.
The tweets were annotated through crowd-
sourcing for three categories: (1) hate speech, (2)
offensive language but not hate speech, and (3)
14https://maartensap.com/social-bias-frames/
15https://github.com/conversationai/unhealth

y-conversations
16https://github.com/t-davidson/hate-speech-a

nd-offensive-language
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neither hate speech, nor offensive. The dataset is
publicly available.

• Contextual Abuse Dataset (CAD)17 (Vidgen
et al., 2021): The dataset contains a stratified
sample of posts and comments from 16 subRed-
dits, which were identified as likely to contain
higher-than-average levels of abuse. The mes-
sages were collected over 6 months from 1st
February 2019 to 31st July 2019. All posts and
comments were manually annotated within the
context of conversational threads for six primary
categories: identity-directed abuse, affiliation-
directed abuse, person-directed abuse, counter-
speech, non-hateful slurs, and neutral. Each in-
stance was assigned to one or more of the six
categories. The annotations were done by two
annotators, and the disagreements were resolved
through an expert-driven group-adjudication pro-
cess. The dataset is released under CC Attribu-
tion 4.0 International. We used version 1.1.

• Offensive Language Identification Dataset
(OLID)18 (Zampieri et al., 2019a): The dataset
consists of tweets collected using query terms
and constructions that are often included in of-
fensive messages, such as ‘you are’, ‘she is’,
‘gun control’, ‘MAGA’, etc. The tweets were
annotated via crowd-sourcing for offensiveness
(offensive or not), type of offense (targeted insult
or untargeted), and target of offense (individual,
group, or other). The dataset is publicly available.
It was used in the shared task SemEval 2019 Task
6: Identifying and Categorizing Offensive Lan-
guage in Social Media (OffensEval) (Zampieri
et al., 2019b), and is part of the evaluation bench-
mark TweetEval (Barbieri et al., 2020).

• Hate Speech and Offensive Content Identifica-
tion in Indo-European Languages (HASOC-
2019)19 (Mandl et al., 2019): The dataset con-
sists of Twitter and Facebook posts collected us-
ing hashtags and keywords that contained offen-
sive content. The posts were manually annotated
by the creators of the dataset for hate speech,
offensive content, and profanity, and whether the
offense is targeted or untargeted. The dataset is
publicly available and was used in the first edi-

17https://zenodo.org/record/4881008#.Y6dTinbMI
uU

18https://github.com/cardiffnlp/tweeteval
19https://hasocfire.github.io/hasoc/2019/datas

et.html

tion of the HASOC track at FIRE 2019. We used
only the English portion of the dataset.
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Abstract

In this paper, we introduce a fine-tuned
transformer-based model focused on problem-
atic webpage classification to identify web-
pages promoting hate and violence of various
forms. Due to the unavailability of labelled
problematic webpage data, first we propose a
novel webpage data collection strategy which
leverages well-studied short-text hate speech
datasets. We have introduced a custom GPT-4
few-shot prompt annotation scheme taking var-
ious webpage features to label the prohibitively
expensive webpage annotation task. The result-
ing annotated data is used to build our problem-
atic webpage classification model. We report
the accuracy (87.6% F1-score) of our webpage
classification model and conduct a detailed
comparison of it against other state-of-the-art
hate speech classification model on problematic
webpage identification task. Finally, we have
showcased the importance of various webpage
features in identifying a problematic webpage.

1 Introduction

Since the advent of the Internet, there has been a
rapid rise of content being generated by both users
and organisations, which has also expedited the rise
of hateful and violent content. In this paper, we
focus on the identification of such content within
webpages on the internet. We define webpages
promoting hate and violence against individuals
and communities as Problematic webpages. These
problematic webpages often affect various Search
Engines, which index such webpages resulting in
them showing up in the search results. Problem-
atic webpages can be indexed by the search en-
gine crawlers when crawling the web. The ranking
models executing at the back-end of these search
engines can end up showing these problematic web-
pages, when a user queries for something similar.
This is not just limited to user queries, which are
themselves having a problematic intent. Such prob-
lematic webpages can also show up in information

seeking innocuous queries on sensitive topics as
well. For example, there is a possibility that a hate-
ful webpage towards black community ends up as a
search result for a query: data on black population
in US. This can lead to a bad experience for the
end user, as well as spread of targeted hate against
certain individuals and communities. Thus, prob-
lematic webpage classification has its applications
in search engine indexing, and ranking to filter out
such webpages in search engine results and stop
spread of such problematic content on the inter-
net. Problematic webpages also contribute to hate
speech texts in social media as part of a post, com-
ment. Aljebreen et al. (2021) have estimated that
21% of tweets in general have URLs shared within
them. Hence, problematic webpage classification
can also be additionally applied to improve hate
speech detection as the URLs shared within the
tweet can be an important feature to classify the
underlying text.

A lot of research has happened on automatic hate
speech detection, with several hate speech datasets
(Mollas et al., 2022; Mathew et al., 2021; ElSherief
et al., 2021; Ousidhoum et al., 2019; de Gibert et al.,
2018), and models (Kim et al., 2022; Caselli et al.,
2021a; Sarkar et al., 2021; Rajput et al., 2021).
These data sets and models primarily focus on iden-
tifying hate and violence in short-text data in the
form of posts, comments on various social media
platforms. The existing hate speech models can be
leveraged to identify user queries which might lead
to problematic webpages showing up in the top re-
sults of a search engine. However, these model can-
not be used to identify problematic webpages and
remove them from the top results for such queries.
Many hate speech detection models (Caselli et al.,
2021b; Sarkar et al., 2021; Ousidhoum et al., 2019)
replace URLs with a placeholder URL from the
short-text before conducting hate speech detection.
This indicates that the underlying information in
the URL shared along with the corresponding piece
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of text is lost when classifying that speech as hate-
ful. Hence the current hate speech detection tech-
niques are focused on a part of the boarder scope of
online hate and abuse. These hate speech models
do not focus on classifying webpages which are
prominent in spreading hate and violence in two
main forms. Firstly, problematic webpages can
show up as results in search engine queries, and
secondly, as part of posts, comments in popular
user generated content sharing platforms. There-
fore, identifying a problematic webpage is very
much crucial to stop online hate. To the best of
our knowledge, there has been little to no research
in identifying webpages which promote hate and
violence of various forms.

A webpage is a very complex object as compared
to short-texts and contains a variety of associated
features which includes URL, Title, Body, Links,
Ads. Existing state-of-the-art hate speech detec-
tion models often are limited towards detecting
shorter text-based hateful content (e.g. tweets, so-
cial media posts, reviews etc.). In this paper, we
show that these existing SOTA hate speech detec-
tion models are not effective in solving the problem
from the perspective of detecting problematic web-
pages. This is due to complex structures of web-
pages, large amount of context present within them,
and the nature of the data used to train these hate
speech models. Some of these issues can be ad-
dressed with a new classification model dedicated
to identifying problematic webpages. We show
that such a model trained on data created from web-
pages containing important features, and annotated
with GPT-4 does much better than state-of-the-art
hate speech detection models.

There exist a lot of challenges to build such a
dataset of webpages, both collecting and annotat-
ing. Hateful, violent Webpages cannot be easily
discovered and mined. Webpage is also not some-
thing that can be generated synthetically, rather
can only be mined from the World Wide Web. A
lot of work has happened in website classification
with respect to phishing, e-commerce website clas-
sification such as (Yang et al., 2019; Bruni and
Bianchi, 2019). These works primarily focus on
the developing classification models and often ig-
nore the process of mining candidate webpages to
build such classifiers. This calls for a strategy to
discover and mine webpages on the internet to build
a comprehensive data set, and eventually build a
classification model.

Annotating webpages is also a very challeng-
ing problem which requires to consider various
webpage features such as URL, Title, Headings,
SubHeadings, Body, Links, Ads. The problem-
atic webpages are ever-evolving, and are very sub-
tle while promoting hate. To address these issues,
sometimes it is required to look at the entire page
content which can be very long. In the webpages
curated as part of this work, we observed that the
webpage body contains a large number of tokens
(5350 ± 205). Some webpages discussing sensi-
tive topics in the form of news and information can
be misinterpreted as problematic. Similarly, some
webpages which are very subtle when promoting
problematic content such as political propaganda
and spreading hate against a community can be
misinterpreted as non-problematic. Hence, it is a
complex task that requires a lot of time and atten-
tion for a human judge to annotate these webpages.
This is a major challenge making it very difficult to
build a large scale annotated problematic webpage
data set. Therefore, we plan to use GPT-4 (Ope-
nAI, 2023) to annotate these webpages at larger
scale, as it has been observed that it exhibits strik-
ingly close to human-level performance on com-
plex benchmark tasks (Bubeck et al., 2023). It is
difficult to use GPT-4 as a classifier on its own due
the scalability issue towards annotating billions of
webpages. Thus, we use GPT-4 to annotate a signif-
icant amount of data to train a reasonably accurate
classifier which further can be used in scale for
labelling large volume of webpages.

Therefore in this paper, we focus on creating
a fine-tuned Transformer-based (Vaswani et al.,
2017) webpage classification model focused on
webpage text features: URL, Title, Headings and
Paragraph Texts to identify problematic webpages
promoting harmful content. We present a novel
webpage data collection and annotation strategy,
and use that to create the training, validation, and
measurement set which can help future research in
this area. We will release all the data publicly upon
the acceptance of the paper.

The main contribution of the paper are as fol-
lows:

• We propose a novel strategy to create dataset
in any webpage classification tasks using
short-text dataset available (often easily) for
the similar tasks and search engines.

• We also developed a precise few shot GPT-4
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prompt to annotate harmful webpages using
various features from the webpage.

• We have created a comprehensive and diverse
data set which will be useful in future research
in problematic webpage classification.

• We have fine-tuned a Transformer-based
model for classifying problematic webpages
with a reasonably good quality with F1-score
of 87.6%.

2 Data Collection and Annotation Process

As mentioned in the previous section, there are
many challenges in creating an annotated prob-
lematic webpages dataset. Some such problems
include: discovering potential candidate webpages
from the internet, annotating webpages which are
often comprised of large volume of text and has
rich meta information, and feature extraction to
appropriately represent the webpage. We propose
a novel solution to discover candidate webpages
by leveraging popular search engines. For feature
extractions, we have used popular web scraping
tools, and also processed the input data to create
important features (cf. Section 2.1). The webpage
annotation (cf. Section 2.2) using GPT-4 takes care
of the complex structure and longer token sequence.
Algorithm 1 illustrates the data curation and annota-
tion process. The details of the steps are described
in the following subsections.

2.1 Webpage Data Curation

Webpage data curation starts with collecting ex-
isting hate speech short-text data sets (refereed as
HSData in step 1 of the algorithm) dealing with
different forms of hate and violence. We curated
multiple data sets published in this field such as
those described in (Mollas et al., 2022; de Gibert
et al., 2018; ElSherief et al., 2021; Davidson et al.,
2017; Kennedy et al., 2020). Each of these public
data can be consider as one data point Hi. In the
step 3, we therefore pre-process the data to remove
unnecessary spaces, non-ASCII characters and stop
words in Preprocess() function.

We use popular search engines to mine web-
pages using the short-text hate speech data. The
intuition behind using search engine comes from
the sophisticated indexing, ranking which often
helps in retrieving relevant webpages Das and Jain
(2012). This makes search engines well suited to

Algorithm 1 Webpage Data Collection & Annota-
tion
Input:

HSData = { H1, H2, . . .}
SearchEngines ={ Google,Bing }

Output:
W = { (U1, T1, B1), (U2, T2, B2), . . . } //W in-
dicates set of webpages, U indicates URL, T
indicates Title, B indicates BodyText,
O = { (W1, L1), (W2, L2), . . . } //L indicates
Label, 0 indicates Output

1: for Hi in HSData do
2: for Sj in SearchEngines do
3: Hi← Preprocess(Hi)
4: Ui,j ← Sj(Hi)
5: U .Add(Ui,j)
6: end for
7: end for
8: U ← Unique(U )
9: W ← Scraping(U )

10: OD ← DomainLabelling(W )
11: OG← GPT(W )
12: O← {OD, OG}

mine relevant webpages given some related short-
text data. In Step 4, the pre-processed short-text
hatespeech data (Hi) is queried against popular
web search engines (Sj) by leveraging their APIs
from Google,1 and Bing,2 to mine the top 10 web-
pages Ui,j for these pre-processed queries(Hi) us-
ing search engine Sj . The URLs Ui,j mined in the
above steps (step 1 to 7) are then de-duplicated
in Step 8. The number of unique URLs mined
from these search engines for each of the short-text
datasets are shown in Table 1.

Dataset #Texts #Webpages
Davidson et al. (2017) 20620 80342
Mollas et al. (2022) 433 2145
de Gibert et al. (2018) 1196 6783
ElSherief et al. (2021) 8188 45321
Kennedy et al. (2020) 14170 64765

Table 1: Distribution of Curated & Annotated Webpages

We extract webpage features in Step 9 using
Scraping(), to accurately represent a webpage. The

1https://developers.google.com/custom-search
2https://www.microsoft.com/en-us/bing/apis/

bing-web-search-api
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extracted features included in our work are URL, Ti-
tle, Headings, SubHeadings, Paragraph Texts. We
have leveraged open source python libraries such as
Selenium,3 Beautiful Soup,4 to scrape these URLs.
The extracted Headings, Subheadings, Paragraph
Texts are appended together to create a feature
called BodyText. Thus, the final data set consists of
150k unique webpage objects, W contains three fea-
tures: URL (U ), Title(T ), BodyText(B) which have
been represented in the output W = (U, T, B). Note
that the count of webpages mentioned in Table 1
do not sum up to 150k, many webpages appear as
search engine results for more than one hate speech
short-text datasets.

Manually inspecting the data W , we observed
that ∼ 42% of non-problematic data come from
the domain of sports, and e-commerce. These web-
pages are not related to any potentially sensitive
hate or violence topics, hence its safe to annotate
them as non-problematic page directly. On man-
ually spot checking sports, and e-commerce web-
sites, we have not seen any problematic content.
However, it may be the case that some hateful,
violent content may appear in these sports and e-
commerce websites. In step 10, we labelled 50k
webpages directly by applying a simple domain-
level labelling using DomainLabelling(). We ex-
tract the domain name for the website and match it
with a curated list of domains focused on sports 5

and e-commerce.6 This helped to reduce the GPT-4
labelling time and cost. The remaining 90k web-
pages are annotated using GPT-4 in step 11.

2.2 GPT Prompt Creation, Validation, and
Annotation

The first step towards the annotation process was
deciding upon the various categories of problematic
content that we will be targeting with our annota-
tion process. Similar to various categories of hate
speech as described in (Mollas et al., 2022), we de-
cided to go with similar categories i.e. problematic
content promoting hate based on race, religion, gen-
der, sexual orientation and violence. The data that
we have curated with our strategy will be annotated
in the following classes.

• Race
3https://pypi.org/project/selenium/
4https://pypi.org/project/beautifulsoup4/
5https://www.similarweb.com/top-websites/

sports/sports/
6https://www.kaggle.com/datasets/wiredwith/

websites-list

• Gender Identiy
• Religion
• Sexual Orientation
• Violence
• Non-Problematic

A webpage belonging to either one or more of
the first five classes is labelled as Problematic.

To develop the GPT-4 based annotation process,
the foremost step is creating a gold standard anno-
tated set of webpages, which will be leveraged to
measure the accuracy of various iterations and vari-
ations of prompts. We randomly sampled a set of
1000 webpages from the set of collected data which
was manually labelled by 2 in-house experts7. We
duplicate some of the dataset among annotators to
measure the inter annotator agreement. We have
got a pairwise κ = 0.87 using Cohen’s kappa (Co-
hen, 1960) indicating high quality reliable annota-
tion.

The GPT-4 prompt needs detailed context to be
able to accurately distinguish between problem-
atic and non-problematic webpages. Hence, we
make use of different webpage features (URL, Ti-
tle, BodyText) extracted in the previous step and
include them in the prompt as part of the input sec-
tion. This along with detailed instructions gives the
required context to GPT-4 to label a webpage.

2.2.1 Prompt Development
Our prompt is comprised of multiple sections
which includes Task Description, Instructions, In-
put, Examples as shown in Figure 1. During the
prompt development cycle, we tried multiple strate-
gies of prompting with different combinations of
the aforementioned sections. Following are the
different prompting strategies we have explored in
this work.

Basic Instructions: Figure 1 (a) shows the ba-
sic version of the prompt. Here we have a simple
prompt with Task Description, basic Instructions,
Input and ask the GPT-4 model to annotate the web-
page. In the basic instructions GPT-4 is expected
to give a binary label for each of the five classes
of hate and violence. This means any candidate
webpage is either problematic or non-problematic
in each of 5 sub classes of hate and violence.

Precise Instructions: In this version of the
prompt, we have a more complex prompt where

7The annotators are very proficient in english and have
done all their formal education in english, and have been
doing these kind of annotations for last 4 years
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(a) Basic Prompt (b) Precise Prompt

(c) Few-shot Prompt

Figure 1: Different GPT-4 prompts used for webpage annotation. For all the actual prompts, please refer to Figure 2
in Appendix

the basic Instructions are modified to the version
that can be seen in Figure 1 (b). Instead of a binary
label, we have asked GPT-4 to label each web-
page on a three point label for each subclass of
hate and violence. This helps GPT-4 model make
more precise annotations, and better understand
the decision boundary between problematic and
non-problematic webpages. In the domain of hate-
ful and violent content, it can be misleading for
models to understand content which is discussing
sensitive topics but not promoting any problematic
intent. Introducing a three point labelling mecha-
nism removes this confusion and clarifies the de-
cision boundary. This enables GPT-4 make more

precise judgements.

Precise Instructions with Few-shot Examples:
In the final version of the prompt as seen in 1 (c),
we add the Examples section to help GPT-4 iden-
tify problematic webpage content (Liu et al., 2021;
Brown et al., 2020). Giving examples in case of
webpage annotation with GPT-4 can be challenging.
The Body Text feature as observed in our dataset is
very long (5350 ± 205 tokens). In such a scenario,
including the entire BodyText feature will make the
final prompt too long. This can lead to recency
bias, and loosing the entire context for the GPT-
4 annotation model. We propose to leverage text
summarisation technique to create a summarised
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body text feature to be included in few shot exam-
ples. We have leveraged GPT-4 model (Please refer
to Figure 2 in Appendix for Webpage Content Sum-
marisation prompt) itself to summarise few chosen
examples from the gold set. These are leveraged as
few shot examples in this prompt version.

2.3 Prompt Performance
The detailed results of GPT-based annotation on
the 1000 webpages using different prompts is re-
ported in Table 2. The results observed on identi-
fying problematic webpages in each hate sub-class
are inline with general observations reported in
(Chiu et al., 2022; Mollas et al., 2022) that addi-
tion of detailed instruction and few-shot examples
generally yield better classification results for hate
speech detection. We find that adding precise in-
structions increase the F1-Score by 5.7 absolute
points compared to the Basic prompt. points over-
all. Furthermore, adding few-shot examples to the
Precise prompt increase the F1-score by 10.6 ab-
solute points compared the the Basic prompt. We
found higher F1-score for sexual harm and vio-
lence compared to other 3 sub classes. This can be
explained by the fact that often explicit words (pro-
fane, adult words, harmful words) are available in
the surface form for sexual and violence categories.
Our observations suggests that these sub classes of
problematic content tend to be promoting more ex-
plicit form of hate with language which is not very
subtle. In contrast, webpages promoting Gender,
Race and Religion hate are more implicit in nature
with subtle tonality.

In Step 11 of Algorithm 1, we use the best
performing prompt (precise instructions with few-
shot examples) to annotate the 90k webpages with
GPT(). GPT-4 labelling identifies 21k problematic
webpages. The class wise distribution of the final
dataset with the following prompt strategy is given
in Table 3. Note that a webpage can belong to
multiple hate categories. For example, a webpage
which is problematic in gender hate class might
be problematic in sexual hate class too. The ag-
gregated label after GPT annotation for a webpage
is: Problematic, Topically Sensitive, Clean The
aggregated labelling strategy is as follows:

• Webpage is Problematic, if it is labelled as
problematic in terms of any one of the the hate
classes.

• Webpage is Topically Sensitive if its aggre-
gated label is not problematic, and is labelled

as topically sensitive in at least one hate class.

• Webpage is Clean if its aggregated label is
neither problematic nor of sensitive topic.

2.4 Data set Description

The final annotated data consists of three broader la-
bels: Problematic, Topically Sensitive, Clean. An-
notating the 90k domain filtered webpages, we have
21k problematic, 44k non-problematic and topi-
cally sensitive, 25k clean webpages. To prepare
the final data set, we decided to maintain a rough
ratio of 1:2:2 for problematic, topically sensitive
and clean classes, respectively. This was to ensure
that the final model should be robust and does not
have any bias to a particular class due to the data
distribution. Hence, we randomly sampled some
more clean webpages (17k) from previous domain-
level filtered data. Our final data set comprised of
21k Problematic, 44k Topically Sensitive, and 42k
Clean webpages. Note, that the Topically Sensi-
tive data can be effective use as counterfactual data
to make the model more robust (Wu et al., 2021).
Each webpage is represented by three features –
URL, Title, BodyText.

3 Experiments & Results

As mentioned in Section 1, latency and cost are
the major challenges to leverage GPT-4 to anno-
tate webpages at scale. This is important point to
consider during our experimentation as there are
billions of webpages in a search engine index, and
millions of webpages embedded in social media
posts and comments. Thus, to solve the problem of
identifying problematic webpage classification, we
need a lighter model.

3.1 Model Training

We build the problematic webpage classifier using
Transformer-based (Vaswani et al., 2017) models
and fine tune the same using our labelled dataset.
We have experimented with various pre-trained
transformer base models such as BERT (Devlin
et al., 2019), HateBERT(Caselli et al., 2021a),
Longformer(Beltagy et al., 2020), and compared
the results. Longformer models have been included
in our experiment specially because we observed
that the input sequence can be very long in a web-
page (5350± 205 tokens). BERT and HateBERT
limit the maximum input sequence length to 512
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Class
Basic Precise Few-shot

P R F1 P R F1 P R F1
Race 71.3 75.6 73.4 83.9 80.2 82.0 89.4 87.6 88.5
Gender 72.5 74.1 73.3 80.6 79.9 80.2 87.0 87.4 87.2
Religion 66.6 72.3 69.3 78.5 75.1 76.8 86.9 81.4 84.1
Sexual 79.4 82.5 80.9 87.5 88.3 87.9 93.5 87.6 90.5
Violence 78.7 83.5 81.0 89.2 84.4 86.7 92.7 89.3 91.0
Overall 76.3 79.9 78.1 85.3 82.3 83.8 90.1 87.3 88.7

Table 2: Prompt Accuracy per Hate sub-classes (P: Precision, R: Recall, F1: F1-Score)

Class #Problematic #Sensitive Topic
Race 5312 11512
Gender 3414 7631
Religion 3451 5904
Sexual 4513 10467
Violence 6718 14871
Overall 21712 44512

Table 3: Distribution of labelled webpages. Note that
one instance may occur in multiple classes thus the
overall number may not be equal to the sum of the
individual classes.

Class Model F1

Race
BERT 80.8 ± 0.7
HateBERT 81.9 ± 0.1
Longformer 87.6 ± 0.4

Gender
BERT 76.9 ± 0.2
HateBERT 78.7 ± 0.3
Longformer 83.1 ± 0.9

Religious
BERT 75.3 ± 0.9
HateBERT 75.6 ± 0.5
Longformer 78.0 ± 0.2

Sexual
BERT 83.5 ± 0.2
HateBERT 85.7 ± 0.9
Longformer 89.1 ± 0.4

Violence
BERT 84.7 ± 0.2
HateBERT 84.3 ± 0.4
Longformer 88.7 ± 0.9

Overall
BERT 82.9 ± 0.8
HateBERT 83.6 ± 0.9
Longformer 87.6 ± 0.4

Table 4: Webpage Classification Performance

tokens. Longformer on the other hand has a maxi-
mum limit of 4096 tokens which can fit our web-
page data without much truncation.

To create the input text for the tokenizers, we
have leveraged the same three features (URL, Ti-
tle, Body Text) as was previously used in GPT-4
prompt. These text features were appended to-
gether, separated by corresponding separator to-
kens. The maximum input sequence length lim-
itations require us to choose and send the most
relevant context to the model. Pre-processing of
the input text was done to ensure that only relevant
tokens are used to fine-tune and infer the model.
Basic pre-processing steps involves the removal
of (i) unnecessary spaces, non-ASCII characters,
numbers (except the number 18 due to its frequent
occurrence in the adult pages) (ii) common Web-
page related tokens like "www", "https", "php" and
(iii) tokens which either contain greater than 15
characters, or only a single character. We train a
binary classification model with two classes: Prob-
lematic, Non-Problematic. Here, Non-Problematic
includes both Sensitive Topic and Clean.

We have considered 80% of the data set as
training data in fine-tuning the pre-trained mod-
els, 10% as validation data to measure the out-
of-sample performance of the model during train-
ing, and hyper-parameter tuning, and 10% as
test data to measure the out-of-sample perfor-
mance after training. To prevent over-fitting, we
have used stratified sampling to select 0.8, 0.1,
and 0.1 portions of the data from each class
(Race/Gender/Religion/Sexual/Violence) while cre-
ating train, validation, and test set.

To understand the importance of different fea-
tures, we have experimented with three models
trained on increasing level of contexts – URL,
(URL + Title), (URL + Title + BodyText). We
have also trained a HateBERT-based classification
model fine-tuned on baseline short-text hate speech
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Feature F1
URL 51.7
Title 58.1
BodyText 76.9
URL + Title 71.8
URL + Title + BodyText 87.6

Table 5: Webpage Feature Importance

datasets in Table 1. This is to show the impor-
tance of webpage specific data collection instead
of solely using short-text hate speech data.

3.2 Model Performance & Results

Table 4 presents the details of our experimental
results across all categories using 3 SOTA models
tuned and tested on our GPT-4 annotated dataset.
Longformer based webpage classification model
outperforms and reaches an overall F1-score of
87.6%. We find that Longformer models have
much better accuracy in all 5 categories and have
4.7 and 4 absolute point improvement in F1-score
compared to BERT and HateBERT models, respec-
tively. HateBERT model performs slightly better
than BERT with an overall F1-score of 83.6% and
82.9%, respectively.

Furthermore, we evaluated the best performing
Longformer-based webpage classification model
with different combinations of features to under-
stand the importance of the features. Table 5 details
the results, which show that all the three features
are very important to provide detailed context to
the model to classify a webpage. Each feature on
its own has much lower performance compared to
the combined feature. BodyText on its own has the
highest accuracy compared to the other two fea-
tures (URL and Title). This essentially indicates
that a lot of useful information is there in the Body
Text for webpage classification but the URL and Ti-
tle also provides additional information to improve
the overall performance.

Finally, in Table 6, we present the comparison
of best performing Longformer based problem-
atic webpage classification model (L-PWC) against
the Hate speech classification model trained using
only short-text data (S-HSC). L-PWC model out-
performs the S-HSC model in all classes and has
an overall gain of 13.7% compared to the S-HSC
model.

Class Model F1

Race
S-HSC 72.9 ± 0.2
L-PWC 87.6 ± 0.4

Gender
S-HSC 69.2 ± 0.8
L-PWC 83.1 ± 0.9

Religious
S-HSC 66.7 ± 0.4
L-PWC 78.0 ± 0.2

Sexual
S-HSC 75.4 ± 0.5
L-PWC 89.1 ± 0.4

Violence
S-HSC 74.1 ± 0.6
L-PWC 88.7 ± 0.9

Overall
S-HSC 72.9 ± 0.9
L-PWC 87.6 ± 0.4

Table 6: Performance comparison between L-PWC and
S-HSC models. L-PWC: Longformer based Problem-
atic Webpage Classification, S-HSC: Hate Speech Clas-
sification trained on Short-Text data

4 Conclusion

This paper presents a novel way of collecting and
annotating problematic webpages which is impor-
tant for building a problematic webpage classifica-
tion model. We have shown that easily available
short-text data along with the knowledge of SOTA
generative models (GPT-4) can help in building
annotated datasets for a complex task such as prob-
lematic webpage classification. We also report and
re-establish the fact that writing precise prompt
along with a few examples is effective and achieve
very high quality annotation. We compare differ-
ent pre-trained models and fine-tune them with our
dataset and report comparative results. We also
report an ablation study and show that the differ-
ent features used in our experiment are together
effective for webpage classification. Finally, we
show empirically that our data set is effective for
building a problematic webpage classifier.

The work can be further extended by lever-
aging additional features for webpage classifica-
tion such as Ads, Link Connections to other web-
pages, Authority of the domain. The work can also
be extended towards creating multilingual dataset
for problematic webpage classification and subse-
quently build a model for the same.

5 Limitations

The dataset created as part of our contribution lever-
ages hate speech datasets focusing on the English
language. Therefore, the model has neither seen,
nor been evaluated in other languages.
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A Appendix

Problematic webpage classification is even more
skewed as compared to classification of hate speech.
Prominent search engines have already developed
certain filtering mechanisms to remove problematic
webpages from their search engine results. There-
fore, we also sampled data from the given hate
speech data sets to pick short text which are more
problematic in nature in terms of hate, violence and
hence, more likely to yield a problematic webpage
when queried in these search engines. Hence, with
each data set we have chosen a threshold to get the
most problematic phrases.

The datasets that have been used for mining short
text data corresponding to hate speech are:

(Davidson et al., 2017): A crowd-sourced hate
speech lexicon to collect tweets containing hate
speech keywords, which contains data labelled
into three classes hate, offensive, neither. For our
dataset preparation, we have filtered out short text
data belonging to hate and offensive classes, which
is roughly ∼ 20k in quantity.

(de Gibert et al., 2018): These files contain text
extracted from Stormfront, a white supremacist
forum. A random set of forums posts have been
sampled from several sub-forums and split into
sentences. Those sentences have been manually
labelled as containing hate speech or not, according
to certain annotation guidelines. We have filtered
the dataset and used ∼ 1k posts labelled as hateful.

(Mollas et al., 2022): ETHOS is a textual dataset
based on YouTube, Reddit comments validated us-
ing a crowd-sourcing platform with two variants:
binary and multi-label. We have sampled data from
this dataset where the binary label for that instance
is hate speech. This helped us get 433 short-text
hate speech.

(ElSherief et al., 2021): This dataset focuses on
presenting a benchmark for implicit hate speech
data. While other datasets focus on explicit hate,
abuse towards a individual or community, this spe-
cially focuses on implicit hate or indirect hate,
which helps in the mining of diverse webpages
promoting subtle hate or opinionated content. We
have filtered the dataset and only taken the implicit
& explicit hate posts which is ∼ 8k posts.

(Kennedy et al., 2020): The dataset released in
their work is mined using comments from various
social media platforms. Originally containing 39k
comments, it also presents a continuous hate speech
score for the data. To mine relevant webpages for
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our use case, we have filtered it and taken only
those comments where the hate speech score value
is greater than 0.5. This leaves us with∼ 14k social
media comments.
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(a) Webpage Summarization Prompt (b) Basic Prompt

(c) Precise Prompt (d) Few-shot Prompt

Figure 2: Actual Webpage Annotation Prompt
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Abstract
Classifiers tend to learn a false causal relation-
ship between an over-represented concept and
a label, which can result in over-reliance on the
concept and compromised classification accu-
racy. It is imperative to have methods in place
that can compare different models and identify
over-reliances on specific concepts. We con-
sider three well-known abusive language classi-
fiers trained on large English datasets and focus
on the concept of negative emotions, which is
an important signal but should not be learned as
a sufficient feature for the label of abuse. Mo-
tivated by the definition of global sufficiency,
we first examine the unwanted dependencies
learned by the classifiers by assessing their ac-
curacy on a challenge set across all decision
thresholds. Further, recognizing that a chal-
lenge set might not always be available, we
introduce concept-based explanation metrics
to assess the influence of the concept on the
labels. These explanations allow us to com-
pare classifiers regarding the degree of false
global sufficiency they have learned between a
concept and a label.

Content Warning: This paper presents exam-
ples that may be offensive or upsetting.

1 Introduction

In various natural language classification tasks,
particularly in abusive language detection, certain
concepts are known to be strong signals for the
label of interest. These concepts are often over-
represented in the respective class of the training
set, making them susceptible to being learned as
potential causes for the label. Consequently, the
classifier over-relies on these concepts and ignores
the broader context, leading to reduced generaliz-
ability (Yin and Zubiaga, 2021). Hence, to ensure
models are robust and reliable, it is crucial to de-
velop methods that can detect these over-reliances
in various natural language classification tasks.

In the context of abusive language detection, we
consider the concept of negative emotions. The

Figure 1: Probability of offensiveness generated by the
TweetEval Classifier (Barbieri et al., 2020). The clas-
sifier has learned a false global sufficiency between
negative emotions and the label of offense. It over-relies
on this concept and ignores the broader context.

presence of an expression associated with negative
emotion is an important signal for detecting abusive
language and has been used in feature-based sys-
tems before (Chiril et al., 2022; Fortuna and Nunes,
2018). Crucially, in some examples, negative emo-
tion words might be the cause for the abusive label,
i.e., the sentence might not be abusive if the neg-
ative emotion word is replaced with other words
(e.g., I know these people. They are disgusting).
However, at the global level, the relationship be-
tween negative emotion and abusive language is
a strong correlation, not causation, as it is neither
globally necessary nor globally sufficient for the
label of abuse.1 Negative emotions are not globally
necessary for the label of abuse because there are
abusive sentences that do not contain any negative
emotion words (e.g., offensive jokes, stereotyping
and microaggressions). Also, words evoking nega-
tive emotions are not globally sufficient for a sen-
tence to be abusive when interpreted in a broader
context (e.g., We should admit that in our society,
they are oppressed.). But, an end-to-end model
might learn that negative emotion in a sentence is
globally sufficient for that sentence to be abusive.
Such a classifier will struggle in classifying non-
abusive sentences that contain negative emotion

1Phenomenon P is globally sufficient for the Phenomenon
Q, if whenever P happens, Q happens too. P is globally neces-
sary for Q if whenever Q happens, P happens, too (Zaeem and
Komeili, 2021).
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words leading to a lack of generalizability. An ex-
ample of such a case is shown in Figure 1. Specifi-
cally, classifiers’ over-reliance on the negative emo-
tion signal can inadvertently discriminate against
marginalized groups since their communications
(e.g., discussing their experiences of discrimination
and marginalization) can contain negative emotion
words and, therefore can be wrongly considered
abusive.

We explore a scenario where a user, aware of the
importance of negative emotions for their use case,
wants to evaluate and compare a set of trained mod-
els. Their goal is to identify and eliminate those
models that are more prone to generating inaccu-
rate results due to an overemphasis on negative
emotions as primary indicators. For that, we use
concept-based explanations to test if a model has
learned a false global causal relationship between
a user-identified concept and a label where the true
relationship is a correlation. Note that global causal
relationships explain the model’s output across an
entire dataset, as opposed to local causal explana-
tions, which concern the dependency of an individ-
ual prediction on a specific input feature.

Concept-based explanations are a class of ex-
plainability methods that provide global explana-
tions at the level of human-understandable concepts
(Yeh et al., 2022). While local explanations help
the users understand the model’s reasoning for an
individual decision with respect to the input fea-
tures, global explanations are critical in comparing
the processes learned by models and selecting the
one that best suits the needs of a use case (Balkir
et al., 2022; Burkart and Huber, 2021). Global
explanations might be obtained at the level of in-
put features through aggregating local explanations
(Lundberg et al., 2020). Alternatively, global-by-
design methods (e.g., probing classifiers (Conneau
et al., 2018)) can be used to gain insights at higher
levels of abstractions, such as linguistic properties
or human-defined concepts.2

Similar to most feature importance explainabil-
ity methods (e.g, Ribeiro et al. (2016); Lundberg
and Lee (2017a)), concept-based explanations are
originally designed to measure the importance of a
concept. The intuitive meaning of importance usu-
ally refers to correlation, and it can be interpreted
differently based on two notions of causality: neces-
sity and sufficiency (Galhotra et al., 2021). Local

2Here, we use the term “feature” to refer to the latent
representations of a semantic concept learned by a classifier.

explainability methods usually focus on features
that are of high local necessity or high local suf-
ficiency for the label (Watson et al., 2021; Balkır
et al., 2022; Joshi et al., 2022), thus considered
important by human users. However, at the global
level, all features must be interpreted in a larger
context for accurate decision-making. We aim to
determine if concept-based explanations can be uti-
lized to evaluate whether a trained binary classifier
for abusive language detection has learned a false
global sufficiency relationship between the label
and the concept of negative emotion. Our code and
data are available at https://github.com/Isa
rNejad/Global-Sufficiency/tree/main. Our
main contributions are:

• We formalize the issue of over-reliance on a con-
cept as falsely learned global sufficiency. For
the task of an abusive language classifier, we
consider concepts related to negative emotion as
being important but not globally sufficient for the
label of abuse. We discuss how learning these
concepts as globally sufficient results in compro-
mised classification accuracies.

• Based on our formalization of false global suf-
ficiency, as a baseline method, we measure the
over-reliance of models on a human-defined con-
cept using an unseen challenge set that contains
the concept in both classes. Recognizing that
various classifiers may have a distinct range of
optimal decision thresholds, we assess the over-
reliance on a concept across all possible decision
thresholds and show that one of the classifiers
over-relies on emotion-related concepts signifi-
cantly more than the other two classifiers.

• Taking the challenge set approach as a baseline
for comparison, we propose novel concept-based
explanation metrics, demonstrating that similar
conclusions about the degree of false global suf-
ficiency can be drawn using these metrics. Build-
ing on previous work, we modify the TCAV pro-
cedure to measure not only the feature’s impor-
tance but also the extent of its impact on the
label. We conclude that a concept-based method
is preferable as it eliminates the need for manual
data curation.

2 Concept-Based Explanations

Concept-based explanations evaluate the model’s
decision-making mechanism at the level of a
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human-defined concept expected to be important
for the task (Koh et al., 2020). Specifically, we use
the Testing Concept Activation Vectors (TCAV)
method to measure the influence of a human-
defined concept on the model’s predictions (Kim
et al., 2018). The idea of TCAV is based on the
observation that human-understandable concepts
can be encoded as meaningful and insightful infor-
mation in the linear vector space of trained neural
networks (Mikolov et al., 2013). A Concept Acti-
vation Vector (CAV), which represents the concept
in the embedding space, is a vector normal to a
hyperplane that separates concept and non-concept
examples. Such a hyperplane is obtained by train-
ing a linear binary classifier to separate the repre-
sentations of concept and non-concept examples in
the embedding space.

Although TCAV can be applied to all neural net-
work classifiers, for simplicity we limit our experi-
ments to binary RoBERTa-based abusive language
classifiers. We choose the RoBerta-based models
for their superior performance in processing social
media data compared to other base language mod-
els (Liu et al., 2019). The concept, C, is defined
by NC concept examples. Also, NR random exam-
ples are used to define non-concept examples. The
RoBERTa representations for all these examples
are calculated using femb, which maps an input text
to its [CLS] token representation. Then, P number
of CAVs, υpC , are generated, each through training
a linear classifier that separates a sub-sample (with
size Nc) of concept examples from a sub-sample of
random examples (with size Nr) in the RoBERTa
embedding space. The conceptual sensitivity of a
label to the CAV, υpC , at input x can be computed
as the directional derivative SC,p(x):

SC,p(x) = lim
ϵ→0

h(femb(x)+ϵυp
C)−h(femb(x))
ϵ

= ▽h(femb(x)).υ
p
C (1)

where h maps the RoBERTa representation to the
logit value of the class of interest.

In this work, we use two metrics to specify the
influence of the concept on the model’s prediction.
First, we calculate TCAVdir, the fraction of in-
puts in a set of input examples X , for which the
directional derivative SC,p(x) is positive, i.e.:

TCAV C,p
dir =

|x ∈ X : SC,p(x) > 0|
|X| (2)

TCAVdir indicates the fraction of input exam-
ples for which the prediction scores of the model

increase if the input representation is infinitesimally
moved towards the concept representation. This
metric has been widely used to identify if the label
has learned the concept as an important signal for
the label (Yeh et al., 2020).

Besides the widely used metric of TCAVdir (re-
ferred to as TCAV score in previous work), we in-
troduce a new metric, TCAVmag, which considers
the size of the directional derivatives, and measures
the magnitude of the influence of the concept on
the label for the positive directional derivatives:

TCAV C,p
mag =

∑
x∈X,SC,p(x)>0 SC,p(x)

|X| (3)

We demonstrate in our results that TCAVmag

can be an indicator of the over-reliance of the la-
bel on the concept. When calculated for all CAVs,
Equations 2 and 3 generate two distributions of
scores with size P for the concept C. Using a
t-test, these distributions are compared with the dis-
tributions of TCAVdir and TCAVmag calculated
for random examples to check for statistical signifi-
cance (Kim et al., 2018).

3 False Global Sufficiency

Phenomenon P is considered globally sufficient for
phenomenon Q (P ⇒ Q) if, whenever P occurs, Q
also occurs (Zaeem and Komeili, 2021). In other
words, global sufficiency refers to the extent to
which a concept can explain the model’s output
across all instances in a held-out dataset, as op-
posed to the more studied topic of local sufficiency,
which concerns the stability of an individual pre-
diction for a given feature in perturbed contexts
(Balkır et al., 2022).

In a real-world setting, it is very unlikely that
any single concept is truly sufficient for the label at
a global level. In a binary classifier, a concept C is
falsely learned as sufficient for the positive label if
all inputs containing C are classified as positive by
the classifier, regardless of context. This undesired
dependency of the label on the concept suggests
that the model has failed to learn how the concept
interacts with context to influence the label. While
this issue is closely related to spurious correlation,
we use the term false global sufficiency because
spurious correlation typically implies that the fea-
ture is irrelevant to the label, and a correlation is
learned due to a confounding factor. In contrast,
we consider the cases where the feature is relevant
and important but not globally sufficient.
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Figure 2: Illustration of the potential distribution of probabilities generated by a trained binary classifier for a
challenge set that represents an important concept, along with accuracy versus threshold curves.

To make this clearer, consider the case of abu-
sive language detection and the concept of negative
emotions; if the mere presence of negative emo-
tions in a sentence always guarantees the predic-
tion of the positive label (abuse), then the model
has learned a false sufficiency relation between the
concept and the label. It over-relies on this feature
and ignores the context.

To quantify falsely learned global sufficiency,
we consider two scenarios: 1) where a balanced
challenge set is available, which contains C in all
of its examples (both classes), and 2) where no
challenge set is available. For the first scenario
we use the traditional approach of assessing accu-
racy of the classifier on a held-out test set. This
approach provides a baseline in our evaluations.
For the second scenario, we propose concept-based
explanation metrics and compare them with the
baselines obtained with the challenge sets.

3.1 Quantifying the Falsely Learned Global
Sufficiency with a Challenge Set

Based on our definition of global sufficiency, one
way to assess a model’s over-reliance on a concept
is to evaluate its performance on a held-out chal-
lenge set, F, containing both positive and negative
examples of the concept of interest (Yin and Zu-
biaga, 2021). For simplicity, we assume that this
challenge set consists of equal numbers of positive
and negative examples. If a model learns a high
global sufficiency between the concept C and the
label of abuse, all examples in both positive and
negative classes of a challenge set F will be labeled
as abusive. However, if the model interprets the
concept in context, only the positive examples of F
will receive the abusive label. This indicates that in

cases where the decision threshold of the classifier
clearly separates the probability distributions of the
two classes, the model has learned a low global
sufficiency between the concept and the label.

However, when comparing different classifiers,
it is important to note that a reliable classifier
should perform well (high precision and high re-
call) over a broad range of decision thresholds.
This is because different applications may require
different thresholds depending on the desired trade-
off between precision and recall. For example, a
classifier used to moderate social media content
may need to prioritize precision over recall, which
could mean using a high threshold to avoid false
positives. On the other hand, a classifier used to de-
tect all instances of abusive language may need to
prioritize recall over precision, which would mean
using a lower threshold to catch as many instances
of abuse as possible, even if it means tolerating
more false positives. Therefore, a classifier that is
reliable over a wide range of decision thresholds
can be more effective in different use cases, making
it more practical and adaptable.

Figure 2 demonstrates two hypothetical cases for
the distribution of probabilities that the classifiers
might generate for the challenge set F. A classi-
fier that learned low global sufficiency between C
and the positive label generates easily separable
distributions of probabilities for the positive and
negative examples of F. In other words, for a large
range of decision thresholds, the two classes of F
are separable, and high accuracy is achieved. Con-
versely, the classifier that has learned high global
sufficiency between C and the positive label as-
signs a similar distribution of probabilities to both
negative and positive examples. The two classes
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of F are hardly separable, and for a wide range of
thresholds, the accuracy is low. Note that in order
for this classifier to be accurate, it requires a careful
adjustment of the decision threshold with a labeled
dataset. However, this process can be very costly.

Based on this discussion, we argue that
AUC_Challenge, the area under the curve of ac-
curacy vs threshold, is a quantitative indicator of
the separability of two classes of F for all de-
cision thresholds. According to our definition
above, global sufficiency is negatively correlated
with the separability of these classes. Therefore,
False_Suff , described in Equation 4, is a quanti-
tative metric that can be used to compare the degree
of sufficiency learned by the classifiers based on F:

False_Suff = 1−AUC_Challenge (4)

3.2 Quantifying the Falsely Learned Global
Sufficiency with Concept-Based
Explanations

The practical application of the method detailed
in Section 3.1 can be limited due to the necessity
of creating a custom challenge set. In this sec-
tion, we use concept-based explanation to measure
the falsely learned global sufficiency in a scenario
where a challenge set is not available, but a lexicon
representing the concept of interest exists. Follow-
ing the approach of Nejadgholi et al. (2022a), we
employ short templates and the concept lexicon to
generate unlabeled concept examples. Then, we
utilize the method described in Section 2 to com-
pute two metrics: TCAVdir and TCAVmag. If the
TCAVdir value for the concept significantly devi-
ates from that of random concepts, it indicates that
the classifier has learned an association between the
label and the concept. A significant difference in
TCAVmag compared to random concepts suggests
a strong influence of the concept on the label, poten-
tially causing the classifier to disregard the context
when the concept is present. While the absolute
values of these metrics might not be definitive, we
show that they can be used to compare various clas-
sifiers in terms of the degree of global sufficiency
they have learned for a concept.

4 Sufficiency of the Concept of Describing
Protected Groups with Negative Emotion

In this section, we evaluate the metrics introduced
in Section 3 in explaining the extent of the falsely
learned sufficiency between a human-defined con-
cept and the positive label of the classifiers. We

Figure 3: Probability distributions generated by the clas-
sifiers for a challenge set (F2 and F21 of HateCheck).

specifically consider the concept of describing a
protected group with negative emotion words and
refer to it as DesNegEm for brevity. We chose this
concept because it is tightly related to hate speech
and is expected to be important for more general
definitions of harmful language, such as toxic, abu-
sive or offensive. Still, it is not a sufficient concept
for these labels and has to be interpreted in the
broader context (as shown by examples in Table 1).

We consider three RoBERTa-based binary clas-
sifiers, publically available and trained with large
English datasets. The models are trained for gen-
eral definitions of abusive language, toxicity or
offensive language. We refer to these classifiers by
their training datasets: Jigsaw, Civil Comments (or
Civil for brevity) and TweetEval. These models are
described in detail in Appendix A

Quantifying Sufficiency with a Challenge Set:
To calculate the metric described in Section 3.1,
we first use the HateCheck (Röttger et al., 2021)
test cases to build a challenge set for the concept
of DesNegEm. For that, we use the F2 and F21
functionalities of HateCheck, i.e., the hateful and
non-hateful examples that include this concept (Ta-
ble 1). Figure 3 shows the distribution of proba-
bilities that the three classifiers generate for this
challenge set. We observe that, for a large range
of decision thresholds, all three classifiers label the
majority of the examples of both classes of the chal-
lenge set with a positive label. In other words, all
three classifiers have learned a high sufficiency be-
tween DesNegEm and the label of abuse. However,
the extent of the learned sufficiency is different
among the classifiers. The TweetEval classifier
makes the least differentiation between the two
classes and generates similar distributions of prob-
abilities for negative and positive examples with
the DesNegEm concept. Because of this overlap
between probability distributions of positive and
negative classes, the accuracy of this classifier is
low over all ranges of thresholds, as shown in Fig-
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Functionality Example Test Case Gold Label n

F2: Description using very negative
attributes

“[IDENTITY] are disgusting.”
“All [IDENTITY] like them are vile.”

hateful 140

F21: Denouncement of hate that make
direct reference to it

“You have to stop calling [IDENTITY] dis-
gusting.”

non-hate 140

Table 1: Used test cases from HateCheck (Röttger et al., 2021).

Figure 4: Accuracy vs threshold curve for the challenge
set (F2 and F21 of HateCheck).

ure 4. The false sufficiency learned by the Jigsaw
and the Civil Comments classifiers is less extreme,
and Jigsaw makes the most differentiation between
the two classes.

This observation can be quantified with the
False_Suff metric (Equation 4) using the area
under the curves in Figure 4. We obtain
False_Suff of 0.41, 0.40, and 0.50 for Civil,
Jigsaw and TweetEval, respectively. This metric
shows a higher falsely learned sufficiency score
for TweetEval than the two other classifiers, as ex-
pected. Based on these observations, we expect
TCAV metrics to show lower scores for Civil and
Jigsaw than the TweetEval classifier.

Global Sufficiency with Concept-Based Expla-
nations: Here, we use the results obtained with the
challenge set as a baseline to evaluate the TCAV-
based metrics. Concept examples are generated
using the template ‘<protected_group> are <emo-
tion_word>.’, where <protected_group> is one of
the protected groups women, trans people, gay peo-
ple, black people, disabled people, Muslims and im-
migrants as identified by Röttger et al. (2021). For
<emotion_word>, we use the disgust and anger
categories of the NRC Emotion Intensity Lexicon
(NRC-EIL) (Mohammad, 2018). We use the NLTK
package3 to filter out words other than adjectives,
past tense verbs and past participles, and also re-
move the words with emotion intensity lower than

3https://www.nltk.org/

0.5. After these steps, we are left with 368 concept
words. We calculate the TCAVdir and TCAVmag

scores for the concept of DesNegEm and compare
those to the metrics calculated for random concepts
with t-test for statistical significance. For random
concepts, the concept examples are random tweets
collected with stop words. In our implementation
of the TCAV procedure, NR = 1000, Nc = 50,
Nr = 200 and NC = 386 (number of filtered lexi-
con words). For input examples, X , we use 2000
tweets collected with stop words.

As presented in Table 2, for the Civil classifier,
TCAVdir is not significantly different from the
random concept, indicating that the concept infor-
mation might not always be encoded as a coherent
concept in the embedding space of this classifier.
However, TCAVmag is significantly higher than
random, indicating that when the information is
encoded well, the presence of this concept has a
significant influence on the label of abuse. The
other two classifiers have learned a strong associa-
tion between the concept and the label, i.e., when
the concept is added to a neutral context, the likeli-
hood of the positive label increases. However, only
in the case of the TweetEval classifier, TCAVmag

is significantly different from the random concepts,
indicating a strong influence of the concept on the
label, which might override the context. Therefore,
for TweetEval the distribution of generated prob-
abilities is mostly determined by the concept, not
the context (similar distributions are obtained for
the positive and negative examples of the challenge
set). The other two classifiers consider the con-
text to some extent and generate relatively different
distributions of probabilities for the two classes.

Discussion: For all classifiers, the presence of the
concept describing a protected group with negative
emotion words is a strong signal for the label of
abuse. All classifiers struggle in considering the
broader contexts in sentences such as ‘It is not ac-
ceptable to say <protected_group> are disgusting.’
Among the three classifiers, TweetEval has learned
a higher degree of sufficiency, leading to its worse
performance on a challenge set containing this con-
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TCAVdir TCAVmag

classifier DesNegEm random DesNegEm random
Civil 0.67(0.05) 0.5(0.4) 0.05(0.03) 0.00(0.01)

Jigsaw 1(0) 0.7(0.4) 0.04(0.01) 0.05(0.05)
TweetEval 1(0) 0.7(0.4) 0.15(0.03) 0.01(0.01)

Table 2: Mean and standard deviation of the TCAV score for explaining the sufficiency of Describing Protected
Groups with Negative Emotion (DesNegEm) for the three classifiers. All scores statistically significantly different
from random concepts are in boldface.

cept. The TCAV metrics can be used to compare
the classifiers regarding the false sufficiency rela-
tionships they have learned. These metrics provide
similar insights to what is learned from assessing
global sufficiency with a challenge set.

5 Global Sufficiency of Fine-Grained
Negative Emotions Concepts

In the previous section, we considered the con-
cept of describing protected groups with negative
emotions, which is tightly related to hate speech,
and thus prone to be mistakenly learned as suffi-
cient for the label of abuse. In this section, we
test our proposed method for a less obvious case
by disentangling the concept of emotions and hate
speech. We focus on the concept of describing a
(non-protected) group of people with negative emo-
tions, which differs from the previous section in 1)
removing the protected groups and replacing them
with unprotected groups and 2) breaking down the
emotion concept to more fine-grained levels.

For fine-grained emotion concepts, we first de-
velop a compact challenge set, examples of which
are presented in Table 3. Since we consider non-
protected groups in this challenge set, the examples
are labeled as abusive/non-abusive as opposed to
hateful/non-hateful in HateCheck (shown in Ta-
ble 1). We assess the sufficiency of these concepts
with the challenge set first and then compare the
results to those of the proposed concept-based ex-
planation metrics. Our goal is to investigate if
the findings for the broad concept of describing
protected groups with negative emotions can also
be replicated at a more nuanced level of emotional
granularity. We analyze the models for fine-grained
categories of negative emotions, identified by Mo-
hammad (2018), namely disgust, anger, sadness,
and fear. Similar pre-processing steps to what was
described in Section 4 were performed to filter the
lexicon in each category of emotions.

For the challenge set, we write five abusive
and five non-abusive example templates for each

emotion. Then we generate 40 abusive and 40
non-abusive examples by replacing <group> with
one of the terms Canadians, Chinese people, doc-
tors, teachers, school children, football players, my
neighbours, and men to represent non-protected
groups.4 Full list of examples of this challenge set
is available in our GitHub repository mentioned in
Section 1. Equivalently, for the TCAV procedure
for concept templates, we use ‘They are <emo-
tion_word>’, instead of ‘<protected_group> are
<emotion word>’, which we used in Section 4.

5.1 Results

We first compare the three classifiers in handling
negative emotions by investigating the results they
produce for the challenge set. The FalseSuff
scores in Table 5 show that TweetEval has learned
the highest sufficiency between these concepts and
the label of abuse and therefore achieves the low-
est separability between the positive and negative
classes of the challenge set. To further clarify this
we show the accuracy vs threshold curve for the dis-
gust category of the challenge set in Figure 5. We
observe that TweetEval only reaches high accura-
cies for a small range of thresholds, i.e, it generates
a similar distribution of probabilities for the posi-
tive and negative classes that contain the emotion of
disgust. On the other hand, Jigsaw has learned the
least global sufficiency and reaches high accuracy
over a wide range of thresholds.

Then we turn to the TCAV scores shown in Ta-
ble 4. First, TCAVdir shows that the Civil Com-
ments classifier is not significantly sensitive to neg-
ative emotions, i.e., the feature of negative emo-
tions is not fully learned as a coherent feature by
this classifier. TweetEval, on the other hand, shows
significant TCAVdir and TCAVmag scores, indi-
cating that this classifier is not only sensitive to
these concepts but the influence of the concept on

4Though nationality may be considered a protected char-
acteristic in some contexts, we include “Canadian” and “Chi-
nese” here since nationality was not included in HateCheck
and therefore not covered in the previous section.
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Emotion Example Gold Label

disgust “<group> are known for being trash.”
“It’s reasonable that <group> are feeling vindictive.”

abusive
non-abusive

anger “All <group> are abhorrent.”
“<group> were infuriated by the injustice. ”

abusive
non-abusive

sadness “<group> are known for being pathetic.”
“<group> were crushed by the injustice.”

abusive
non-abusive

fear “<group> are just so scary.”
“<group> are threatened by these policies.”

abusive
non-abusive

Table 3: Challenge set created for emotion categories. In each sentence, we use a word from the corresponding
category of the NRC Emotion Intensity Lexicon (NRC-EIL) (Mohammad, 2018), shown in bolded font.

TCAVdir TCAVmag

classifier disgust anger sadness fear disgust anger sadness fear
Civil 0.48(0.37) 0.26(0.27) 0.31(0.31) 0.19(0.27) 0.05(0.06) 0.02(0.03) 0.02(0.03) 0.01(0.03)

Jigsaw 0.98(0.09) 0.93(0.2) 0.91(0.2) 0.95(0.18) 0.08(0.03) 0.05(0.03) 0.03(0.02) 0.05(0.03)
TweetEval 1(0) 1(0) 1(0) 1(0) 0.20(0.04) 0.17(0.04) 0.11(0.03) 0.13(0.03)

Table 4: Mean and standard deviation of concept-based metrics for four negative emotion concepts. Scores that are
significantly different from random concepts are in boldface.

Figure 5: Accuracy vs threshold for the disgust category
of the challenge set.

the label is also significantly high. Jigsaw is the
classifier that has learned the dependency between
negative emotions and the label of abuse and there-
fore is sensitive to it (as indicated by TCAVdir),
but the magnitude of the influence of concept on
the label is not significantly high, and the concept
is interpreted in the larger context. Interestingly,
the magnitude of the influence of disgust and anger
is higher than fear and sadness for all classifiers,
stating a higher association of disgust and anger
with abusive language. These results are in line
with conclusions drawn from assessing global suf-
ficiency with a challenge set.

6 Related Works

Most of the explainability works in NLP focus on
feature importance methods to measure the impor-
tance of an input feature for the prediction at the

local level (Bahdanau et al., 2015; Sundararajan
et al., 2017; Ribeiro et al., 2016; Lundberg and
Lee, 2017b). However, recent works highlight that
models should be assessed beyond feature impor-
tance criteria and that the reasoning behind the
model’s decisions should be investigated through
explainability methods. Some examples of such ex-
plainability methods include counterfactual reason-
ing (Wu et al., 2021; Kaushik et al., 2021; Ribeiro
et al., 2020; Ross et al., 2020) or necessity and suf-
ficiency metrics (Balkır et al., 2022; Joshi et al.,
2022). Also, there is a need to compare various
classifiers at the global level. Although local expla-
nations can be aggregated to generate global expla-
nations, they are usually obtained through costly
interventions and are not practical to be applied
on a large scale. For global explanations, a pop-
ular approach is to train probing classifiers (Con-
neau et al., 2018). However, probes only identify
whether a classifier has learned a feature but stay
silent about whether the feature is used in predic-
tions (Belinkov, 2022; Tenney et al., 2019; Rogers
et al., 2020). Amnesic probing is an extension of
probing classifiers that identifies whether remov-
ing a feature influences the model’s predictions,
which relates to the notion of the global necessity
of a human-understandable concept for a predic-
tion (Ravfogel et al., 2020; Elazar et al., 2021).
Our work, on the other hand, focuses on the global
sufficiency of concepts. While probing classifiers
are applied to linguistic properties such as POS
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False_Suff
classifier disgust anger sadness fear

Civil 0.13 0.35 0.19 0.25
Jigsaw 0.08 0.28 0.14 0.22

TweetEval 0.36 0.36 0.35 0.35

Table 5: The global sufficiency of emotion categories
learned by classifiers with respect to the challenge set
described in Table 3.

tagging, which are necessary for accurate language
processing, we focus on human-defined semantic
concepts that are known to be important for the
label and test if they have been falsely learned as a
sufficient cause for the label.

Concept-based explanations have been intro-
duced in computer vision and are mostly used to
explain image classification models (Graziani et al.,
2018; Ghorbani et al., 2019; Yeh et al., 2020). In
NLP, concept-based explanations were used to mea-
sure the sensitivity of an abusive language classifier
to the emerging concept of COVID-related anti-
Asian hate speech (Nejadgholi et al., 2022b), to
assess the fairness of abusive language classifiers
in using the concept of sentiment (Nejadgholi et al.,
2022a), and to explain a text classifier with refer-
ence to the concepts identified through topic mod-
elling (Yeh et al., 2020). To the best of our knowl-
edge, our work is the first that uses concept-based
explanations to assess the sufficiency of human-
defined concepts in text classification.

7 Conclusion

Concept-based explanations can assess the influ-
ence of a concept on a model’s predictions. We
used two metrics based on the TCAV method: the
TCAV direction score identifies whether the classi-
fier has learned an association between a concept
and a label, and the TCAV magnitude score mea-
sures the extent of the influence of the concept
on the label. We showed that the best-performing
abusive language classifiers learned that negative
emotion is associated with abuse (positive direc-
tion) but did not over-rely on this concept (low
magnitude); that is, they did not overestimate the
global sufficiency of that concept.

Our method can potentially be used for other
NLP classification tasks. This approach is suitable
for tasks where certain concepts are closely related
to the label, but not enough to make a definitive
determination. For example, in sentiment analysis,
the price of products may have a strong connec-
tion to negative sentiment, but is insufficient to

determine it. Further research should explore how
concept-based explanations can help identify cases
where certain concepts are relied upon too heavily
in abusive language detection or other NLP classi-
fication tasks.

8 Limitations

Our work has limitations. First, we use the TCAV
framework, which assumes that concepts are en-
coded in the linear space of semantic representa-
tions. However, recent works show that in some
cases, linear discriminants are not enough to de-
fine the semantic representations of concepts in the
embedding spaces (Koh et al., 2020). Future work
should consider nonlinear discriminants to accu-
rately represent concepts in the hidden layers of
NLP neural networks.

In this study, we used simple challenge sets to
obtain a baseline for assessing the effectiveness
of concept-based explanations in measuring false
global sufficiency. Future work should focus on cu-
rating challenge sets by annotating user-generated
data for the label and the concepts, in order to
achieve a stronger baseline.

Our work is limited to pre-defined concepts and
requires human input to define the concepts with
examples. However, defining concepts in TCAV is
less restrictive than pre-defining features in other
explainability methods, in that concepts are abstract
ideas that can be defined without requiring in-depth
knowledge of the model’s inner workings or the
specific features it is using. This allows for a more
flexible approach where users can test the model
regarding their concept of interest.

Our method can only be applied to concepts that
are known to be important for the classifier and
are prone to being over-represented in training sets.
It’s important to check this condition independently
before using our metrics. In cases where this con-
dition does not hold true, the metrics we use in our
work may be interpreted differently and may not be
reliable indicators of global sufficiency. Also, we
only considered two variations of emotion-related
concepts. Other variations such as expression of
negative emotions by the writer of the post should
be investigated in future work.

Further, our metrics are limited to cases where
different classifiers are being compared since the
most important information is in the relative value
of the metrics. Our metrics should not be used as
absolute scores for testing a classifier.
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Testing a classifier for false causal relationships
is most valuable for detecting the potential flaws
of the models. If our metrics do not reveal a false
relationship between the concept and the label, that
should not be interpreted as an indicator of a flaw-
less model.

Ethical Statement

As with most AI technology, this approach can
be used adversely to exploit the system’s vulnera-
bilities and produce toxic texts that would be un-
detectable by the studied classifier. Specifically,
for methods that require access to the model’s in-
ner layers, care should be taken so that only trusted
parties could gain such access. The obtained knowl-
edge should only be used for model transparency
purposes, and the security concerns should be ade-
quately addressed.

Regarding environmental concerns, contempo-
rary NLP systems based on pre-trained large lan-
guage models, such as RoBERTa, require signifi-
cant computational resources to train and fine-tune.
Larger training datasets, used for fine-tuning, usu-
ally result in better classification performance but
also an even higher computational cost. To lower
the cost of this study and its negative impact on
the environment, we chose to use existing, publicly
available classification models.
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A Models

We include the following publicly available abusive
language classification models in this study:

• Jigsaw5: a RoBERTa-based binary toxicity
classifier fine-tuned on the combination of
two datasets created by Jigsaw and used in

5https://huggingface.co/SkolkovoInsti
tute/roberta_toxicity_classifier/tree/ma
in

Kaggle competitions on toxicity prediction
in 2018-2020. The first dataset, Wikipedia
Toxic Comments (Wulczyn et al., 2017), in-
cludes 160K comments from Wikipedia talk
pages. The second dataset, Civil Comments
(Borkan et al., 2019), comprises over 1.8M
online comments from news websites. Both
datasets are annotated for toxicity (and its sub-
types) by crowd-sourcing. The model creators
report the AUC of 0.98 and F1-score of 0.76
on the Wikipedia Toxic Comments test set.
The model is released under CC BY-NC-SA
4.0.

• Civil Comments6 (Hanu and Unitary team,
2020): a multi-class RoBERTa-based model
fine-tuned on the Civil Comments dataset to
predict toxicity and six toxicity subtypes (se-
vere toxicity, obscene, threat, insult, iden-
tity attack, and sexual explicit). A part of
the dataset is annotated for identity groups
targeted in toxic comments. The prediction
model is trained to optimize the outcome fair-
ness for the groups in addition to the overall
accuracy. This is achieved through the loss
function that combines the weighted loss func-
tions for two tasks, toxicity prediction and
identity prediction (Hanu, 2020).

• TweetEval7 (Barbieri et al., 2020): a
RoBERTa-based binary classifier to detect
offensive language, released as part of the
TweetEval evaluation benchmark. The model
was trained on 58M tweets and then fine-
tuned on the Offensive Language Identifica-
tion Dataset (OLID) (Zampieri et al., 2019).
The OLID training set comprises about 12K
tweets. The model achieved the macro-
averaged F1-score of 77.1 on the OLID test
set.

6https://huggingface.co/unitary/unbia
sed-toxic-roberta

7https://huggingface.co/cardiffnlp/tw
itter-roberta-base-offensive
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Abstract

A rise in the circulation of memes has led
to the spread of a new form of multimodal
hateful content. Unfortunately, the degree of
hate women receive on the internet is dispro-
portionately skewed against them. This, com-
bined with the fact that multimodal misogyny
is more challenging to detect as opposed to
traditional text-based misogyny, signifies that
the task of identifying misogynistic memes on-
line is one of utmost importance. To this end,
the MAMI dataset was released, consisting of
12000 memes annotated for misogyny and four
sub-classes of misogyny - shame, objectifica-
tion, violence and stereotype. While this bal-
anced dataset is widely cited, we find that the
task itself remains largely unsolved. Thus, in
our work, we1 investigate the performance of
multiple models in an effort to analyse whether
domain specific pretraining helps model per-
formance. We also investigate why even state
of the art models find this task so challenging,
and whether domain-specific pretraining can
help. Our results show that pretraining BERT
on hateful memes and leveraging an attention-
based approach with ViT outperforms state of
the art models by more than 10%. Further, we
provide insight into why these models may be
struggling with this task with an extensive qual-
itative analysis of random samples from the test
set.

1 Introduction

With a rise in social media usage, memes have
become an important part of expression, and com-
munication today. Multiple research studies have
found that memes play a role in shaping a wide
range of beliefs, such as climate change, use as
bonding icons, political discussion, and social de-
velopment. This new form of media, however, is
still host to old-school offensive content that was
previously seen in non-multimodal settings. This

1/* denotes equal contribution

includes hate speech of different forms, such as
sexism and racism. The emergence of this pop-
ular media format has brought along the need to
detect hateful content in multimodal formats, to
ensure that the internet remains a safe space for all
groups. Further, there has been evidence to show
that women are disproportionately targeted on the
internet. For example, 33% of women under 35
say they have been sexually harassed online, while
11% of men under 35 say the same2. It has also
been shown through many psychological and social
science-based studies that the effects of online hate
speech are observed well beyond the boundaries of
the cyber world (Pluta et al., 2023). Yet, traditional,
language-based misogyny detection techniques are
no longer fully effective when it comes to mul-
timodal misogyny. This is because, unlike text-
based misogyny, identifying multimodal misogyny
involves picking up on visual cues combined with
sarcasm and linguistic nuances.

To try and bridge this challenge, Fersini et al.
(2022) developed, licensed, and released MAMI:
Multimedia automatic misogyny detection, a
dataset of 12000 memes, labeled for misogyny
and four subclasses – shaming, objectification, vi-
olence, and stereotypes. The dataset is balanced
across all classes and was released as a part of the
SemEval Task in 2022. While this dataset is widely
cited, and there have been multiple approaches de-
veloped to leverage this dataset for misogyny de-
tection, we find that this challenging task remains
unsolved to a large extent. To the best of our knowl-
edge, no research aims to understand exactly why
even the best models are unable to succeed at this
task. Moreover, there is no research (to the best of
our knowledge) that showcases the potential ben-
efit (or lack thereof) of using models pre-trained
on other hate-speech data. Therefore, the focus of
our work is two-fold: Thus, in our work, instead of

2https://www.forbes.com/sites/ewelinaochab/2023/03/08/when-
the-harassment-of-women-moves-online/?sh=3a9d64223f29
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solely focusing on developing a model that outper-
forms the current state-of-the-art architectures, we
focus on the following broader research questions:

• Do multimodal models understand misogyny
in memes better than language-only or vision-
only models?

• Do these models benefit from pre-training on
text hate-speech datasets?

• What can’t these models do? What mistakes
do they make? Is there a pattern that can be
observed in their mistakes?

Our contributions, per the aforementioned re-
search questions, are as follows:

• We present a multimodal model, BERT*+VIT,
that is pre-trained on hate-speech text data,
finetuned on the MAMI dataset.

• An extensive quantitative analysis of the per-
formance of various state-of-the-art models
when fine-tuned on the MAMI dataset – text
only, language only, and multimodal.

• A qualitative analysis of the mistakes made by
different models.

The rest of this paper is organized as follows:
Section 2 describes the related work, Section 3
elaborates on the experiments we conduct as a part
of our methodology and Section 4 summarizes the
results obtained.

2 Related Work

One of the first large-scale challenges that involved
detecting hateful memes is the ’Hateful memes
challenge’ organized by Facebook AI (Kiela et al.,
2020). To quote the authors, "Memes pose an in-
teresting multimodal fusion problem: Consider a
sentence like “love the way you smell today” or
“look how many people love you”. Unimodally,
these sentences are harmless, but combine them
with an equally harmless image of a skunk or a
tumbleweed, and suddenly they become mean."
They release the hateful memes dataset, consist-
ing of 10,000 memes annotated for unimodal hate,
multimodal hate, benign text, benign image, and
random non-hateful examples.

This was followed by many research efforts to
categorize memes beyond hateful, such as Zia et al.
(2021), who looked at classifying memes as racist

and/or sexist, Nafiah and Prasetyo (2021) who fo-
cused on analyzing and identifying sexist memes
during the COVID-19 pandemic, and Suryawanshi
et al. (2020) who used the presidential election to
develop a dataset of memes consisting of racism,
sexism and homophobia.

The MAMI dataset (Fersini et al., 2022) was the
first of its kind to motivate the sub-classification
of misogynistic memes. This task, as a part of the
SemEval 2022 contest, showcased many notewor-
thy methodologies for the proposed problem. For
example, Sharma et al. (2022b) proposed an R2D2
architecture that used pre-trained models as feature
extractors for text and images. They used these
features to learn multimodal representation using
methods like concatenation and scaled dot product
attention. This methodology achieved an F1 score
of 0.757 and was ranked 3rd in Subtask, and 10th
on Subtask B, with an F1 score of 0.690. In another
study, Mahadevan et al. (2022) develop an ensem-
ble model consisting of XLM-RoBERTa, Distil-
BERT, ResNext, and Data-efficient Image Trans-
former to achieve an average F1 of 0.71 on Task
A and 0.69 on Task B. However, these authors es-
tablished an SVM as their baseline. Our goal is
to explore a wider range of similar models, using
such models as a baseline, and hopefully develop a
better one. For now, we plan to use precision, re-
call, and F1 score as our evaluation metrics, along
with a manual qualitative analysis that can provide
insight into how to better direct future model im-
provements.

Another interesting approach is that proposed
by Muti et al. (2022), which combines BERT and
CLIP, achieving an F1 of 0.727 on sub Task A,
and an F1 of 0.710 on sub Task B. Kalkenings
and Mandl (2022) extends a similar approach by
using BERT and FCNN, and testing it on the afore-
mentioned Facebook AI’s hateful meme challenge
dataset for generalisability. An approach that is
similar to ours to an extent is that of Sharma et al.
(2022a), who test a variety of language models on
the text part of the MAMI dataset. Our approach
involves using such models to establish a compara-
tive baseline of language-only models and combine
them with vision-based models to analyze how that
affects model performance. Finally, in another note-
worthy experiment, Hakimov et al. (2022) proposes
a CLIP text encoder and an LSTM for the text en-
coding part of the model. This model attains an
F1 score of 0.834 on subtask A and an F1 score of

151



0.731 on subtask B.
In our work, we want to look beyond merely

training a classifier that outperforms these meth-
ods. We are more interested in analyzing the finer
details, and understanding what these models are
doing wrong. Further, we are interested in estab-
lishing comparison baselines through text models
and vision models to gain insight into which fea-
ture is more important, and to what extent. To
the best of our knowledge, prior to this, there has
been no experimentation to show the benefits of
using pretrained models for multimodal misogyny
detection.

3 Methodology

As discussed in Section 2, following the SemEval
Task itself, we will refer to Task A as the classifi-
cation of a meme as misogynistic and Task B as
the subclassification of a misogynistic meme. Fur-
ther, all models are finetuned on this dataset. As
described later in the paper, BERT* benefits from
pretraining on the hateful meme dataset.

3.1 MAMI: Dataset description

Although the MAMI dataset has been well de-
scribed in the original paper (Fersini et al., 2022),
we provide a summary of it here, for a holistic un-
derstanding of the experiments conducted in this
study.

This dataset consists of 12,000 memes. The
breakdown of these memes for train-test-dev is
10,000 - 1,000- 1,000 respectively. Further, the
misogynistic memes are classified into four sub-
classes as mentioned above. The distribution across
subclasses is shown below in Table 1.

The process of gathering pertinent memes for
analysis involved searching popular social media
platforms like Twitter and Reddit, as well as access-
ing dedicated meme creation and sharing websites
such as 9GAG, Knowyourmeme, and Imgur. To
ensure an adequate number of misogynous memes,
the researchers undertook activities such as search-
ing for meme threads focused on women, exploring
discussions by individuals with anti-women or anti-
feminist sentiments, investigating recent events. By
employing these methods, a diverse dataset of rele-
vant memes was successfully compiled for further
examination in their study.

The authors found a coefficient of 0.5767 for
agreement on misogynous vs. not misogynous an-
notations, and a coefficient of 0.3373 for the type

of misogyny labeling. The dataset details are pre-
sented in Table 2. The Fleiss-k measure indicated
moderate agreement for misogynous labeling, indi-
cating a relatively straightforward task for humans.
However, the agreement for the type of misogyny
annotation was fair, suggesting a more challenging
task.

Subclass Train Test
Shaming 1274 126
Stereotype 2810 350
Objectification 2202 348
Violence 953 153

Table 1: Distribution of misogynistic memes across
subclasses

The dataset is evenly split between misogynistic
and non-misogynistic memes with 5000 samples
in the train and test set each,

3.2 Unimodal models

To establish baseline models, we experiment with
a variety of language and vision models. For lan-
guage models, we use the text from the memes and
finetune the following models:

• BERT

• DeBERTa

• RoBERTa

• Hateful memes pre-trained BERT

Here, the last model is a model hosted on Hug-
gingFace that has been pre-trained on the text from
the hateful memes dataset released by Facebook AI
3. Similarly, we train the following vision models
on the memes to establish vision-only baselines:

• CNN

• Inception

• ViT

We showcase the performance of these models
in Section 4.

3https://huggingface.co/am4nsolanki/
autonlp-text-hateful-memes-36789092
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Misogyny Labelling (Sub-task A) Type of Misogyny Labelling (Sub-task B)

Misogynous Not Misogynous
Fleiss-k

Agreement
Shaming Stereotype Objectification Violence

Fleiss-k
Agreement

Training Set 5000(50%) 5000(50%) 0.5767 1274(25.48%) 2810(56.20%) 2202(44.04%) 953(19.06%) 0.3373
Test Set 500(50%) 500(50%) 0.5767 146(29.20%) 350(70.00%) 348(69.60%) 153(30.60%) 0.3373

Table 2: Dataset Characteristics (Fersini et al., 2022)

3.3 Multimodal models

3.3.1 CLIP
CLIP (Contrastive Language-Image Pre-training)
(Radford et al., 2021) is a state-of-the-art language
and vision model developed by OpenAI. It is
capable of understanding images and natural
language text and can perform a range of tasks
such as image classification, object detection, and
captioning. The model has been trained on a large
dataset of image-text pairs, allowing it to learn the
correlations between visual and textual features.
One of the unique features of CLIP is that it uses a
contrastive learning approach, which means that it
learns by comparing and contrasting similar and
dissimilar image-text pairs.

The CLIP model consists of two parts: a vi-
sion encoder and a language encoder. The vision
encoder is a convolutional neural network (CNN)
that takes in an image and outputs a vector
representation of the image. The language encoder
is a transformer-based model that takes in natural
language text and outputs a vector representation
of the text. For our research, we finetuned the
model with the Adam optimizer with a learning
rate of 1e-4, weight decay of 0.01, and a batch size
of 16. The maximum number of epochs is limited
to 20, and early stopping is implemented with a
patience of 3 epochs.

3.3.2 BERT + Inception
The BERT + Inception model (Guda et al., 2020)
is a deep learning model that combines two
different neural networks, BERT and Inception,
to achieve better performance on image-text
matching tasks. BERT, or Bidirectional Encoder
Representations from Transformers (Devlin et al.,
2018), is a pre-trained language model that excels
at natural language processing (NLP) tasks, such
as sentiment analysis and text classification. On
the other hand, Inception is a convolutional neural
network (CNN) (Szegedy et al., 2016) that is
well-suited for image recognition and classification
tasks. By combining these two models, the BERT

+ Inception model can effectively encode both
text and image inputs and map them to a common
latent space for matching.

The text encoder uses the BERT architec-
ture, which is pre-trained on a large corpus of
text data. The BERT model is used to encode
textual descriptions into a fixed-size vector. The
image encoder uses the InceptionV3 architecture,
with the weights pre-trained on the ImageNet
dataset. The InceptionV3 model is modified to
remove the top classification layer and replace it
with a global average pooling layer to generate
a fixed-size feature vector for each input image.
The sequence and pooled outputs from the text
input are concatenated with the processed image
input and passed through three dense layers
with ReLU activation and dropout layers. The
purpose of these dense layers is to combine the
information from both the image and text encoders
and generate a more informative representation
for the final classification. The model is trained
using a contrastive loss function (Alluri and
Krishna, 2021) that encourages the image and text
representations to be similar for positive pairs, and
dissimilar for negative pairs. The batch size used
in the training loop is 256. The model is trained
for 10 epochs in each iteration of the training loop,
and early stopping is implemented with a patience
of 5 epochs, with a learning rate of 1e-4.

3.3.3 BERT + ViT

BERT is designed for processing text data and does
not take into account the visual information present
in many modern datasets. The Vision Transformer
(Dosovitskiy et al., 2020) is a neural network
architecture that has been specifically designed
for processing visual information, such as images
or videos. It uses a self-attention mechanism to
analyze and process visual information, allowing
it to learn complex patterns and relationships
between different elements in an image. By
combining BERT with the Vision Transformer
(Velioglu and Rose, 2020), we can create a
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powerful hybrid architecture that can process both
text and visual information simultaneously.

The model has three input layers – one for
the image input, one for the text input, and one
for the input masks. The text input is processed
using the BERT model to encode the input text into
contextualized embeddings, and the image input
is processed using the Vision Transformer (ViT)
model to flatten images into patches to linearly
project and combine with position encoding. The
output features of the two models are combined
using an attention mechanism and then passed
through a 1D convolutional layer and a flatten
layer to create joint features. The final output of
the model is a probability distribution over the
possible classes, which is obtained by passing the
joint text and image embedding features through
one or more fully connected layers with sigmoid
activation. During training, the model is optimized
using backpropagation and stochastic gradient
descent with cross-entropy loss. The model was
trained using Adam optimizer with a learning rate
of 4e-5 for 5 epochs and a batch size of 16 was
used.

3.3.4 VisualBERT
VisualBERT (Li et al., 2019)is a pre-trained
model that combines the power of the BERT
architecture with visual features to understand
language in the context of images. The architecture
of VisualBERT consists of two separate encoders,
one for the visual modality and one for the
textual modality. The visual encoder processes
the image and extracts visual features, which are
then combined with the textual features extracted
by the textual encoder. These features are then
fed into the BERT model for further processing,
allowing the model to understand the relationship
between the image and the text. VisualBERT
uses a hierarchical approach to process the visual
information, starting with low-level visual features
and gradually moving up to more abstract concepts.

In VisualBERT, (Muennighoff, 2020) the
image features extracted from pre-trained object
proposal systems, such as Faster-RCNN, are
treated as input tokens, just like words in a text.
These image features are unordered, meaning they
are not processed in any particular sequence or
order. Along with the text, the image features are
fed into the multi-layer Transformer architecture

of VisualBERT, where they are processed and used
to build a joint representation of the text and image.
This allows the model to capture the intricate
associations between text and image and enables
it to perform tasks that require understanding
the semantics of both modalities. The model
was fine-tuned using an Adam optimizer with a
learning rate of 2e-5, training for 10 epochs with a
batch size of 32.

3.3.5 BERT* + ViT
Here, BERT* refers to a BERT model which is
pre-trained on the hateful memes dataset released
by Facebook AI. We propose using the model,
BERT* + ViT which is a model that combines
two powerful neural networks, a domain-specific
pre-trained BERT model and ViT (Sohn and Lee,
2019). The image is passed through the Vision
Transformer (ViT), while the text is passed through
the BERT model. The text sequence embedding
and image embedding are then combined using an
attention mechanism, which attends to the relevant
parts of the image based on the text input.

The model has achieved state-of-the-art per-
formance on several benchmark datasets for hate
speech detection (d’Sa et al., 2020). The use
of both text and image information improves
the model’s ability to detect subtle nuances in
hate speech and non-hate speech messages. The
attention mechanism allows the model to attend
to the most relevant features in both modalities
and combine them to make a prediction. The
convolutional layer further refines the joint features
obtained from the two models, and the final dense
layer predicts the probability of hate speech. The
model has been pre-trained on a large corpus of
hate speech data, making it highly effective at
detecting hate speech in real-world scenarios. The
training process utilized the Adam optimizer with
a learning rate of 4e-5 for a duration of 5 epochs,
and the training data were processed in batches of
16.

4 Results

4.1 Comparison of Baseline Models and
Multimodal Models

Tables 3 and 4 answer our first two research ques-
tions about how each baseline compares to multi-
modal models, and how domain-specific pretrain-
ing may be useful to the model.
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Model Precision Recall F1 Modality
BERT 0.662 0.650 0.643 Lang
DeBERTa 0.684 0.682 0.681 Lang
RoBERTa 0.632 0.628 0.620 Lang
BERT* 0.685 0.695 0.690 Lang
CNN 0.571 0.782 0.616 Vision
ViT 0.611 0.659 0.632 Vision
Inception 0.511 0.672 0.623 Vision
BERT + Inception 0.623 0.778 0.694 Both
BERT + ViT 0.624 0.890 0.734 Both
BERT* +ViT 0.862 0.881 0.874 Both
CLIP 0.655 0.782 0.652 Both
VisualBERT 0.623 0.687 0.666 Both

Table 3: Performance of various finetuned models on subtask A. BERT* denotes the BERT model that has been
pretrained on the hateful memes dataset.

Here, we find that BERT*+VIT outperforms
even the top-ranking models described in Section
2 by a considerable margin. This indicates that
domain-specific pretraining is indeed, quite useful
in boosting model performance.

We also observe that apart from the model that
has the advantage of domain-specific pretraining,
the other models don’t have a very large difference
in terms of F1 scores. However, as one would ex-
pect, we see that the vision-only baselines are a bit
lower than the text-only baselines. Multimodality
can help significantly, for example, adding ViT im-
proves the F1 score of BERT by 9 points. However,
we find that some multimodal models actually per-
form worse than unimodal models (for instance,
CLIP and DeBERTa). This implies a need for in-
vestigation as to what may be confounding the mul-
timodal models, which we present our analysis for
in Section 4.2.

Table 4 shows the performance of these models
on subtask B. For this subtask, we record the F1
score for each class to ensure readability. Here,
we see that the pre-trained multimodal model out-
performs the others by a small margin. The table
indicates that memes containing violence and ob-
jectification are easier to detect compared to the
other classes, regardless of the model used. This
is probably due to the fact that these are the most
non-ambiguous memes, i.e., the classes where the
memes (especially likely the text) often have only
one meaning. This is discussed further below.

4.2 Qualitative Analysis
To answer our last research question, we present
an extensive qualitative analysis of 200 randomly
sampled memes from the test set. Our goal is
to find potential patterns in errors made by the
best-performing model. This is, to the best of our
knowledge, the first time an error analysis is being
performed for any model finetuned on the MAMI
dataset. Our observations are as follows:

4.2.1 Visual Grounding in itself is not enough
For around 80 memes (out of the 200 randomly
sampled ones), we find that the incorrect predic-
tion might be owing to the fact that even visual
grounding is not enough. This is particularly true
for memes belonging to the stereotype class, but
can occasionally apply to the shaming class too.
We show an example in Figure 1. The idea here is
that the model needs to be able to understand the
stereotype behind the image/text combination, and
simply looking at the memes may not provide that.

4.2.2 Lack of Context
Some memes (around 15) lack context in terms of
exactly how they are offensive. These are memes
that might prove challenging to classify even for
humans. One such example is shown in Figure 2.

4.2.3 Lack of understanding of subtle
objectification

Most of the memes that were randomly sampled
from the objectification class are quite explicit in
nature. However, the ones that have a lower degree
of objectification/sexuality often go undetected by
the model. For example, in Figure 3, it is not
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Model Stereotype Shaming Objectification Violence
BERT 0.633 0.612 0.688 0.689
DeBERTa 0.651 0.627 0.655 0.678
RoBERTa 0.624 0.618 0.677 0.682
Pretrained BERT 0.644 0.683 0.685 0.691
CNN 0.551 0.582 0.577 0.613
ViT 0.541 0.608 0.591 0.612
Inception 0.595 0.605 0.613 0.599
BERT + Inception 0.644 0.621 0.685 0.690
BERT + ViT 0.653 0.631 0.695 0.710
BERT*+ViT 0.697 0.695 0.693 0.721
CLIP 0.648 0.628 0.655 0.684
VisualBERT 0.647 0.623 0.676 0.683

Table 4: Performance of various finetuned models on subtask B. BERT* denotes the BERT model that has been
pretrained on the hateful memes dataset.

Figure 1: An example where it is necessary to under-
stand the stereotype that "women belong in the kitchen"
is misogynistic. The model misclassifies this as neutral.

Figure 2: An example where context is unclear. The
model marks this as violent.

enough to look at the image in itself, because all
that is visible is a woman posing for the camera.
It is also not enough to read the text. Some social
context is needed to interpret that this meme could
be hinting toward sex trafficking or other illicit
similarities.

4.3 Analysis of benefits of pre-training

In this part of the paper, we provide examples of
where pre-training helps BERT* classify compli-
cated memes that require an understanding of visuo-
linguistic cues.

4.3.1 Understanding complex objectification
We find that by pre-training on hateful memes, the
model is able to identify memes that objectify us-
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Figure 3: An example where objectification is subtle.
The model misclassified this as shaming.

ing a combination of visual cues and complicated
linguistic cues. Figure 4 shows an example of this
phenomenon.

Figure 4: An example where the objectification is
through a combination of visuo-linguistic cues. BERT*
correctly classifies this as objectification.

4.3.2 Understanding lewd complex linguistic
cues

Our results indicate that pretraining helps BERT*
pick up on some complex linguistic innuendos that
are offensive. The reason for this is somewhat un-
clear, but we hypothesize that the model benefits
from a larger exposure to multimodal hateful con-
tent. For example, consider the meme shown in
Figure 5. The model correctly identifies it as sham-
ing, This means that it understands that losing a

shoe in this case is suggestive of provocative sham-
ing. This example doesn’t rely on any visual cues,
but the model is still able to classify it correctly.

Figure 5: An example of BERT* correctly identifying
complex linguistic cues

4.3.3 Connecting seemingly harmless text
with objectifying images

While identifying misogynistic memes that are
hateful through subtle visual cues and otherwise
seemingly harmless text is still a challenge in this
area, we find that BERT* benefits from pretraining
to at least identify these memes correctly, if not
subclassify them properly. For example, BERT*
marks the meme shown in Figure 6 correctly as
misogynistic in subtask A, but makes an error in
classifying it as shaming instead of objectification,
our hypothesis is that the model may further benefit
from pretraining/finetuning on larger datasets that
contain more examples of misogyny.

5 Conclusion

In this research, we have delved into the challeng-
ing task of identifying misogynistic memes on-
line. By utilizing the MAMI dataset with 12,000
annotated memes, we have established baselines
and conducted experiments with various models,
including text-only, vision-only, and multimodal
models. Our findings indicate that pretraining
BERT on hateful memes and utilizing an attention-
based approach with ViT performs better than the
state-of-the-art models by more than 10% for sub-
task A, and by 2% on subtask B. This highlights
the importance of domain-specific pretraining in
identifying multimodal misogyny. Further, we have
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Figure 6: An example where BERT* benefits from pre-
training is being able to identify this meme as misogy-
nistic, but fails to subclassify it correctly.

provided a comprehensive qualitative analysis of
random samples from the test set, which provided
insight into the challenges of detecting multimodal
misogyny. Our research emphasizes that identify-
ing misogynistic memes online is a complex task
that necessitates a thorough consideration of both
visual and linguistic cues, and the significance of
domain-specific pretraining in this area. Future
work includes extending the dataset to multiple lan-
guages to evaluate the generalizability of the pro-
posed approach beyond English. Additionally, a
similar analysis could be performed on multimodal
media such as reels and TikToks to assess the ef-
fectiveness of the proposed approach on these plat-
forms. Further research is also needed to reduce the
computational complexity of training and deploy-
ing these models for downstream tasks. Finally,
investigating the interpretability of the proposed
approach could shed light on which multimodal
cues are most indicative of misogyny, thereby help-
ing to better understand the underlying mechanisms
of this phenomenon.
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Abstract

Online conversations are particularly suscepti-
ble to derailment, which can manifest itself in
the form of toxic communication patterns like
disrespectful comments or verbal abuse. Fore-
casting conversation derailment predicts signs
of derailment in advance enabling proactive
moderation of conversations. Current state-of-
the-art approaches to address this problem rely
on sequence models that treat dialogues as text
streams. We propose a novel model based on a
graph convolutional neural network that consid-
ers dialogue user dynamics and the influence
of public perception on conversation utterances.
Through empirical evaluation, we show that our
model effectively captures conversation dynam-
ics and outperforms the state-of-the-art models
on the CGA and CMV benchmark datasets by
1.5% and 1.7%, respectively.

1 Introduction

The widespread availability of chat or messaging
platforms, social media, forums and other online
communities has led to an increase in the num-
ber of online conversations between individuals
and groups. In contrast to offline or face-to-face
communication, online conversations require mod-
eration to maintain the integrity of the platform
and protect users’ privacy and safety (Kilvington,
2021). Moderation can help to prevent harassment,
trolling, hate speech, and other forms of abusive
behavior (Tontodimamma et al., 2021). It can also
help to prevent and address conversation derail-
ment.

Conversation derailment refers to the process
by which a conversation or discussion is redirected
away from its original topic or purpose, typically as
a result of inappropriate or off-topic comments or
actions by one or more participants. In online con-
versations, derailment can be exacerbated by the
lack of nonverbal cues and the perceived anonymity
that can be provided by the internet. Conversation

(a) Conversation CCGA (b) Conversation CCMV

Figure 1: Conversation derailment examples coming
from two benchmark datasets, CGA and CMV; (a) illus-
trates graph dynamics in a conversation, and (b) illus-
trates public perception through votes in a conversation.
Our FGCN model exploits these features to improve the
accuracy of conversation derailment forecasting.

derailment can lead to confusion, frustration, and a
lack of productivity or progress in the conversation.
Table 1 shows an example conversation taken from
the popular CGA benchmark dataset (Zhang et al.,
2018). One can observe that there is offensive lan-
guage used by one of the participants that leads the
conversation to derail. The severity of the verbal
attack may indicate a prior history between the two
participants in previous conversations.

In this research, we examine the problem of fore-
casting conversation derailment. The ability to
predict conversation derailment early has multifold
benefits: (i) it is more timely, as it allows for proac-
tive moderation of conversations (before they cause
any harm) due to early warning, (ii) it is more scal-
able, as it allows to automatically monitor large
active online communities, a task that is otherwise
time-consuming, (iii) it is more cost-effective, as
it may provide enough aid to limit the number of
human moderators needed, and (iv) it may identify
upsetting content early and prevent human modera-
tors from being exposed to it.

Early efforts towards automatic moderation fo-
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Turn User Text Label

N − 3 A “Proper use of an editor’s his-
tory includes fixing errors or
violations of Wikipedia pol-
icy or correcting related prob-
lems on multiple articles."

N − 2 B “It’s very clear that you just
go to my contributions list
and look to see what biogra-
phy articles I’ve worked on,
then you go and look to see if
you can find something wrong
with them. "

N − 1 A “So, what is wrong with fixing
things? At the top of my talk
page, it says to keep it on your
watchlist. "

N B “You cannot possibly be too
stupid to understand the warn-
ing I’m giving you. I’m not
going to repeat it."

?

Table 1: A sample conversation from the Conversation
Gone Awry (CGA) dataset showing a sequence of text
utterances that end with a verbal abuse. Given the con-
versation context up to N−1 turns, the task is to predict
whether turn N will be a respectful or offensive state-
ment prior to it being presented leading to derailment
(it is offensive, in this case).

cused on detecting inappropriate comments once
they have occurred. But the utility of such an ap-
proach is limited as participants have already been
exposed to an abusive behavior and any potential
harm has already been caused. The current state-
of-the-art approach to predict conversation derail-
ment relies on sequence models that treat dialogues
as text streams (Chang et al., 2022; Kementched-
jhieva and Søgaard, 2021). However, this approach
has limitations, as it ignores the semantics and dy-
namicity of a multi-party dialogue involving in-
dividuals’ intrinsic tendencies and the history of
interactions with other individuals.

Based on these observations, we propose a graph-
based model to capture multi-party multi-turn di-
alogue dynamics. In addition, we leverage infor-
mation associated with conversation utterances that
provide public perception on whether an utterance
is perceived as positive or negative.

There exist two popular benchmark datasets typ-
ically employed for the problem of interest: Con-
versations Gone Awry (CGA) (Zhang et al., 2018)
and Reddit ChangeMyView (CMV) (Chang and
Danescu-Niculescu-Mizil, 2019). Both datasets
contain multi-party conversations, including the
text and an anonymous user ID of each utterance,
along with a label annotation on whether the con-

versation will derail or not. CMV also includes a
public vote on each of the utterances that provides
the public perception of individuals towards it.

Figure 1a shows an example multi-party conver-
sation from CGA that is not sequential in nature.
Note as well that some participants are in either
agreement or disagreement of a heated argument.
Graph models are more accustomed to represent
such dialogue dynamics. Figure 1b shows an ex-
ample conversation from CMV that shows sample
voting scores on each utterance in the conversation
that could be related to derailment.

Graph neural networks have been successfully
used to model conversations for downstream clas-
sification tasks. For example, they have shown
promise in forecasting the next emotion in a con-
versation (Li et al., 2021), a problem similar to that
of interest in this work. This motivated us to ex-
plore this line of research and make the following
contributions:

• We propose a novel model based on a graph
convolutional neural network, the Forecasting
Graph Convolutional Network (FGCN), that
captures dialogue user dynamics and public
perception of conversation utterances.

• We perform an extensive empirical evalua-
tion of FGCN that shows it outperforms the
state-of-the-art models on the GCA and CMV
benchmark datasets by 1.5% and 1.7%, re-
spectively.

The remainder of the paper is organized as fol-
lows. Section 2 reviews related work. The technical
problem of interest is presented in Section 3. Sec-
tion 4 presents the proposed models. Section 5
presents the experimental setup, and Section 6
presents the results and a discussion. We conclude
in Section 7.

2 Related Work

There has been considerable research attention on
the problem of detecting various forms of toxi-
city in text data. There are methods for identi-
fying cyberbullying (Wiegand et al., 2019), hate
speech (Davidson et al., 2017), or negative senti-
ment (Agrawal and An, 2014; Wang and Cardie,
2016) or lowering the intensity of emotions (Ziems
et al., 2022; Xie and Agrawal, 2023). These meth-
ods are useful in filtering unacceptable content.
However, the focus of these models is on mostly
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analyzing or classifying already posted harmful
texts.

The CRAFT models introduced by Chang et al.
(2022) are the first models to go beyond classifica-
tion of hate speech to addressing the problem of
forecasting conversation derailment. The CRAFT
models integrate two components: (a) a genera-
tive dialog model that learns to represent conver-
sational dynamics in an unsupervised fashion, and
(b) a supervised component that fine-tunes this rep-
resentation to forecast future events. As a proof
of concept, a mixed methods approach combining
surveys with randomized controlled experiments
investigated how conversation forecasting using
the CRAFT model can help users (Chang et al.,
2022) and moderators (Schluger et al., 2022) to
proactively assess and deescalate tension in online
discussions.

Extending the hierarchical recurrent neural net-
work architecture with three task-specific loss func-
tions proposed by Janiszewski et al. (2021) was
shown to improve the CRAFT models. After
pretrained transformer language encoders such as
BERT (Devlin et al., 2018) proved to be success-
ful at various NLP tasks, Kementchedjhieva and
Søgaard (2021) explored how they can be used for
forecasting derailment. The model in this work con-
sists of a BERT checkpoint with a sequence classifi-
cation (SC) head. Similarly, De Kock and Vlachos
(2021) evaluated feature-based and neural models
to predict whether disagreements in Wikipedia Talk
page conversations will be escalated to mediation
by a moderator.

Saveski et al. (2021) studied the relationship be-
tween structure and toxicity in conversations on
Twitter at individual, dyad, and group level, and
found that social relationships among users influ-
ence their behaviors. Salehabadi et al. (2022) also
studied the differences between toxic and non-toxic
conversations on Twitter, highlighting important
differences between user engagement and toxic-
ity. While these recent works stress the importance
of user characteristics in conversation modeling,
to our knowledge, models that incorporate such
signals for the task of predicting derailment have
remained unexplored.

Here we propose graph-based models for lever-
aging user-specific information. Graph convolu-
tional neural networks have been used for conver-
sation classification. In one popular application,
emotion estimation, the graph model is used to ac-

count for speaker related information (Ghosal et al.,
2019; Sun et al., 2021). Other work have used sim-
ilar graph neural networks to forecast emotions
(Zhong et al., 2019; Lubis et al., 2019; Liang et al.,
2022; Li et al., 2021).

3 Problem Definition

In this section, we formally define the problem of
forecasting conversation derailment. For a con-
versation C = {{t1, t2, ..., tN} , {u1, u2, ..., uN} ,
{s1, s2, ..., sN}} consisting of N turns, the last
turn (i.e., the N ’th turn) is the potential site of
derailment where l = {civil, personal attack}
denotes the label of this turn.

For the ith turn, ti denotes its text, ui denotes its
user, and si denotes an optional score, e.g., num-
ber of votes (up-vote/down-vote). An up-vote is
a positive impression and a down-vote is a nega-
tive impression on the turn utterance. The goal
is to forecast the derailment label l of the N ’th
turn given a conversation C up to N − 1 turns (i.e.,
without any information about the N th turn).

4 Model for Forecasting Conversation
Derailment

In this section, we describe our proposed Forecast-
ing Graph Convolutional neural Network model,
(FGCN), visualized in Figure 2.

4.1 Sequential encoding

The input to the model consists of the text ti, user
ID ui and/or the public perception score si for each
turn in the conversation i ∈ [1, 2, ..., N − 1], as
described below:
Textual input — the input consists of an encod-
ing of the turn text ti using BERT embeddings
extracted after fine tuning as described in Ke-
mentchedjhieva and Søgaard (2021), resulting in
the sequential encoding of the text as vector t

′
i .

User ID input — the input consists of an encoding
of the user ID as a randomly initialized vector ui,
where each user has a unique vector; we use BiL-
STM sequential encoding to obtain the utterance
user ID vectors u

′
i. We use unique randomly initial-

ized vectors to avoid privacy issues that may arise
using actual IDs.
Public perception input — the input consists of
a popularity score where the up-votes on a turn is
subtracted by the down-votes on the same. To ob-
tain the score vector si we use equal depth binning
to capture three levels of popularity for positive
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Figure 2: The FGCN model architecture.

scores and three levels of unpopularity for negative
scores. We use a BiLSTM sequential encoder on si
resulting in utterance public perception vectors s

′
i.

4.2 Graph Construction

For a given conversation, the output of the sequen-
tial encoder for each one of these input types t

′
i, u

′
i

and s
′
i is used to initialize the vertices in the homo-

geneous graphs shown in Figure 2. The vertices
in the graphs represent the turns in the conversa-
tion. Each graph Gx = (V,E,R,W ), for each
type of input x ∈ {t, u, s}, is constructed with
vertices vi ∈ V , rij ∈ E is the labeled edges be-
tween vi and vj , the edge labels (relations) ∈ R
and αij is the weight of the labeled edge rij , with
0 ≤ αij ≤ 1, where αij ∈W , i ∈ [1, 2, ..., N − 1]
and j ∈ the set of all neighboring vertices to vi.

For each conversation we construct three types
of graphs; a text-based Gt, a user-based Gu and a
public perception score-based Gs. In Gt, each con-
versation turn is represented as a vertex vi ∈ V and
is initialized with the textual sequentially encoded
feature vector t

′
i, for all i ∈ [1, 2, ..., N − 1]. In

Gu each vertex is initialized with a utterance user
ID vector u

′
i, for all i ∈ [1, 2, ..., N − 1] provided

by the sequential encoder. Similarly, in Gs each
vertex is initialized with a utterance public score

vector s
′
i, for all i ∈ [1, 2, ..., N − 1] provided by

the sequential encoder.

User to user relationship edge construction. We
establish the direct user to user relationship in a
conversation through the edge construction of each
graph. This results in efficient graph modeling with
less complexity compared to complete graphs. Fig-
ure 3 shows an example graph edge construction
for a given conversation. In user-to-user relation-
ship edge construction, each vertex vi representing
a turn in the conversation has directed edges con-
necting it to its preceding (parent) and succeeding
comments/turns (children). Same user comments
(turns) are also connected through directed edges.
The user-to-user relation ∈ R of an edge rij is set
based on the user-to-user dependency between user
ui (of turn vi) and user uj (of turn vj).

For example, in Figure 3, there are four users, so
the set of edge labels R has the relation types shown
under user-to-user dependency. Furthermore, as the
graph is directed, two vertices can have edges in
both directions with different relations. We use this
to represent the past (backward) and future (for-
ward) temporal dependency between the vertices,
shown as temporal user dependency. The edge
weights are set using a similarity based attention
module. The attention function is computed such
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Figure 3: An example graph edge construction for the
given conversation with user-to-user and temporal de-
pendency.

that, for each vertex, the incoming set of edges has
a sum total weight of 1. The weights are calculated
as, αij = softmax(vTi We[vj1 , ..., vjm ]), for jk,
where k = 1, 2, ..,m, for the m vertices connected
to vi, ensuring the vertex vi receives a total weight
contribution of 1.

4.3 Feature Transformation
The sequentially encoded text features t

′
i, the user

features u
′
i, and the public perception features s

′
i

of the graph network are transformed from user
dynamic independent into user dynamic dependent
feature vectors using a two-step graph convolution
process employed by Ghosal et al. (2019). In the
first step, a new feature vector is computed for
each vertex in all three graphs by aggregating local
neighbourhood information:

u
′′
i = σ(

∑

r∈R

∑

j∈Nr
i

αij

ci,r
Wr u

′
j + αiiW0 u

′
i),

t
′′
i = σ(

∑

r∈R

∑

j∈Nr
i

αij

ci,r
Wr t

′
j + αiiW0 t

′
i)

s
′′
i = σ(

∑

r∈R

∑

j∈Nr
i

αij

ci,r
Wr s

′
j + αiiW0 s

′
i)

for i = 1, 2, ..., N − 1, where, αii and αij are the
edge weights, and N r

i is the neighbouring indices
of vertex i under relation r ∈ R. ci,r is a prob-
lem specific normalization constant automatically
learned in a gradient based learning setup. Σ is

an activation function such as ReLU, and Wr and
W0 are learnable parameters of the transformation.
In the second step, another local neighbourhood
based transformation is applied over the outputs of
the first step, as follows:

u
′′
i = σ(

∑

j∈Nr
i

W u
′′
j + αiiW0 u

′′
i ),

t
′′
i = σ(

∑

j∈Nr
i

W t
′′
j + αiiW0 t

′′
i )

s
′′
i = σ(

∑

j∈Nr
i

W s
′′
j + αiiW0 s

′′
i )

for i = 1, 2, ..., N − 1, where, W and W0 are
transformation parameters, and σ is the activation
function. This two step transformation accumulates
the normalized sum of the local neighbourhood.

4.4 Forecasting Derailment
To form the final turn representation, the sequential
encoded vectors t

′
i, u

′
i and s

′
i, and the user dynamic

encoded vectors t
′′
i , u

′′
i and s

′′
i are concatenated for

each turn i in a conversation to form:

gi = [t
′
i, u

′
i, s

′
i, t

′′
i , u

′′
i , s

′′
i ]

Then, each gi, i ∈ {1, 2...., N −1} is concatenated
to form a representation of the conversation C:

C
′
= [g1, g2..., gN−1]

Finally, C
′

is fed to a classifier with a linear layer,
a full connected network and a sigmoid activation
function, as described by Ghosal et al. (2019), to
obtain the label l̂ of each conversation C.

4.5 Model variants
To understand the effect of each type of input on
forecasting derailment, we create variants of our
model where the types of input are gradually in-
cluded. The following is a more detailed descrip-
tion of the models used in this work.
FGCN-T — this variant of the model constructs
one graph using the output of the sequential en-
coder on the textual data t

′
i. It is created for both

CGA and CMV, as both contain the textual data.
FGCN-T uses only the textual layer shown in Fig-
ure 2. At classification it concatenates t

′
i with the

result of the GCN feature transformation t
′′
i during

user dynamic encoding.
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Dataset Input Train Val Test
t u s

CGA ✓ ✓ ✓ 2508 840 840
CMV ✓ ✓ ✕ 4106 1368 1368

Table 2: Statistics of the datasets. t denotes text input,
u denotes user ID input and s denotes public perception
score input. All splits are balanced between the two
classes.

FCGN-TU — this variant of the model constructs
two graphs using the output of the sequential en-
coder, one for the textual output t

′
i and the other for

the user ID output u
′
i. It is created for both CGA

and CMV, as both contain the textual and user ID
data. FGCN-TU uses the textual and user ID layer
shown in Figure 2. At classification it concatenates
t
′
i and u

′
i with the result of the GCN feature trans-

formation t
′′
i and u

′′
i during user dynamic encoding.

FGCN-TS — this variant of the model constructs
two graphs using the output of the sequential en-
coder, one for the textual output t

′
i and the other

for the public perception score output s
′
i. It is cre-

ated for CMV, as only CMV contains the public
perception data. FGCN-TS uses the textual and
public score layer shown in Figure 2. At classifica-
tion it concatenates t

′
i and s

′
i with the result of the

GCN feature transformation t
′′
i and s

′′
i during user

dynamic encoding.
FGCN-TSU — this variant of the model constructs
three graphs using the output of the sequential en-
coder, one for the textual output t

′
i, the user ID

output u
′
i and the public perception score output s

′
i.

It is created for CMV, as only CMV contains the
public perception data. FGCN-TSU uses all layers
shown in Figure 2. At classification it concatenates
t
′
i, u

′
i and s

′
i with the result of the GCN feature

transformation s
′′
i and s

′′
i during user dynamic en-

coding.

5 Experimental Setup

5.1 Datasets
We use two datasets for the task of forecasting
derailment in conversations. Some statistics of the
datasets are summarized in Table 2.

Conversations Gone Awry (CGA) dataset (Zhang
et al., 2018) was extracted from Wikipedia Talk
Page conversations. The conversations were sam-
pled from WikiConv (Hua et al., 2018) based on
an automatic measure of toxicity that ranges from

0 (not toxic) to 1 (is toxic). A conversation is
extracted as a sample of derailment if the N th com-
ment in it has a toxicity score higher than 0.6 and
all the preceding comments have a score lower than
0.4. Conversations having all comments with a tox-
icity score below 0.4 are extracted as samples of
non-derailment. This set of conversations is further
filtered through manual annotation to determine
whether after an initial civil exchange a personal
attack occurs from one user towards another. The
conversations include the turn with the personal
attack. This means all N − 1 turns in a conver-
sation are civil and the N ’th one is either civil or
contains a personal attack. The dataset also con-
tains additional information about each comment
in the conversation such as the user posting the
comment and the ID of the parent comment that
this comment was a reply to.

Reddit ChangeMyView (CMV) dataset (Chang
and Danescu-Niculescu-Mizil, 2019) was extracted
from Reddit conversations held under the Change-
MyView subreddit. Conversations were identified
as derailed if there was a deletion of a turn by the
platform moderators. This could have been done
under Reddit’s Rule: “Don’t be rude or hostile to
other users.” Unlike CGA, there is no control to en-
sure that all the preceding comments to the last one
would be civil, resulting in some noise in the data.
The dataset also contains additional information
about each comment in the conversation such as
the user posting the comment, the ID of the parent
comment that this comment was a reply to, and a
votes score (i.e., the number of up-votes minus the
number of down-votes).

5.2 Evaluation Metrics

Following prior work, we report the performance
of the models in terms of accuracy (Acc), preci-
sion (P), recall (R), and F1-score. We also report
the forecast horizon H introduced by Kementched-
jhieva and Søgaard (2021), which is the mean of
the turns in which the first detection of derailment
occurred for the set of conversations that derail.

5.3 Baselines

Our FGCN model and its variants are evaluated
against the state-of-the-art methods below.

CRAFT (Chang and Danescu-Niculescu-Mizil,
2019) is a model with a hierarchical recurrent neu-
ral network architecture, which integrates a gener-
ative dialog model that learns to represent conver-
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CGA CMV
TRANING MODEL Acc P R F1 Acc P R F1

ST
A

T
IC

CRAFT 64.4 62.7 71.7 66.9 60.5 57.5 81.3 67.3
BERT·SC 64.7 61.5 79.4 69.3 62.0 58.6 82.8 68.5
FGCN-T 66.4 63.0 79.5 70.3 62.9 59.2 83.0 69.1
FGCN-TU 66.9 63.3 80.2 70.8 63.2 59.5 83.0 69.3
FGCN-TS - - - - 64.2 60.3 83.2 69.9
FGCN-TSU - - - - 64.7 60.7 83.3 70.2

D
Y

N
A

M
IC

BERT·SC+ 64.3 61.2 78.9 68.8 56.5 56.0 73.2 61.7
FGCN-T+ 65.7 62.2 79.7 69.9 62.1 58.5 82.0 68.3
FGCN-TU+ 65.9 62.4 80.2 70.2 62.7 58.8 82.7 68.8
FGCN-TS+ - - - - 62.9 59.2 82.9 69.1
FGCN-TSU+ - - - - 63.5 59.7 83.1 69.5

Table 3: Experimental results for forecasting conversation derailment. Best F1-score are in bold.

sational dynamics in an unsupervised fashion, and
a supervised component that fine-tunes this rep-
resentation to forecast future events. This model
is trained statically. Static training entails that all
N − 1 turns {t1, ..., tN−1} of a conversation of N
turns are used as one input instance.

BERT·SC (Kementchedjhieva and Søgaard, 2021)
is a model consisting of the BERT checkpoint with
a sequence classification (SC) head, trained stati-
cally, i.e. in the same manner as CRAFT.

BERT·SC+ (Kementchedjhieva and Søgaard,
2021) similar to BERT·SC consists of the BERT
checkpoint with a sequence classification (SC)
head, but is instead trained dynamically. Dy-
namic training entails that a conversation of N
turns {t1, ..., tN−1} with label l is mapped to mul-
tiple training samples, each representing a different
phase of the conversation unfolding, but all labeled
with the same label l. So a conversation of N turns
is converted into N − 1 training instances samples
{t1}, {t1, t2}, ..., {t1, ..., tN−1} instead of just the
one {t1, ..., tN−1}.

5.4 Implementation

We use two training paradigms, static and dynamic:
In static training, for each conversation we use
one training instance with all turns {{t1, ..., tN−1},
{u1, ..., uN−1} and/or {s1, ..., sN−1}} as input. In
dynamic training, we use multiple instances of
each conversation, by varying the last turn used
in each training instance. So, we use {t1, u1
and/or s1} as an instance, {{t1, t2}, {u1, u2} ,
and/or {s1, s2}} as another instance, and so on un-
til the last instance {{t1, ..., tN−1}, {u1, ..., uN−1}

and/or {s1, ..., sN−1}}. So we have N − 1 in-
stances of each conversation. We denote all dy-
namically trained models with an added “+” at the
end of the model name.

At inference time, the model is tested dynami-
cally, i.e., by using turn {t1, u1 and/or s1} as in-
put, and making a prediction l̂1, then using turns
{{t1, t2}, {u1, u2}, and/or {s1, s2}}, and making
a prediction l̂2, and so on until N − 1 predictions
have been accumulated. The overall predicted la-
bel for a given conversation is then obtained as
l̂ = maxN−1

i=1 l̂i.

Our models used the same BERT implemen-
tation (i.e., bert-base-uncased) as in the
baseline models (Kementchedjhieva and Søgaard,
2021), for our textual sequential encoding, to en-
sure a comparable evaluation setting. However, it
is worth mentioning that any pretrained language
model can be used. The graph neural network com-
ponent described in this work is implemented with
settings similar to that reported by Ghosal et al.
(2019). The results are reported as an average over
10 different runs with random initialization, to ac-
count for variance in model performance.

6 Results and Discussion

In the forecasting conversation derailment experi-
ment we report the results of the static and dynamic
training of our model and its variants and compare
with baselines. In the analyzing mean forecast hori-
zon experiment we show how early each model can
forecast derailment.
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Figure 4: Forecast horizon on the CGA dataset with a model drawn at random from among the 10 available ones. A
horizon of 1 means that an upcoming derailment was only predicted on the last turn before it occurred.

6.1 Forecasting Conversation Derailment

The results in Table 3 show that across both the
datasets, FGCN-T, our text based graph neural net-
work model, outperforms baseline models when
given similar text input. FGCN-TU, which explic-
itly uses user ID’s in addition to text data, further
improves the results for both the datasets. FGCN-
TS, which uses text and public perception data
in the CMV dataset, brings similar improvements.
Furthermore, the results of the FGCN-TSU model,
which uses text, user and public perception data,
indicate that incorporating all three features when
available can be beneficial. Note that CGA does
not provide any public perception data and was
excluded from this experiment.

Statically trained models outperform their cor-
responding dynamically trained models. However,
our dynamically trained models outperform both
statically and dynamically trained baselines.

Taken together, these results indicate that mod-
eling conversations using a graph neural network
improves the models’ forecasting F1-score. They
also demonstrate that this modeling framework is
flexible and allows for incorporating more types
of data that may be beneficial. For instance, fu-
ture work could investigate the potential benefit
of integrating explicit emotion or sentiment values
(Babanejad et al., 2019; Agrawal et al., 2016) into
derailment forecasting models.

6.2 Analyzing Mean Forecast Horizon

How early can the model forecast the derailment?
To answer this question we calculate the forecast

CGA CMV

CRAFT 2.36 4.01
BERT·SC 2.60 3.90
BERT·SC+ 2.85 4.06
FGCN-T 2.73 4.03
FGCN-T+ 2.96 4.12

Table 4: Experimental results of mean forecast horizon
(H).The best result is shown in bold whereas the second
best result has been underlined.

horizon H , the mean of the turn in which the first
detection of derailment occurred for the set of con-
versations that derail. A forecast horizon H of
1 means that a derailment coming up on turn N
was first detected on turn N − 1. A longer fore-
cast horizon (i.e., a higher H) allows for earlier
interventions and potentially allows moderators to
delete the upcoming personal attack as soon as it
appears on their platform to avoid any form of es-
calation. Models that are able to detect a potential
intervention earlier have a clear advantage.

In Table 4 we report the results of the mean
forecast horizon H . The results show that our
model FGCN-T+ with its dynamic training pro-
vides the earliest overall forecasting of derailment
with a mean H of 4.12 for CMV, and 2.95 for
CGA. Followed by another dynamically trained
model BERT.SC+. For the statically trained mod-
els (CRAFT, BERT.SC, and FGCN-T), FGCN-T
has the best performance as it seems to be able to
better model the dynamic relationships between the
users of the turns with its graph model, obtaining a
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mean H of 4.03 for CMV and, 2.73 for CGA.
We perform further analysis of the forecast hori-

zon results for CGA. Figure 4 illustrates the fore-
cast horizon of the different models. In earlier
work, both CRAFT and BERT·SC, the models
make a prediction with a forecast horizon H > 1
turn at a high rate. Only 20% of CRAFT’s forecasts
and 17.5% of BERT·SC’s forecasts came on the last
turn before the derailment. Turning to BERT·SC+,
we see that dynamic training has helped in shift-
ing a lot of the density from H <= 3 towards
H > 3. The last-minute forecasts for BERT·SC+
model come at a rate of only 7.5%. FGCN-T and
FGCN-T+ uses BERT.SC in its sequential textual
component and combines it with a graph compo-
nent. FGCN-T was also able to shift density from
H <= 3 towards H > 3 even though it was trained
statically, indicating that the result was due to the
graph modeling. The dynamiclly trained FGCN-
T+ outperforms all by shifting even more density
towards H > 3 and a last minute forecast at a rate
of only 7%.

7 Conclusion

Unlike previous models which were based on sim-
pler sequence models, FGCN is built on a graph
convolutional neural network and is able to capture
the dynamics of multi-party dialogue, including
user relationships and public perception of conver-
sation statements. FGCN performed significantly
better than state-of-the-art models on two widely
used benchmark datasets, CGA and CMV. Con-
versation derailment is a significant issue that fre-
quently and severely impacts our online social inter-
actions, whether in casual settings or more formal
contexts such as online learning or remote work.
The ability to accurately predict derailment has the
potential to enhance the effectiveness of modera-
tion and thus protect individuals who are vulnerable
to emotional abuse or harm and improve the overall
quality of online interactions.

Limitations

Graph models require four or more utterances to
form meaningful conversation connections and
model their dynamics. In some cases, conversa-
tions that derail are not sufficiently long and may
be best modeled by simpler sequential models. Any
of these models will work best with asynchronous
conversations where there is a time lag between the
turns to allow for moderation after forecasting.

Ethics Statement

In our paper, we focus on the problem of forecast-
ing conversation derailment. The practical employ-
ment of any such system on online platforms has
potential positive impact, but several things would
be important to first consider, including whether
forecasting is fair (Williamson and Menon, 2019),
how to inform users about the forecasting (in ad-
vance, and when the forecasting affects users), and
finally what other action is taken when derailment
is forecast. Please refer to (Kiritchenko et al., 2020)
for a related overview of such considerations, in
the context of abusive language detection.
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Abstract

Online Gender-Based Violence (GBV), such as
misogynistic abuse, is an increasingly prevalent
problem that technological approaches have
struggled to address. Through the lens of the
GBV framework, which is rooted in social sci-
ence and policy, we systematically review 63
available resources for automated identification
of such language. We find the datasets are lim-
ited in a number of important ways, such as
their lack of theoretical grounding and stake-
holder input, static nature, and focus on certain
media platforms. Based on this review, we
recommend development of future resources
rooted in sociological expertise and centering
stakeholder voices, namely GBV experts and
people with lived experience of GBV.

1 Introduction

We are in the midst of an ‘epidemic of online
abuse’, which disproportionately affects women
and minoritised groups and has worsened during
and after the COVID-19 pandemic: 46% of women
and marginalised gender identities such as trans-
gender users experience gender-based online abuse,
with non-binary people and Black and minority eth-
nic women at 50% (Glitch UK and EVAW, 2020).

In recent years, technology companies and com-
puter science researchers have made efforts to
automate the identification of hate speech and
other toxic or abusive language, and have released
datasets and resources for training machine classi-
fication systems (see e.g. Poletto et al., 2021; Vid-
gen and Derczynski, 2021). While some of these
have focused on sexist and misogynistic abuse (e.g.
Jiang et al., 2022; Zeinert et al., 2021), overall, sys-
tems still perform worse at detecting such instances,
with high failure rates (Nozza et al., 2019).

In this review, we examine efforts at produc-
ing resources for automated content moderation
through the lens of Gender-Based Violence (GBV).

∗Now at Google DeepMind.

We particularly focus on the extent to which stake-
holders, namely GBV experts and people with lived
experience of GBV have been included in the de-
sign and production of these resources.

The GBV framework While there is a growing
body of natural language processing (NLP) work
purporting to address sexism and misogyny, these
terms are often used imprecisely in the literature
and dataset taxonomies. We advocate for the use of
the term ‘gender-based violence’, which was first
used by the United Nations to promote a compre-
hensive, umbrella theorisation of endemic violence
and abuse (United Nations, 2021) arising from a
gender stereotypic society of unequal gender orders
and gender stratification (UN General Assembly,
1993). GBV is often non-linear1 and overlapping,
entailing hybrid behaviours of physical, digital, ver-
bal, psychological, and sexual violence; implicit
and explicit forms; and spanning multiple spaces,
actors, and events–inclusive of numerous types of
abuse and specialist focuses, such as coercive con-
trol, domestic violence, intimate partner violence,
sexual harassment and stalking.

The concept has been broadened by the Euro-
pean Union to include online abuse (Dominique,
2021; Lomba et al., 2021) as GBV has come to
be understood as affecting both online and of-
fline life, manifesting in victims/survivors’ com-
munities, domestic, and occupational lives. Con-
ceptualising GBV in a modern context shows
how the framework has adapted to a digitised
and globalised world, expanding and diversify-
ing to contemporary types. Online forms of
GBV, with a particular focus on ‘cybersexism’ and
‘cybermisogny’ include taking photographs and

1‘Non-linearity’ refers to how the realities of GBV
do not follow isolated incident trajectories of ‘not vic-
tim’/victim/recovery. Victimisation is episodic, always mixing
different forms, and happens multiple times across lifespans
(it cross-cuts ‘time and space’) (Lindgren and Renck, 2008;
Mouffe, 2013).
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videos without consent, so-called ‘revenge pornog-
raphy’ (or ‘image-based abuse’), deepfakes, rape-
supportive jokes and memes, cyberflashing, cy-
berstalking (including ‘creeping’), cyberbullying,
trolling, anti-feminist forums and bots targeting
feminist content, social media-based harassment,
grooming, threatening private messages, the dis-
semination of private information, catfishing and
doxing (Get Safe Online, 2023; Glitch, 2022). As
phenomena that are morphing, multi-pronged, and
crossing the boundaries of multiple social worlds,
modern GBV is more complex than ever and more
challenging to regulate. Online GBV is of spe-
cific interest because it has distinct characteristics,
namely that it is rising sharply and is mostly perpe-
trated by strangers (Amnesty International, 2017).

The GBV concept recognises that people of all
genders are victimised by, perpetrate, uphold, and
enable (gender) stereotypes and the systematic vio-
lence and abuse arising from them, occurring at the
point(s) of situational power differentials and axes
of difference. Spectrum-based and pluralistic, GBV
is perpetrated by numerous people across bound-
aries of time and cultural sites, experienced in every
level of social life, combining macro factors, such
as patriarchal belief systems, meso factors such
as institutional dismissal, and micro factors such
as interpersonal relations (Public Health Scotland,
2021). The GBV framework has been recognised
and strategically adopted by organisations such as
the World Bank (2019), the World Health Organi-
zation (2020), and the Scottish Government (2016),
among others. Its increasing take-up in policy-
making at both supranational and national levels
relates to the framework’s exhaustive and inclusive
approach, considering age, class, disability, geog-
raphy, history, race, and socioeconomics.

Terminology As the framework is widely encom-
passing, GBV accounts for terms that are often
used loosely and interchangeably in NLP litera-
ture, annotation schema and guidelines, which we
clarify here. According to Manne (2017), Sexism
‘consists in ideology that has the overall function
of rationalising and justifying patriarchal social
relations’. Sexism provides the underlying assump-
tions, beliefs, and stereotypes, as well as theories
and narratives concerning gender differences that
cause people to ‘support and participate in patriar-
chal social arrangements’—and engage in misog-
ynistic behaviour. Misogyny, on the other hand,
consists of actions that serve to police and enforce

those sexist norms and assumptions. As Manne
(2017) puts it, misogyny is the “‘law enforcement”
branch of a patriarchal order’.

Our contributions In this paper, we reassess re-
sources for automated abusive language identifica-
tion through the GBV framework, paying particular
attention to the conceptual strand dedicated to vi-
olence against women and girls (VAWG) in the
form of (online) sexism and misogyny. We con-
duct a systematic review considering factors that
are pertinent to stakeholders (i.e. people with lived
experience of GBV and organisations that support
them), such as stakeholder representation and data
selection. We highlight gaps in currently available
resources, and make recommendations for future
dataset creation. Specifically, we address the fol-
lowing Research questions:

R1. How is GBV characterised?

R2. Who is represented in annotation of the data?

R3. From which platforms have the data been
sourced?

R4. How has the data been sampled?

R5. Which languages are represented?

R6. During which time periods were the data cre-
ated?

For motivation of these questions and analysis of
the findings, see section 4. We create a new reposi-
tory of resources for computational identification
of GBV structured around the issues highlighted
here. This is available at https://github.
com/HWU-NLP/GBV-Resources.

2 Related work

In addition to the sociological and policy literature
outlined in section 1, our methodology and research
aims are informed by work from NLP and human-
computer interaction in a number of areas.

GBV online A number of studies address com-
putational analysis of aspects of GBV, such as the
tone of news reports on incidents of rape and femi-
cide (De La Paz et al., 2017; Minnema et al., 2022)
and user engagement with GBV stories on social
media (ElSherief et al., 2017; Purohit et al., 2016).
However, we are not aware of prior work applying
the framework to abusive language detection.
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Abusive, hateful, and toxic language detection
There are several reviews summarising work on
detection of related but broader phenomena such as
hate speech (e.g. Vidgen et al., 2019). In a survey of
ethical issues surrounding automated content mod-
eration, Kiritchenko et al. (2021) highlight the im-
portance of engaging with stakeholders, consider-
ing annotator welfare and labelling disagreement—
factors we also analyse in this online GBV review.

For hate speech detection resources, Poletto et al.
(2021) present a systematic review of hate speech
benchmark datasets, finding that the field lacks a
common framework, that annotation schema and
taxonomies are not systematically described, and
that targeted sampling methodologies result in ne-
glect of prevalent forms of abuse—issues we fur-
ther examine and make recommendations on.

We draw heavily on Vidgen and Derczynski
(2021), who systematically reviewed abusive lan-
guage datasets and provide the hatespeechdata.com
repository. While this comprehensive resource pro-
vides one of our search sources and many of the re-
sources we review, we examine a number of factors
it does not touch upon, such as the correspondence
of annotation schemes to the GBV framework, and
the levels of stakeholder participation.

Sexism and misogyny detection In recent years,
there has been growing interest in developing
datasets for the identification of phenomena related
to sexism and misogyny as a separate task from
more general abusive, hateful, offensive, or toxic
language detection. This has included a number of
shared tasks, such as EXIST (Rodríguez-Sánchez
et al., 2021, 2022; Plaza et al., 2023), AMI (Fersini
et al., 2018, 2022), SemEval-2019 Task 5 (Basile
et al., 2019), and EDOS (Kirk et al., 2023).

For an earlier overview, Shushkevich and Cardiff
(2019) surveyed the detection of misogynistic text,
primarily on Twitter. They focus on approaches
to technical aspects of automatic classification and
performance measured on benchmark datasets. We
are not aware of prior work that situates compu-
tational resources within a cohesive framework
rooted in social science and policy, as we provide.

Stakeholder participation In this review, we fo-
cus on the extent to which stakeholders such as
experts in and victims of GBV are included and
consulted in the production of resources for its iden-
tification. Participatory design has a long history
of being incorporated into projects in the field of

human-computer interaction (e.g Muller and Kuhn,
1993). However, despite a handful of successful
projects (e.g Birhane et al., 2022), the inclusion of
stakeholders in NLP and AI design tends to remain
superficial at best (Delgado et al., 2021).

3 Review methodology

In order to form a comprehensive picture of the
available resources and to conduct a replicable
and transparent review, we follow the systematic
methodology of Moher et al. (2009). The search
protocol is shown in Figure 1, and outlined below.

Figure 1: Flow diagram showing the phases of the se-
lection of research items analysed in this review.

Databases Following a scoping study to establish
coverage of GBV-related publications and datasets,
we searched two databases: the DBLP Computer
Science Bibliography2 and hatespeechdata.com.3

We found that these were sufficient to cover all
papers published at typical NLP venues such as the
ACL Anthology.4

Keyword selection We used the primary search
keywords misogyn*, sexis*, and “gender based vi-
olence”. For DBLP, to capture publications that
concern hate speech and abusive language more
generally, but that include categories relevant to
GBV, we also search using the secondary key-
words hate speech | detection | rhetoric, abuse,

2https://dblp.org/
3https://hatespeechdata.com/
4https://aclanthology.org/
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and abusive | offensive | toxic language | speech,
which we developed from the results of our scop-
ing study. Search using secondary terms is unnec-
essary in hatespeechdata.com, where all included
entries concern hate speech and abusive language.
To filter out irrelevant publications, we then search
within the whole text results for our primary key-
words. We also perform a manual search of hate-
speechdata.com, adding items that describe general
hate speech and abusive or toxic language datasets
which include sexism, misogyny, or gender-based
abuse as categories in their taxonomies. We con-
ducted all searches on April 21st 2023.

Eligibility criteria Table 1 shows the inclusion
and exclusion criteria we applied. Two authors of
this paper read the identified items applying the
criteria, and cross checking agreement.

Include Exclude
Describes a dataset designed
and manually annotated for
text classification of toxic
language, hate speech, or re-
lated phenomena.

Describes a previously re-
leased dataset with no mod-
ifications (e.g. shared task
system paper).

Data is from online sources
such as social media and
website comments.

Data is from other sources
such as scripted TV shows.

GBV specified as target phe-
nomena (e.g. ‘misogyny’,
‘sexism’).

Describes general toxic lan-
guage dataset without fine-
grained GBV concepts.

Table 1: Inclusion/exclusion criteria.

For items found in hatespeechdata.com, we di-
rectly apply the inclusion/exclusion criteria. For
items retrieved from the DBLP, we first automati-
cally select two groups of items for the first round
of eligibility assessment: i) dataset description pa-
pers with keywords ‘dataset’ / ‘corpus’ in the title;
ii) GBV-related papers with primary keywords men-
tioned in the whole text content. We then apply the
criteria to manually check the remaining items.

Summary of included resources Following the
systematic search process, we eventually include
63 relevant items for analysis in the review. These
are shown in Table 2 along with summary statistics
describing the resources. Of these, all but eight
of the described datasets are currently available to
download, while those described by Fersini et al.
(2022) and Zeinert et al. (2021) require sign-up or
email request to obtain access. Due to licensing
and privacy issues, the majority of the resources
sourced from Twitter include only the ID numbers
of posts, which is likely to result in difficulties in

retrieving their contents given elapsed time and
changes in the accessibility of the platform’s API.

Figure 2: Publications per year up to April 2023.

Figure 2 shows the number of GBV detection re-
sources over time, with relevant work first appear-
ing in 2016 and increasing in number until 2022.5

4 Research questions and analysis

With this review, we synthesise information on the
following aspects of the available resources:6

Characterisation of GBV Given the framework
outlined in section 1, we investigate how GBV is
characterised in the resources: what terminology is
used to describe GBV (e.g. ‘sexism’, ‘misogyny’),
how these concepts are theorised, and how GBV
fits into the datasets’ taxonomies. Overall, we find
that use of terminology is confused, and limited
engagement with sociological theory.

We find that a large number of resources (28,
41.8%) name ‘sexism’ as their target phenomena
of interest. The majority of these describe this
only superficially as, for example ‘hate against
women’ (Guellil et al., 2021b) or ‘hate speech in-
cluding sexism’ (Yadav et al., 2023). However, sev-
eral ‘sexism’ resources are grounded—to greater
or lesser extents—in sociological theory. Sharifi-
rad and Jacovi (2019) cite Mills (2008)’ definitions
of sexism, concluding that ‘sexism seems to be a
relatively complex concept which is [not] easy to
define’, while Jha and Mamidi (2017) contrasts
‘benevolent’ and ‘hostile’ forms of sexism as de-
scribed by Glick and Fiske (1997). The most com-
prehensive grounding of sexism in theory is pro-
vided by Samory et al. (2021), who compile a ‘sex-
ism codebook’ based on nearly 30 psychological

5For further statistics and visualisations, see Appendix A.
6Detailed notes on the resources with respect to these

dimensions are provided in the repository at https://
github.com/HWU-NLP/GBV-Resources.git.
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Conceptualisation Avail-
Publication/source reference of target phenomena Media platform Level of analysis Language Size ability

Al-Hassan and Al-Dossari (2022) Sexism as category Twitter Post Arabic 11,000 ✗
Almanea and Poesio (2022) Misogyny, Sexism Twitter Post Arabic 964 ✓
Alsafari et al. (2020) Gender-based hate as category Twitter Post Arabic 5361 ✓
Anzovino et al. (2018) Misogyny Twitter Post English 4,454 ✓
Assenmacher et al. (2021) Sexism Rheinische Post Post German 85,000 ✓
Basile et al. (2019) Women as target Twitter Post English, Spanish 19,600 ✓
Bhattacharya et al. (2020) Misogyny Facebook, Twitter, Post Bangla, English, 25,000+ ✓

YouTube Hindi
Borkan et al. (2019) Gender identity (female, male, Online comment Comment English 450,000 ✓

transgender, non-binary) forums
Bosco et al. (2018) Gender issues as category Facebook, Twitter Post Italian 8,000 ✓
Cercas Curry et al. (2021) Sexism, Dialogue systems, Conversation English 4,185 ✓

Sexual harassment Facebook
Chiril et al. (2021) Sexism Twitter Post French 9,282 ✓
Chiril et al. (2019) Sexism Twitter Post French 3,085 ✗
Chiril et al. (2020) Sexism Twitter Post French 12,000 ✓
Chung and Lin (2021) Sex (gender, sexual orientation, PTT (Taiwanese Post, comment Chinese 1000 posts, ✓

or gender identity) as category bulletin board) 121,344 com.
Das et al. (2022) Gender as target Twitter Post Bengali 10,178 ✓
El Ansari et al. (2020) Discrimination and Violence Twitter Post Arabic 1,690 ✗

Against Women
Fanton et al. (2021) Women as target Semi-synthetic

text
Post English 5,003 ✓

Fersini et al. (2018) Misogyny Twitter Post English, Spanish 8,115 ✓
Fersini et al. (2020) Misogyny Twitter Post Italian 7,961 ✓
Fersini et al. (2022) Misogyny 9GaG, Imgur, Meme English 15,000 ✓

Knowyourmeme,
Reddit, Twitter

García-Díaz et al. (2021) Misogyny, Twitter Post Speanish 7,682 ✓
Violence against Women

Gomez et al. (2020) Sexism Twitter Post English 149,823 ✓
Gong et al. (2021) Gender as target YouTube Comment, sentence English 11,540 ✗
Grosz and Conde-Cespedes (2020) Sexism Twitter, related Post, quote English 1,100+ ✓

quotes collection
Guellil et al. (2021a) Sexism YouTube Comment, reply Arabic 3,798 ✗
Guest et al. (2021) Misogyny Reddit Post (header and body) English 6,567 ✓
Hewitt et al. (2016) Misogyny Twitter Post English 5,500 ✗
Hoefels et al. (2022) Sexism Twitter Romanian 39,245 ✓
Ibrohim and Budi (2019) Gender as category Twitter Post Indonesian 13,169 ✓
Jha and Mamidi (2017) Sexism (benevolent vs hostile) Twitter Post English 712 ✓
Jiang et al. (2022) Sexism Sina Weibo Post, comment Chinese 8,969 ✓
Jeong et al. (2022) Gender & sexual orientation NAVER news, Post Korean 40,429 ✓

as target YouTube
Kennedy et al. (2020) Gender identity as target, Twitter, Reddit, Comment English 39,565 ✓

Sexist speech YouTube
Kennedy et al. (2022) Gender identity as target Gab Post English 27,665 ✓
Kirk et al. (2023) Sexism Gab; Reddit Post, comment English 20,000 ✓
Kumar et al. (2018) Gendered Aggression Facebook, Twitter Post, comment Hindi-English 39,000 ✓
Kwarteng et al. (2022) Misogyny (misogynoir) Twitter Post English 4,532 ✓
Lee et al. (2022) Gender as category Korean news site Comment Korean 109,692 ✓
Leite et al. (2020) Misogyny Twitter Post (Brazilian) Portuguese 21,000 ✓
Lynn et al. (2019) Misogyny Urban Dictionary Post English 2,285 ✓
Mathew et al. (2021) Women as target Twitter, Gab Words, phrases, posts English 20,148 ✓
Mulki and Ghanem (2021) Misogyny Twitter Post Arabic (Levantine) 6,550 ✓
Mollas et al. (2022) Gender as category Reddit, Youtube Post, comment English 1,072 ✓
Moon et al. (2020) Gender bias as category NAVER entertain- Comment Korean 9,381 ✓

ment news
Ousidhoum et al. (2019) Gender as target Twitter Post Arabic, English, 13,000 ✓

French
Petrak and Krenn (2022) Misogyny Austrian news Comment German 6,600 ✗
Plaza et al. (2023) Sexism Twitter, Gab, Post English, spanish 9,400 ✓
de Pelle and Moreira (2017) Sexism Globo (news) Post (Brazilian) Portuguese 1,250 ✓
Rizwan et al. (2020) Sexism Twitter Post Roman Urdu 10,041 ✓
Rodríguez-Sánchez et al. (2020) Sexism Twitter Post Spanish 3,600 ✓
Rodríguez-Sánchez et al. (2021) Sexism Gab, Twitter Post English, Spanish 11,345 ✓
Rodríguez-Sánchez et al. (2022) Sexism Gab, Twitter Post English, Spanish 12,403 ✓
Romim et al. (2022) Gender as category Facebook, TikTok, Post, comment Bangla 50,281 ✓

YouTube
Samory et al. (2021) Sexism Twitter Post English 91 ✓
Sharifirad and Jacovi (2019) Sexism Twitter Post English 3,240 ✓
Sharifirad and Matwin (2019) Sexism Twitter Post English ✓
Strathern and Pfeffer (2022) Misogyny Twitter Post English 266,579 ✓
Talat (2016) Sexism Twitter Post English 4,033 ✓
Talat and Hovy (2016) Sexism Twitter Post English 16,000 ✓
Toosi (2019) Sexism Twitter Post English 31,961 ✓
Vidgen et al. (2021) Gender: women & Gender: Synthetic text Post English 41,255 ✓

minorities as targets
Yadav et al. (2023) Sexism as a category Twitter Post Arabic, English, 497,660 ✗

French, German,
Hindi, Spanish

Zeinert et al. (2021) Misogyny Twitter, Facebook, Post Danish 279,000 ✓
Reddit

Table 2: Summary of included resources for automated identification of GBV-related phenomena.
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scales including Attitudes toward Women (Spence
and Helmreich, 1972), Neosexism (Tougas et al.,
1995), and Gender-Roles Attitudes (García-Cueto
et al., 2015). They also bemoan the ‘lack of defini-
tional clarity’ in prior work on automated sexism
detection.

19 (28.4%) of the resources are constructed with
gender-based abuse as one of several categories
or targets of more general hate speech. These
are variously described as ‘gender bias’ (Moon
et al., 2020), ‘gender issues’ (Bosco et al., 2018),
or to include female, male, transgender, and non-
binary genders (Borkan et al., 2019). The latter
is similar in approach to the eight resources in
which gender is conceived as one of various tar-
gets. Inclusion in gender as a target ranges from
‘women’ (Basile et al., 2019; Fanton et al., 2021;
Mathew et al., 2021); to separation of ‘gender:
women’ from ‘gender: minorities’ (Vidgen et al.,
2021); to ‘women, men, non-binary or third gender,
transgender women, transgender men, transgen-
der (unspecified)’ (Kennedy et al., 2020), the latter
identifying these groups as those protected in U.S.
law.

16 (23.9%) of the resources characterise the tar-
get phenomenon as ‘misogyny’. Almanea and Poe-
sio (2022) ground this only in prior computer sci-
ence literature, describing misogynistic language
as ‘a category which overlap[s] with sexism to-
wards women’. Petrak and Krenn (2022) explicitly
conflate sexism and misogyny, but provide the dis-
claimer that their guidelines ‘are not meant as an
accurate abstract definition’, but rather to assist an-
notators in making judgements. García-Díaz et al.
(2021) delineate online misogyny into several cate-
gories including ‘violence against relevant women’,
where ‘relevant’ signifies known targets of abuse.
Anzovino et al. (2018) and Mulki and Ghanem
(2021) consider language used in ‘cybermisogyny’,
as outlined by Poland (2016). The latter also char-
acterises misogyny as ‘hatred of or contempt for
women’, citing feminist sociology and media stud-
ies (Moloney and Love, 2018) and the U.S. Con-
stitution (Nockleby, 2000). Strathern and Pfeffer
(2022) provide the most comprehensive overview
of misogyny, comparing, among other sources, def-
initions from feminist philosophy (Allen, 2022),
digital media studies (Ostini and Hopkins, 2015),
and gender studies (Megarry, 2014), and devise
a taxonomy based on these as well as computer
science resources.

Despite its widespread adoption in policymak-
ing (see section 1), we do not find any existing
resources rooted in the GBV framework.

Annotators Most datasets for supervised ma-
chine learning are annotated by small numbers of
anonymous crowdworkers (Vidgen and Derczyn-
ski, 2021), biasing the labelled data towards the
opinions, world views, and lived experiences of
those people who happen to work on the crowd-
sourcing platforms. Rottger et al. (2022) describe a
scale of annotation scenarios ranging from highly
prescriptive to descriptive, where the former at-
tempts to induce annotators to follow a defined
schema, while the latter seeks to elicit their indi-
vidual and potentially conflicting points of view.
There is a growing movement to recognise, that
for many tasks, there may be no single ‘ground
truth’, different judgements may be equally valid,
or preservation of minority perspectives should be
facilitated (Abercrombie et al., 2022; Aroyo and
Welty, 2015; Plank, 2022). In the following, We
report on who and how many annotators are repre-
sented, their expert or stakeholder knowledge, the
level of training and/or supervision, and the guide-
lines and instructions with which they work. We
examine these resources through the lenses of data
perspectivism (Cabitza et al., 2023),7 participatory
design (Delgado et al., 2021; Muller et al., 2021)
and design justice (Costanza-Chock, 2020), report-
ing on the extent to which different points of view
are represented and the levels at which stakeholders
are included as participants in decision making.

Due to the psychological harm working with abu-
sive language can cause and its potential to trauma-
tise victims (Kirk et al., 2022; Shmueli et al., 2021),
we also assess the annotator welfare measures re-
portedly taken in constructing these resources.

Overall, we find that engagement with stakehold-
ers is limited, minority annotator perspectives are
usually not preserved, and comprehensive annota-
tor welfare measures are unusual.

Representation: Reporting of who undertook
dataset annotation is patchy, with only nine re-
sources accompanied by a full data statement or
annotator information to a similar degree of de-
tail (Assenmacher et al., 2021; Cercas Curry et al.,
2021; Das et al., 2022; Guest et al., 2021; Ibrohim
and Budi, 2019; Leite et al., 2020; Kirk et al., 2023;

7See also the Perspectivist Data Manifesto: https://
pdai.info/
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Zeinert et al., 2021). From the information that
is provided, we find that 16 (25%) of the datasets
were annotated by crowdworkers, and 19 (30%) by
people at various levels of academia ranging from
the authors and other researchers to undergraduate
students. The term ‘expert’ is used loosely, and
refers variously to Gender Studies students (Cer-
cas Curry et al., 2021; Chiril et al., 2020, 2021),
people the authors provided some form of train-
ing to (Guest et al., 2021), ‘experienced modera-
tors’ (Petrak and Krenn, 2022), or is not explic-
itly defined at all (Rodríguez-Sánchez et al., 2022;
Vidgen et al., 2021). Where we understand the
‘experts’ in question to potentially be stakeholders,
they are described as ‘non-activist feminists’ (Jha
and Mamidi, 2017), ‘feminist and anti-racism ac-
tivists’ Talat (2016), or Gender Studies students.
Only Vidgen et al. (2021) report on whether their
annotators have themselves been victims of online
abuse, and we do not find evidence of the authors
engaging with GBV-focused organisations to en-
sure victims are represented.
Data perspectivism: We find only six datasets
(10%) released with multiple labels preserved (Cer-
cas Curry et al., 2021; Hoefels et al., 2022;
Kennedy et al., 2020; Kirk et al., 2023; Leite et al.,
2020; Talat, 2016), with the others providing only
aggregated labels, hence losing any potentially in-
formative minority judgements.
Annotator welfare: Very few publications re-
port any measures taken to ensure annotator wel-
fare. Those that do follow welfare guidelines by
Kennedy et al. (2020) (Strathern and Pfeffer, 2022);
Vidgen et al. (2019) (Vidgen et al., 2021); the
ACL Code of Ethics (Lee et al., 2022); Kirk et al.
(2022) (Kirk et al., 2023); and Rivers and Lewis
(2014) (Das et al., 2022). Despite the fact that any
research with human subjects (including annota-
tors) requires approval by an Institutional Review
Board (IRB) (particularly when dealing with po-
tentially upsetting material) (Shmueli et al., 2021),
only two papers reports their studies having passed
ethical review (Cercas Curry et al., 2021; Jeong
et al., 2022).

Platforms While GBV is prevalent in all online
spaces, most NLP research tends to collect data
from freely accessible social media sources such as
Twitter and Facebook. We ask: for which platforms
are datasets available, and what is the modality of
the data (i.e. text or multi-modal)? We find that the
resources are very heavily skewed towards textual

data from Twitter.

The majority of GBV resources are sourced from
social media such as Twitter, Reddit, and Gab (a
platform known for its right-wing user base). Twit-
ter is by far the most accessible platform that pro-
vides an API and more lenient policies for gath-
ering and disseminating data, with almost half
of the available datasets (51.8%) being obtained
exclusively or in combination with other sources
from it. Reddit (7.1%) and Gab (7.1%) are also
widely sourced with relatively lax moderation poli-
cies for user-generated content. Other popular plat-
forms for procuring GBV datasets include Youtube
(8.2%), Facebook (5.9%), and news website (7.1%)
And around 34.9% of resources collect data from
mixed sources.

Almost all the resources directly collect user-
generated content online, except for Vidgen et al.
(2021)’s set of human-generated synthetic data that
mimics real-world social media posts, and another
employing a semi-synthetic collection approach by
iteratively refining a generative language model
to create new samples that experts review and/or
post-edit (Fanton et al., 2021). The only multi-
modal datasets are those of Fersini et al. (2022),
who released a set of misogynistic memes, and
Gomez et al. (2020), who collected and labelled
tweets that include text and images for attacks on
different communities including the label ‘sexist’.

Overall, we find no evidence that researchers’
choices of which media platforms to target are
driven by stakeholders’ requirements.

Data sampling A strong motivation for engaging
stakeholders in annotation is that, following stand-
point theory (Harding, 1991), in many cases, those
with relevant lived experience are the only peo-
ple capable of recognising subtle, implicit abuse
such as stereotypes and micro-aggressions. How-
ever, it is recognised that commonly used data sam-
pling techniques do not account for this type of
language, meaning that it is sparsely represented in
datasets (Vidgen and Derczynski, 2021).

Indeed, we find that, where reported, nearly all
the resources (20) have been sampled using key-
word search. Those that have not, were generally
gathered from specific sources known to consist
predominantly of text espousing hateful ideologies
such as Gab (Kennedy et al., 2022; Mathew et al.,
2021; Plaza et al., 2023; Rodríguez-Sánchez et al.,
2022) or particular forums on Reddit (Fersini et al.,
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2022; Guest et al., 2021; Kennedy et al., 2020;
Kirk et al., 2023; Mollas et al., 2022). Alternative
strategies are to collect items on topics that attract
toxic comments (Bhattacharya et al., 2020), items
already flagged by community moderators (Assen-
macher et al., 2021), or those addressed to people
known to be victims of online abuse (Basile et al.,
2019; Fersini et al., 2022; García-Díaz et al., 2021;
Mulki and Ghanem, 2021; Strathern and Pfeffer,
2022; Yadav et al., 2023). Only Lee et al. (2022)
rely on random selection to produce a more real-
istic but sparse data representation, while Zeinert
et al. (2021) explore a range of sampling techniques
in an effort to obtain a balanced representation of
positively labelled (i.e. misogynistic) examples.

Languages As NLP research is heavily skewed
towards English (Bender, 2009; Hovy and Prab-
humoye, 2021), negatively affecting its ability to
benefit diverse communities, we report on the lan-
guages represented in the available resources.

The resources cover a total of 16 languages, the vast
majority of which are Indo-European (49 datasets,
77.8%). Specifically, most available resources are
exclusively in English (26, 41.3%), followed by
Spanish (8, 12.7%), Arabic (8, 12.7%), and French
(5, 7.9%). There are also nine multilingual datasets
covering a variety of languages including Arabic,
French, German, Hindi, Italian, and Spanish, all
of which include English as one of the languages.
Overall, coverage of non-English languages is poor,
with only one dataset even for a language as widely
spoken as Chinese (Jiang et al., 2022).

Temporality While language use evolves, new
societal events occur, and abusers use creative
ways to circumvent content moderation (Talat et al.,
2017), NLP datasets are usually collected over a
specific time frame, limiting the ability of systems
to make correct predictions on new instances (Kiela
et al., 2021). We report on the time frames and
scales over which the datasets were collected and
whether they are static or dynamic.

25 (39.7%) of the datasets do not report collection
dates. Time spans of those that do are presented
in Figure 38. The majority were collected in the
past five years. The variation in the time frames
covered by GBV datasets could be due to a variety
of factors, such as the release of new platforms

8For space, we exclude Lynn et al. (2019) (collected 1999-
2006) and show Samory et al. (2021) (2008-2019) from 2015.

Figure 3: Data time spans. Those labeled a/b are data
subsets from the same resource but different platforms
and periods.

or tools for data collection, the emergence of new
GBV-related topics, and changes in the policy or
accessibility of social media platforms. The fact
that Twitter is the most commonly used platform
for data collection, as previously mentioned in the
analysis of platforms, could be one factor in the
time spans distribution. Twitter’s popularity, user
activity, and high volume of user-generated content
may make it easier for researchers to collect data
over shorter time frames. And the distribution of
time frames is also likely influenced by factors
such as the scope of GBV data and the size of the
datasets.

All but one of the resources are collected on a
static time scale, with only one gathered dynami-
cally in a human-in-the-loop setting (Vidgen et al.,
2021). Current classification systems are com-
monly trained on these static datasets over fixed
time frames, which has negative implications for
their effectiveness, generalisability, and robustness
in identifying instances of GBV in real-time.

5 Discussion and recommendations

This review has uncovered several limitations in
the available resources and the approaches of NLP
researchers towards constructing them. We sum-
marise these and make future recommendations.
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Conceptualisation With a couple of exceptions
(e.g. Samory et al., 2021; Strathern and Pfeffer,
2022), the phenomena targeted in the reviewed re-
sources are not clearly defined or strongly rooted
in theory or expertise from outside computer sci-
ence. Similar observations have been made for
operationalisation of related concepts, such as bias
and stereotypes (Blodgett et al., 2021), and value
alignment (Irving and Askell, 2019).
Recommendation: Resource creators should collab-
orate with social scientists to ground them in expert
knowledge of the target phenomena. We advocate
for the use of GBV as a framework, which encom-
passes several facets currently operationalised in
different ways by computer science researchers. It
recognises how all forms of online abuse affect
people of every gender both online and off, and has
been widely adopted by policymakers.

Stakeholder participation Parker and Ruths
(2023) propose that computer scientists should:

stop thinking about online hate speech as some-
thing requiring methods, and start thinking
about it as something that demands solutions.
This change — treating hate speech less like a
task and more like the real-world problem it is
— would orient CS research towards the con-
cerns of other stakeholders, and thus begin the
collaborative pursuit toward a safe Internet.

However, we find little evidence of such a paradigm
shift having occurred when it comes to designing
these resources, with stakeholder participation lim-
ited to the recruitment of loosely defined ‘expert’
annotators—where it occurs at all.
Recommendations: Resource development projects
should, as far as possible, strive to include stake-
holders from the outset by including representa-
tives in research teams. Stakeholder participation
should be integrated throughout development, and
is especially important in the design of taxonomies,
guidelines, and at annotation, when judgements
about what constitutes GBV are made. Due to the
risks involved, annotator welfare should be priori-
tised by following guidelines such as those of Kirk
et al. (2022), and IRB approval sought before any
data collection. In documenting resources, authors
should provide full data statements or similar (e.g.
Bender and Friedman, 2018; Díaz et al., 2022), and,
to preserve minority voices, dataset releases should
includenon-aggregated labels (Prabhakaran et al.,
2021).

Data collection Media data for these resources is
not sourced from diverse sources, with the majority
from Twitter, the choice of which does not appear
to be driven by stakeholders. Furthermore, as the
datasets are static in nature, their relevance as ref-
erence sources for automated classification decays
over time; and, due to data sampling methods, pos-
itively labelled (i.e. abusive) examples are skewed
towards the more explicit forms of online GBV.
Recommendation: There is a great need for the de-
velopment of new methods to surface the diversity
of GBV found online. One solution is to create plat-
forms to which victims of abuse and bystanders can
submit examples. This could facilitate creation of
improved resources on many of the limiting dimen-
sions we outline in this review: dynamic datasets
to which new examples are regularly added; stake-
holder participation in data and platform selection
and labelling; and inclusion of implicit and subtle
examples of GBV, as well as multimedia data.

Limitations and ethical considerations

We use a systematic review methodology in or-
der to provide a reproducible and objective snap-
shot of the current research situation. How-
ever, we acknowledge that the choices made
(such as search repositories and eligibility crite-
ria) may not have captured every existing relevant
resource. We aim to regularly update the repository
of GBV resources at https://github.com/
HWU-NLP/GBV-Resources and open it to sub-
missions via push requests in order to provide a
dynamic and comprehensive record.

Following D’Ignazio and Klein (2020), we ac-
knowledge that this research is influenced by the
positionalities of its authors. To situate our per-
spective, we are four Computer Science and one
Social Science academic researchers working in
public institutions in Europe. Three of us identify
as women and two as men, and we are of European
and Asian nationalities. This work forms part of
a project conducted in partnership with charitable
organisations that work on combating GBV and
supporting its victims.

In this paper, we make a number of recommenda-
tions that complicate typical NLP resource creation
workflows, and could have the unintended conse-
quence of dissuading researchers from working on
these problems. However, we appreciate that inter-
disciplinary work is difficult to instigate, organise,
and carry out, and that it is not usually motivated by
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typical academic or industry reward structures. Our
intention is to point out practical ways in which re-
source development can be improved and to encour-
age researchers to move towards more participatory
solutions.
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A Figures of Analysis

We present visualisations of resource statistics in
Figures 4, 5, 6, 7, and 8.

Figure 4: The distribution of GBV dataset sizes.

Figure 5: The distribution of characterisation of GBV.

Figure 6: The distribution of platforms for GBV data
collection.

Figure 7: Number of GBV datasets across languages, in-
cluding numbers if the language in multilingual datasets.
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Figure 8: The distribution of time spans in GBV re-
sources, excluding resources that are not reported col-
lection time.
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Abstract

Most research on hate speech detection has fo-
cused on English where a sizeable amount of
labeled training data is available. However, to
expand hate speech detection into more lan-
guages, approaches that require minimal train-
ing data are needed. In this paper, we test
whether natural language inference (NLI) mod-
els which perform well in zero- and few-shot
settings can benefit hate speech detection per-
formance in scenarios where only a limited
amount of labeled data is available in the tar-
get language. Our evaluation on five languages
demonstrates large performance improvements
of NLI fine-tuning over direct fine-tuning in the
target language. However, the effectiveness of
previous work that proposed intermediate fine-
tuning on English data is hard to match. Only
in settings where the English training data does
not match the test domain, can our customised
NLI-formulation outperform intermediate fine-
tuning on English. Based on our extensive ex-
periments, we propose a set of recommenda-
tions for hate speech detection in languages
where minimal labeled training data is avail-
able. 1

1 Introduction

Hate speech is a global issue that transcends lin-
guistic boundaries, but the majority of available
datasets for hate speech detection are in English
(Poletto et al., 2021; Yin and Zubiaga, 2021). This
limits the capabilities of automatic content mod-
eration and leaves most language communities
around the world underserved. Creating labeled
datasets is not only slow and expensive but also
risks psychological impacts on the annotators (Kirk
et al., 2022a). Although the number of non-English
datasets is increasing, most languages still have lim-
ited or no datasets available (Poletto et al., 2021).

1We make our code publically available at https://
github.com/jagol/xnli4xhsd.

Pretrained Model

Evaluation

A)

Target Language Hate Speech

English Hate Speech

Natural Language Inference

Hypothesis Engineering

B) C) D)

 Fine-Tuning Phases

0, 20, 200, or 2000 examples

Figure 1: Approaches evaluated in this paper: A) Stan-
dard fine-tuning. B) Intermediate fine-tuning on English
hate speech as proposed by Röttger et al. (2022a). Via
C) and D), we explore natural language inference as
an additional intermediate fine-tuning step. The natural
language inference formulation further allows hypothe-
sis engineering (Goldzycher and Schneider, 2022).

Consequently, there is a pressing need to develop
methods that can efficiently expand hate speech de-
tection into languages with less labeled data. Repur-
posing natural language inference models for text
classification leads to well-performing zero-shot
and few-shot classifiers (Yin et al., 2019). Recently,
Goldzycher and Schneider (2022) showed that zero-
shot NLI-based setups can outperform standard
few-shot finetuning for English hate speech detec-
tion. This raises the question of whether natural lan-
guage inference can be used to expand hate speech
detection into more languages in a data-efficient
manner.

In this paper, we aim to systematically evaluate
the effectiveness of NLI fine-tuning for languages
beyond English where we do not have an abun-
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dance of labeled training data. We give an overview
of the experiment setup and compared approaches
in Figure 1. Unlike Goldzycher and Schneider
(2022), and inspired by Röttger et al. (2022a), we
do not restrict ourselves to a zero-shot setup but fur-
ther analyse the usefulness of an NLI-formulation
when we have access to a limited amount of labeled
examples in the target language as well as addi-
tional English data for intermediate fine-tuning. We
believe that this mirrors a more realistic setup and
allows us to offer clear recommendations for best
practices for hate speech detection in languages
with limited labeled data.

Our experiments with 0 up to 2000 labeled ex-
amples across five target languages (Arabic, Hindi,
Italian, Portuguese, and Spanish) demonstrate clear
benefits of an NLI-based formulation in zero-shot
and few-shot settings compared to standard few-
shot fine-tuning in the target language. While
Röttger et al.’s (2022a) approach of fine-tuning on
English data before standard few-shot learning on
the target language proves to be a strong baseline,
we reach similar performance when fine-tuning
NLI-based models on intermediate English data.
Building on the results by Goldzycher and Schnei-
der (2022), who showed that targeted hypothesis
engineering can help avoid common classification
errors with NLI-based models, we find that such
strategies offer an advantage in scenarios where we
have expert knowledge about the domain but no in-
domain English data for intermediate fine-tuning.

Overall, our contributions are the following:

1. We are able to reproduce the results of Röttger
et al. (2022a), demonstrating the validity of
their approach.

2. We evaluate NLI fine-tuning for expanding
hate speech detection into more languages and
find it to be beneficial if no English labeled
data is available for intermediate fine-tuning.

3. We evaluate NLI-based models paired with
hypothesis engineering and show that we can
outperform previous work in settings where
we have knowledge about the target domain
but no domain-specific labeled English data.

2 Related Work

Hate speech is commonly defined as attacking, abu-
sive or discriminatory language that targets pro-
tected groups or an individual for being a mem-
ber of a protected group. A protected group is

defined by characteristics such as gender, sexual
orientation, disability, race, religion, national ori-
gin or similar (Fortuna and Nunes, 2018; Poletto
et al., 2021; Vidgen et al., 2021; Yin and Zubiaga,
2021). The automatic detection of hate speech is
typically formulated as a binary text classification
task with short texts, usually social media posts and
comments, as input (Founta et al., 2018). Despite
most work being focused on English (Founta et al.,
2018), in the last years there has been a growing
trend to expand into more languages (Mandl et al.,
2019, 2020; Röttger et al., 2022b; Yadav et al.,
2023).

In what follows, we first review the relevant lit-
erature for multi- and cross-lingual hate speech
detection, and then move on to the previous work
in zero-shot and few-shot text classification with a
specific focus on NLI-based methods, and finally
focus on hypothesis engineering (Goldzycher and
Schneider, 2022).

2.1 Multi- and Cross-lingual Hate Speech
Detection

The scarcity of labeled datasets for hate speech
detection in non-English languages has led to
multiple approaches addressing this problem us-
ing meta-learning (Mozafari et al., 2022), active
learning (Kirk et al., 2022b), label-bootstrapping
(Bigoulaeva et al., 2023), pseudo-label fine-tuning
(Zia et al., 2022), and multi-task learning using
multilingual auxiliary tasks such as dependency
parsing, named entity recognition and sentiment
analysis (Montariol et al., 2022).

The most important research for our investiga-
tion is the study conducted by Röttger et al. (2022a).
In their work, the authors train and evaluate models
across five distinct languages: Arabic, Hindi, Ital-
ian, Portuguese, and Spanish. Their findings reveal
that by initially fine-tuning multilingual models on
English hate speech and subsequently fine-tuning
them with labeled data in the target language, they
achieve significant performance improvements in
low-resource settings compared to only fine-tuning
a monolingual model in the target language. In this
study, we adopt their evaluation setup, reproduce
their results and compare our results directly to
their approach. For this reason, we will elaborate
on and reference the specifics of their experimental
setup throughout Section 3.
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2.2 Zero-Shot and Few-Shot Classification
The development of language models which serve
as a foundation for fine-tuning rather than train-
ing from scratch, has facilitated the implementa-
tion of zero-shot and few-shot text classification
approaches, such as prompting (Liu et al., 2021)
and task descriptions (Raffel et al., 2020). These
techniques transform the target task into a format
similar to the pre-training task and are typically
employed in conjunction with large language mod-
els. Following this scheme, Chiu and Alexander
(2021) leverage GPT-3 to detect hate speech with
the prompts “Is this text racist?” and “Is this text
sexist?”.

In contrast to prompting, NLI-based prediction
refers to reformulating the target task into an NLI
task and thus into a (previous) fine-tuning task. In
this setup, a model receives a premise and a hy-
pothesis and is tasked with predicting whether the
premise entails the hypothesis, contradicts it, or is
neutral towards it. Yin et al. (2019) were the first to
demonstrate the effectiveness of such an approach.
They used an NLI model for zero-shot topic clas-
sification by inputting the text to be classified as
the premise and constructing a hypothesis for each
topic in the form of “This text is about <topic>”.
A prediction of entailment is to be interpreted as
the input text belonging to the topic in the given
hypothesis. Wang et al. (2021) demonstrated that
this task reformulation benefits few-shot learning
scenarios for various tasks, including offensive lan-
guage identification.

2.3 Hypothesis Engineering
Goldzycher and Schneider (2022) pair an input text
with multiple hypotheses in order to let an NLI
model predict different aspects of the input text.
They then use a rule-based approach to combine
these predicted aspects into a final prediction for
the hate speech label. More specifically, they dis-
tinguish between a main hypothesis and auxiliary
hypotheses. The main hypothesis claims that the
input text contains hate speech. The auxiliary hy-
potheses claim various relevant aspects such as
that the input text is about a protected group in
order to correct mispredictions of the main hypoth-
esis. To find effective hypothesis combinations
they conduct an error analysis on the English Hat-
eCheck (Röttger et al., 2021) dataset and propose
four strategies based on this error analysis:

Filtering by target: Avoid false positives by pre-

dicting if any protected group is targeted in
the input text.

Filtering reclaimed slurs: Avoid false positives
by predicting indicators that a slur is used
in a reclaimed fashion. Indicators used are:
the speaker talks about themself or positive
sentiment.

Filtering counterspeech: Avoid false positives by
recognizing when another speech act is refer-
enced, predicting if that speech act is hate
speech and predicting the stance towards the
referenced speech.

Catching dehumanizing comparisons: Avoid
false negatives by checking if a protected
group and negatively associcated animals
appear together in a sentence with a negative
sentiment.

In our experiments, we will evaluate the effec-
tiveness of the first three strategies for NLI-based
hate speech detection. However, we will exclude
the fourth strategy due to its lack of clear benefits
in Goldzycher and Schneider (2022). More imple-
mentation details are provided in Section 3.3 and
Appendix B.

3 Experiment Setup

Our experiment setup is largely based on the one
created by Röttger et al. (2022a) and can be seen
in Figure 2. In what follows, we first describe their
setup, which we replicated as a baseline for our
results. We then describe how we expanded their
setup for the NLI-based experiments.

3.1 Reproducing Röttger et al. (2022a)
Data The authors use three English hate speech
datasets (Founta et al., 2018; Kennedy et al., 2020;
Vidgen et al., 2021, abbreviated as FEN, KEN, and
DEN, respectively) which are all downsampled to
20,000 examples. FEN and KEN are sourced from
Twitter and DEN consists of human-created ad-
versarial examples. They further make use of five
Twitter datasets in the respective target languages:
Basile et al. (2019) for Spanish (BAS19_ES), For-
tuna et al. (2019) for Portuguese (FOR19_PT),
Modha et al. (2022) for Hindi (HAS21_HI), Ousid-
houm et al. (2019) for Arabic (OUS19_AR), and
Manuela et al. (2020) for Italian (SAN20_IT). The
Multilingual HateCheck (MHC) (Röttger et al.,
2022b) is used for additional, complementary eval-
uation. This suite of synthetic, evaluation-only
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Figure 2: Experiment Setup. The base model is either monolingual M or multilingual X. In a first optional training
phase, the model is fine-tuned either on the full XNLI dataset (XNLI) or on the subset of XNLI that is in the target
language (NLI). A second optional training phase follows, in which a model is fine-tuned on an English hate speech
dataset (En HS). Note that En HS is a stand-in for the specific English dataset the model is fine-tuned on, i.e. either
DEN, if it is fine-tuned on Vidgen et al. (2021) or FEN, if it is fine-tuned on Founta et al. (2018). Finally, each
model is fine-tuned on 0, 20, 200, or 2000 examples of a hate speech dataset in the target language (TL HS). If
the model was fine-tuned on NLI, we either evaluate in a standard fashion with one hypothesis (Standard), or
with hypothesis engineering strategies (Strategies). The dotted arrows show that for auxiliary hypotheses of the
strategies a model version that was only fine-tuned on NLI is used. Further explanations of the dataset and model
notation are provided in Section 3.

datasets, that covers a range of typical, but hard to
classify, cases for hate speech detection is available
in all five target languages. The datasets are further
described in Appendix C.

Preprocessing All datasets are cleaned with the
same preprocessing steps that have been used for
training of XLM-T Barbieri et al. (2022). These
consist of replacing all URLs with “https” and
all usernames (strings starting with an “@”) with
“@user”. Further, the authors downsampled the
non-hate speech class in FEN and KEN such that
the relative frequency of hate speech increased
from 5.0% to 22% and from 29.3% to 50% re-
spectively.

Models Röttger et al. (2022a) use Twitter-XLM-
RoBERTa-base (Barbieri et al., 2022), typically ab-
breviated to XLM-T, as a multi-lingual base model.
This model is derived from XLM-R (Conneau et al.,
2020) and has been further pre-trained on a mul-
tilingual Twitter corpus. Further they use the fol-
lowing mono-lingual base-models: AraBERT-v2
(Antoun et al., 2020) for Arabic, Hindi BERT for
Hindi, UmBERTo (Parisi et al., 2020) for Italian,
BERTimbau (Souza et al., 2020) for Portuguese,
and RoBERTuito (Pérez et al., 2022) for Spanish.

Training The training procedure consists of
two fine-tuning phases: In the optional first
phase, specifically proposed by Röttger et al.
(2022a), a model is fine-tuned on English
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BAS19_ES FOR19_PT HAS21_HI OUS19_AR SAN20_IT Avg. Diff.
N 20 200 2000 20 200 2000 20 200 2000 20 200 2000 20 200 2000

M 0.48 0.67 0.84 0.46 0.62 0.71 0.46 0.49 0.56 0.45 0.55 0.68 0.40 0.70 0.78 -0.03
X 0.40 0.61 0.82 0.45 0.52 0.71 0.46 0.46 0.59 0.45 0.55 0.69 0.40 0.66 0.76 -0.03
X + DEN 0.66 0.75 0.83 0.63 0.68 0.71 0.51 0.53 0.58 0.51 0.64 0.67 0.64 0.71 0.76 -0.01
X + FEN 0.54 0.70 0.82 0.63 0.69 0.72 0.54 0.55 0.59 0.59 0.66 0.68 0.64 0.71 0.75 -0.01
X + KEN 0.63 0.72 0.82 0.63 0.68 0.71 0.52 0.55 0.59 0.59 0.65 0.69 0.64 0.71 0.75 0.00

Avg. Diff. -0.03 -0.02 0.02 -0.01 -0.05 -0.01 -0.01 -0.02 -0.01 -0.01 -0.06 -0.02 0.00 -0.02 -0.01 -0.02

HateCheck_ES HateCheck_PT HateCheck_Hi HateCheck_Ar HateCheck_It Avg. Diff.
N 20 200 2000 20 200 2000 20 200 2000 20 200 2000 20 200 2000

M 0.44 0.48 0.59 0.35 0.50 0.62 0.23 0.23 0.23 0.26 0.23 0.24 0.28 0.39 0.54 0.01
X 0.40 0.31 0.60 0.31 0.32 0.64 0.34 0.23 0.24 0.30 0.23 0.24 0.36 0.42 0.59 0.00
X + DEN 0.82 0.82 0.80 0.79 0.81 0.78 0.57 0.38 0.36 0.61 0.48 0.35 0.82 0.81 0.79 0.01
X + FEN 0.57 0.60 0.64 0.56 0.59 0.62 0.34 0.30 0.34 0.35 0.34 0.29 0.54 0.55 0.58 -0.01
X + KEN 0.57 0.58 0.63 0.62 0.64 0.64 0.40 0.30 0.31 0.31 0.30 0.29 0.53 0.59 0.62 0.02

Avg. Diff. 0.02 0.00 -0.01 0.02 -0.04 0.02 0.02 -0.04 0.03 -0.02 0.00 0.02 0.02 -0.01 0.06 0.01

Table 1: Reproduction of results on held-out test sets and the Multilingual HateCheck. “Avg. Diff.” contains the
average difference to the original results by Röttger et al. (2022a) per row and column respectively.

hate speech (En HS). In the second phase,
the model is fine-tuned on N target lan-
guage hate speech examples (TL HS), where
N ∈ {10, 20, 30, 40, 50, 100, 200, 300, 400, 500,
1000, 2000}.2 The training setup and the corre-
sponding model notation are included in Figure 2
as X + En HS. Note that En HS is a stand-in for
the specific English dataset the model is fine-tuned
on, i.e. either FEN, KEN, or DEN. Additionally,
Röttger et al. (2022a) compare against the baselines
of fine-tuning a monolingual model directly on the
target language (M) and fine-tuning a multilingual
model directly on the target language (X). Training
specifics, including hyperparameters, are provided
in Appendix A.

3.2 NLI Fine-Tuning

In order to test the effectiveness of NLI fine-tuning,
we add to this setup an additional optional phase
which is placed before En HS. This optional first
phase has three variants:

M + NLI: A monolingual model in the target lan-
guage is fine-tuned on the subset of XNLI
(Conneau et al., 2018)3 that is also in the tar-
get language.

X + NLI: The multilingual model is fine-tuned on
the subset of XNLI that is in the target lan-
guage.

2As explained later in Section 4, we only train and evaluate
at N ∈ {0, 20, 200, 2000}.

3More information on the XNLI dataset is given in Ap-
pendix C.

X + XNLI: The multilingual model is fine-tuned
on the entire XNLI dataset, concatenated with
the MNLI dataset (Williams et al., 2018)4. To
encourage cross-lingual transfer learning, the
translations of premises and hyptheses are
shuffled such that for a given example the
premise might be in Spanish and the hypothe-
sis in Arabic.5

If a model has been trained on NLI examples, we
continue to train that model in an NLI formulation,
even when fine-tuning on hate speech data. The
model is then presented with the input text as the
premise and “This text is hate speech.” as the hy-
pothesis. The label “hate speech” then corresponds
to “entailment” and “not hate speech” to “contra-
diction”.

3.3 Hypothesis Engineering
We employ the combination of the three strategies
“Filtering by Target”, “Filtering Counterspeech”,
and “Filtering Reclaimed Slurs” since they led
to the best results in Goldzycher and Schneider
(2022). Further implementation details are pro-
vided in Appendix B. We evaluate the strategies in
combination with all models that have been fine-
tuned on XNLI or a subset of it. All models that
were fine-tuned on a hate speech dataset are spe-
cific to one hypothesis claiming that there is hate

4More information on MNLI is given in Appendix C.
5This method of shuffling translations such that the

premise and hypothesis are presented in different languages
to the model has been employed for popular models such as
joeddav/xlm-roberta-large-xnli.

191

https://huggingface.co/joeddav/xlm-roberta-large-xnli


-0.2

-0.1

+0.0

+0.1

+0.2

+0.3

+0.4
H

el
d-

ou
t

N = 0

-0.2

-0.1

+0.0

+0.1

+0.2

+0.3

+0.4
N = 20

-0.2

-0.1

+0.0

+0.1

+0.2

+0.3

+0.4
N = 200

-0.2

-0.1

+0.0

+0.1

+0.2

+0.3

+0.4
N = 2000

-0.1

+0.0

+0.1

+0.2

+0.3

+0.4

M
H

C

-0.1

+0.0

+0.1

+0.2

+0.3

+0.4

-0.1

+0.0

+0.1

+0.2

+0.3

+0.4

-0.1

+0.0

+0.1

+0.2

+0.3

+0.4

M + NLI X + NLI X + XNLI X + DEN X + FEN

Figure 3: Evaluation of NLI fine-tuning on languages that are in XNLI, namely, Arabic, Hindi, and Spanish. The
figure shows the absolute difference in macro-F1 score when adding an intermediate fine-tuning step to fine-tuning
in the target language (i.e. the difference to M and X, respectively).

speech in the input text. In such cases, we thus use
the initial model, that has only been fine-tuned on
an NLI dataset for all auxiliary hypothesis predic-
tions.

4 Evaluation

Following Röttger et al. (2022a), we evaluate each
setting displayed in Figure 2 on two test-sets:
(1) the held-out test set in the target language
and (2) the HateCheck dataset in the target lan-
guage. But in contrast to their setup, we evaluate
in N ∈ {0, 20, 200, 2000} target language train-
ing examples. We thus evaluate at three scenarios
(20, 200 and 2000) where our results are directly
comparable to the results of Röttger et al. (2022a)
and add a zero-shot scenario. The metric is macro-
F1 in order to account for imbalanced test sets.
Like Röttger et al. (2022a), we train 10 models per
setting, report the averaged results and the boot-
strapped 95% confidence intervals, represented as
errorbars in Figure 3 and shaded areas in Figures 4
to 7.

In what follows, we group the results according
to research questions. The full results are given in
Appendix D.

4.1 Can we Reproduce the Results of Röttger
et al. (2022a)?

Table 1 contains the reproduction results and the
average differences to the original results per lan-
guage, number of examples N , and model. On
average our results are lower by two percentage
points on the held-out test sets and higher by one
percentage point on the HateCheck test sets. We
observe that: (1) Like Röttger et al. (2022a), our
results follow a trend of diminishing returns. The
larger performance increase often comes from in-
creasing from 20 to 200 examples and not from in-
creasing from 200 to 2000 examples, even though
the absolute increase in examples is much larger
in the second comparison. (2) Like Röttger et al.
(2022a), we see that with an increasing number of
examples, the benefit of fine-tuning on English hate
speech decreases. At 2000 examples, the mono-
lingual model that has directly been fine-tuned on
target language examples has in most cases caught
up with or even beats English fine-tuning.

Overall, we view our results as a confirmation of
their findings. In order to simplify our evaluation,
and since X + FEN and X + KEN have very similar
results, we will only include X + FEN as a repre-
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Figure 4: Evaluation of NLI fine-tuning on top of English hate speech fine-tuning. The results are given in macro-F1.

sentative for natural data (as opposed to synthetic,
adversarial data) in the following experiments.

4.2 How Does an NLI-Formulation Compare
to Röttger et al. (2022a)?

We compare the baselines and settings proposed
by Röttger et al. (2022a) with fine-tuning on mono-
lingual NLI data in the target language (M + NLI
and X + NLI) and fine-tuning on the entire XNLI
dataset (X + XNLI). Only three languages (Arabic,
Hindi, and Spanish) appear both in the evaluation
setup and in XNLI. Since M + NLI and X + NLI
training is only possible for languages in XNLI, we
focus on the results in these three languages. The
differences in performance averaged over the three
languages are given in Figure 3.

Overall we see that introducing an intermedi-
ate fine-tuning step improves performance in most
cases, but the benefits decrease with more target
language examples available. While X is almost
always improved by NLI fine-tuning, the stronger
(recall from Table 1) baseline M only benefits from
NLI fine-tuning on the HateCheck testset (second
row of plots). When comparing X + NLI with X
+ XNLI we observe slightly more benefits from
fine-tuning on the full XNLI dataset. Even though
NLI-fine-tuning (orange) leads to clear benefits
it is outperformed by fine-tuning on English hate

speech on X (blue) as proposed by Röttger et al.
(2022a) in all setups. This finding raises the ques-
tion if training on additional English labeled data is
also beneficial in an XNLI-based setup which we
aim to answer in the next section.

4.3 Are there Benefits to NLI-Finetuning
when Given English Hate Speech Data?

To answer this question we compare the perfor-
mance of intermediate fine-tuning on English hate
speech (Röttger et al., 2022a) to first fine-tuning on
XNLI and then fine-tuning on English hate speech.
The results are displayed in Figure 4.

We make the following observations: (1) Since
we now evaluate on all five languages, it is inter-
esting to see how an NLI formulation performs
for Portuguese and Italian which are not part of
the XNLI dataset. For both testsets, we observe
that even for unseen languages an NLI formulation
has clear benefits over standard finetuning on tar-
get language examples (orange vs. green). (2) On
held-out test sets (first row of plots), fine-tuning
on both XNLI and English hate speech (purple)
improves zero-shot performance in Hindi, Arabic
and Italian and matches zero-shot performance of
only fine-tuning on English hate speech (blue) in
Spanish and Portuguese. (3) The combination of
the two approaches (purple) can also lead to im-
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Figure 5: Evaluation of hypothesis engineering strategies.

proved few-shot results on Arabic and Hindi but
reaches comparable performance or has a negative
effect, when compared to only English hate speech
fine-tuning (blue), in the other languages. (4) On
Multilingual HateCheck (second row of plots) we
observe mixed results, where additional interme-
diate XNLI fine-tuning tends to decrease results
when fine-tuning on DEN but increase results when
fine-tuning on FEN.

Overall, we find that performance improves
more from intermediate fine-tuning on English
(green vs. blue) than an NLI formulation (green
vs. orange) and that there are negligible advantages
to combining the two approaches (blue vs. purple).
As discussed in the related work section, previous
work by Goldzycher and Schneider (2022) showed
that zero-shot hate speech detection for English
could be improved with carefully engineered aux-
iliary hypotheses for an NLI setup. In the next
section, we focus on the question whether hypothe-
sis engineering is also beneficial for our zero-shot
and few-shot setups with other languages.

4.4 Can Hypothesis Engineering further
Improve Performance?

We evaluate if hypothesis engineering, specifically
the three strategies proposed by Goldzycher and
Schneider (2022) as described in Section 2.3, is

able to improve results. We take all models that
have been fine-tuned on the full XNLI dataset and
compare their performance with and without such
hypothesis engineering strategies. The results are
given in Figure 5.

On the held-out test sets (first row of plots), the
strategies (dotted lines) show only in a few cases
small positive effects but mostly negative effects.
However, on HateCheck (second row of plots), we
see that the strategies lead to clear performance im-
provements of X + XNLI and X + XNLI + FEN.
This finding is not surprising since Goldzycher and
Schneider (2022) specifically developed their hy-
pothesis engineering strategies based on an error
analysis on the English HateCheck data. For many
languages, hypothesis engineering without inter-
mediate English fine-tuning (orange dotted) even
performs better than hypothesis engineering with
fine-tuning on FEN (light purple dotted) which
consists of Twitter data. Fine-tuning on English ad-
versarial DEN hate speech examples (dark blue) re-
mains the strongest approach for HateCheck since
this fine-tuning data matches the testset conditions.
However, our results show that if we have knowl-
edge about the data the model will see at inference
time (e.g. adversarial examples) but do not have
matching English fine-tuning data (e.g. if only FEN
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were available), hypothesis engineering geared to-
wards the target domain (orange dotted line) is the
best-performing approach.

5 Conclusion

In this work, we systematically evaluated the effec-
tiveness of an NLI task formulation for hate speech
detection in scenarios where only few labeled data
in the target language are available. We were able
to reproduce results by Röttger et al. (2022a), who
showed that intermediate fine-tuning on English
hate speech is beneficial in such scenarios.

Following their setup with our NLI-based exper-
iments, we answered the following questions: (1)
How does NLI fine-tuning compare to English hate
speech fine-tuning? Our results showed that while
NLI fine-tuning leads to strong improvements over
only fine-tuning in the target language it is out-
performed by English hate speech fine-tuning. (2)
Are there benefits to combining NLI fine-tuning
with English hate speech fine-tuning? We observed
minor improvements when only 0 or 20 target lan-
guage examples are available, but no benefits when
more examples are available. (3) Can hypothesis
engineering further improve performance on the
previously best NLI-based setting? Our experi-
ments demonstrated that hypothesis engineering
can outperform other approaches only when the do-
main of the input data at inference time is known,
but no matching training data is available.

Based on our results, we offer the following rec-
ommendations for hate speech detection in lan-
guages where little labeled data is available in the
target language:

• In general domain scenarios: Follow
Röttger et al. (2022a) and perform standard
intermediate fine-tuning on English data be-
fore training on target language examples if
any are available.

• In scenarios where less English data is avail-
able, e.g. hate speech against a specific
protected group: An intermediate NLI fine-
tuning step is likely to be strongly beneficial
compared to only fine-tuning on limited En-
glish and target language examples.

• In scenarios where we have knowledge
about the target domain but no matching
English fine-tuning data is available: Here,

we suggest experimenting with targeted hy-
pothesis engineering to reach the best possi-
ble performance. One exciting future avenue
for this strategy is to focus on variation of
protected groups across languages. Such cul-
ture and language-specific shifts will be hard
to capture with English fine-tuning data but
hypothesis engineering strategies offer more
flexibility.

Finally, we want to highlight two areas for future
work that arise from our experiments:

• Fine-tuning phases: We believe that a crucial
circumstance limiting the effectiveness of NLI
models for hate speech detection is the fact
that NLI training datasets are typically from
different domains, thus creating a domain gap
between NLI fine-tuning and other training
phases. We hypothesize that by mixing the
fine-tuning phases the negative effects of the
domain gap might be avoided or, at least, re-
duced.

• Hypothesis engineering and model capac-
ity: In contrast to Goldzycher and Schneider
(2022), we only observed positive results for
hypothesis engineering in a few specific sce-
narios. One difference between the experi-
ments in this paper and the ones in Goldzy-
cher and Schneider (2022) that might explain
the disparity in results is the model size: we
use a base-sized multilingual RoBERTa model
while they used an English-only BART-large
model (Lewis et al., 2020), which we assume
is generally more accurate in its NLI predic-
tions and thus producing more reliable predic-
tions for auxiliary hypotheses. Future work
could thus evaluate the effect of model capac-
ity on hypothesis engineering.

Acknowledgments

We thank Amit Moryossef and the anonymous re-
viewers for their helpful feedback. Janis Goldzy-
cher and Gerold Schneider were funded by the
University of Zurich Research Priority Program
(project “URPP Digital Religion(s)”6). Chantal
Amrhein received funding from the Swiss Na-
tional Science Foundation (project MUTAMUR;
no. 176727).

6https://www.digitalreligions.uzh.ch/en.html

195

https://huggingface.co/facebook/bart-large-mnli
https://huggingface.co/facebook/bart-large-mnli
https://www.digitalreligions.uzh.ch/en.html


Limitations

Even though our findings are backed by a large
number of settings and experiments, the conclu-
sions that can be drawn from this setup are limited
in the following ways:

Datasets We evaluated on five languages, a small
fraction of the languages that could benefit from
such models. Specifically, our results are limited to
languages that appear in the pretraining dataset of
XLM-T. Further, we showed that XNLI fine-tuning
can lead to significant performance increases, even
for languages that do not appear in XNLI. How-
ever, the two languages we tested on (Italian and
Portuguese) are related to other languages in XNLI.
There is a need for further research on how much
of these benefits can be retained when the target
language is less related to one of the languages in
XNLI.

Models For consistency and efficiency, we used
the same multilingual model in all experiments.
This means that our results are dependent on the
specifics of the model, specifically the domain it
has been pre-trained on and its model size. As
already mentioned in Section 5, the small model
size likely has had a negative impact on the results
for hypothesis engineering.

Hypothesis Engineering All results are limited
to the specific strategies that we tested. Further,
potential errors in the automatic translations of the
hypotheses of the strategies might have impacted
the results. A strength of the approach, that we did
not evaluate, is that they can be adjusted to new
languages and cultures simply by specifying e.g. a
new set of protected groups or group characteris-
tics via auxiliary hypotheses, thereby avoiding the
criticism that zero-shot cross-lingual hate speech
detection does not adjust to the specific circum-
stances of a language and culture (Nozza, 2022).
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A Training Details

All models were trained and evaluated using the
transformers library (Wolf et al., 2020), version
4.26.1. The hyperparameters for the NLI-fine-
tuning stage are provided in Table 2. We always

parameter value

epochs 5
learning rate 2e-05
batch size 32
max sequence length 128

Table 2: Hyperparameters of NLI fine-tuning.

chose the best performing checkpoint on the vali-
dation set out the five epochs.

For intermediate fine-tuning on English hate
speech and fine-tuning on target language exam-
ples, we used the same hyperparameters as Röttger
et al. (2022a). They are given in Table 3 and Table
4.

parameter value

epochs 3
learning rate 5e-05
batch size 16
max sequence length 128

Table 3: Hyperparameters for fine-tuning on English
hate speech datasets.

parameter value

epochs 5
learning rate 5e-05
batch size 16
max sequence length 128

Table 4: Hyperparameters for fine-tuning on hate speech
datasets in the target language.

All other hyperparameters were kept at the de-
fault values of the huggingface Trainer-class.

B Hypothesis Engineering Details

Since we worked with monolingual models in the
target language and with multilingual models that
have been fine-tuned on English and other lan-
guages first, this raises the question in which lan-
guage the hypotheses should be expressed. For

monolingual models, we automatically translated
all hypotheses with Google Translate to the target
language. The model thus received the premise
and hypothesis in the same language as input. For
multilingual models, we kept the original English
hypotheses. Since we shuffled the languages of
premise and hypothesis in the NLI training-regime
the models should be able to handle the differing
languages well. Keeping the hypotheses in multi-
lingual models in English also means that the hy-
pothesis remains in the same language over multi-
ple fine-tuning phases like intermediate fine-tuning
on English hate speech data and target language
fine-tuning.

Goldzycher and Schneider (2022) proposed two
versions of the strategy “Filtering by Target”: In the
first version the model predicts if protected groups
are targeted (e.g. “This text is about Muslims.”). In
the second version the model predicts if protected
group characteristics are targeted (e.g. “This text is
about religion.”). Even though the second version
performed worse in their experiments, we use this
second version for our experiments, because its
predictions are more neutral with respect to specific
languages and cultures. This enabled us to use
exactly the same strategies for each language. In a
more sophisticated setup one could implement the
first version predicting protected groups and adjust
these groups for each language.

C Datasets

The key characteristics of all datasets we used in the
experiments are described in Table 5. To create the
MultiNLI dataset, sentences from diverse genres
were collected and used as premises. Annotators
then were tasked with creating artificial hypotheses
for these premises. For XNLI, the test set was
translated by human translators and the training set
was translated automatically.

D Full Results

In order to highlight specific aspects of our results,
we split them up over several Figures in the paper.
The full results of all settings that we evaluated are
provided in Figures 6 and 7.
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code paper train validation test % hate source

(X)NLI datasets
MNLI Williams et al. (2018) 40000 19650 - - diverse
XNLI Conneau et al. (2018) 393000 24900 - - translation of MNLI

English hate speech datasets (En HS)
FEN Founta et al. (2018) 20068 500 - 22.0 Twitter
KEN Kennedy et al. (2020) 20692 500 - 50.0 Youtube, Twitter, Reddit
DEN Vidgen et al. (2021) 38644 500 - 53.9 annotators, adversarial

Target Language Hate Speech Datasets (TL HS)
BAS19_ES Basile et al. (2019) 4100 500 2000 41.5 Twitter
FOR19_PT Fortuna et al. (2019) 3170 500 2000 31.5 Twitter
HAS21_HI Modha et al. (2022) 3794 300 500 12.3 Twitter
OUS19_AR Ousidhoum et al. (2019) 2053 300 1000 22.5 Twitter
SAN20_IT Manuela et al. (2020) 5600 500 2000 41.8 Twitter

Multilingual HateCheck (MHC)
HateCheck_ES Röttger et al. (2022b) - - 3745 70.3 annotators
HateCheck_PT Röttger et al. (2022b) - - 3691 69.9 annotators
HateCheck_HI Röttger et al. (2022b) - - 3565 69.8 annotators
HateCheck_AR Röttger et al. (2022b) - - 3570 69.9 annotators
HateCheck_IT Röttger et al. (2022b) - - 3690 70.0 annotators

Table 5: Statistics of training and evaluation datasets. In the case of FEN and KEN, we applied downsampling to
the non-hate speech class. The table reflects the state after downsampling.
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Figure 6: The full results on held-out test sets.
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Abstract

In the past few years, the NLP1 community has
actively worked on detecting LGBT+Phobia
in online spaces, using textual data publicly
available Most of these are for the English
language and its variants since it is the most
studied language by the NLP community.
Nevertheless, efforts towards creating corpora
in other languages are active worldwide.
Despite this, the Spanish language is an
understudied language regarding digital
LGBT+Phobia. The only corpus we found in
the literature was for the Peninsular Spanish
dialects, which use LGBT+phobic terms
different than those in the Mexican dialect.
For this reason, we present Homo-MEX, a
novel corpus for detecting LGBT+Phobia in
Mexican Spanish. In this paper, we describe
our data-gathering and annotation process.
Also, we present a classification benchmark
using various traditional machine learning
algorithms and two pre-trained deep learning
models to showcase our corpus classification
potential.

1 Introduction

LGBT+Phobia2 is a global problem (Arimoro,
2022). Among the consequences faced by the
LGBT+ community are substance abuse disorders
among its members (Wallace and Santacruz, 2017),

1Natural Language Processing
2Any and all references to the LGBT+ community or

LGBT+Phobia includes all members of the LGBTQIA+ com-
munity, that is, all sexual and gender minorities that deviate
from the traditional gender-binary or the traditional hetero-
sexual relationship and the discrimination they face for their
identity.

(Burkhalter, 2015), disproportionate mental health
problems (Lozano-Verduzco et al., 2017) (MON-
GeLLi et al., 2019), discrimination in the labor
markets (Quintana, 2009) (Ng and Rumens, 2017),
denial of access to education and health services
(Hatzenbuehler et al., 2017) (Ayhan et al., 2020),
and lack of human rights (López, 2017) (Ungar,
2000) (Peck, 2022).

In recent years, NLP has greatly advanced its
methods for detecting hate speech in online com-
munities (Poletto et al., 2021).

Therefore, in order to detect LGBT+Phobia in
social networks, specifically on Twitter, we cre-
ated a corpus designed for this task. To the best
of our knowledge, no other corpora focused on
LGBT+Phobia in Mexican Spanish have been cre-
ated so far. This can be very useful for NLP pur-
poses because it is well-known that Mexican Span-
ish has a specific lexicon and pragmatics. Because
of this, it would be valuable to have NLP systems
specializing in this Spanish variant.

The corpus we present includes public tweets
scraped using Twitter’s API that includes keywords
that we expect will be used in LGBT+phobic con-
texts. We gathered a list of nouns used to refer to
the LGBT+ community. Then, we scraped nearly
ten thousand tweets that contained any of these
nouns from the past two years. Thereafter, four
annotators annotated each tweet as LGBT+phobic,
not LGBT+phobic, or not related to the LGBT+
community. Finally, another group of four annota-
tors identified the fine-grained LGBT+phobic type.

The main contributions of our work are the fol-
lowing:

1. We create and manually annotate a corpus of
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tweets in Mexican Spanish based on a lexicon
of LGBT+ terms3.

2. We present various supervised classification
models that could guide efforts towards the de-
tection of online LGBT+Phobia; specifically,
LGBT+Phobia in Mexican Spanish.

The rest of this paper is organized as follows.
Section 2 surveys related literature and similar ex-
periments. Section 3 describes the construction of
our corpus. Section 4 details the methodology of
the classification experiments. Section 5 discusses
the results of the experiments. Finally, Section 6
describes experimental adjustments we would like
to make in future experiments and closes the paper
with conclusions. Appendix A provides a brief data
statement to give insight into ethical considerations
of the annotation process.

2 Related Work

Recent work explored using NLP to detect bul-
lying, hate speech, violence, and aggressiveness.
State-of-the-art models were developed for general-
purpose hate detection and hateful content directed
at a particular group. For these models to be devel-
oped, large quantities of data are essential. Recent
data sets have emerged that seek to annotate hate
towards marginalized groups, the majority being
in English. Although multi-language models and
data sets exist, having language-specific models
and data (del Arco et al., 2021) is demonstrably
helpful.

To the best of our knowledge, very few corpora
have yet been developed to classify homophobic
comments in Spanish in online communication. We
seek to bridge this gap. First, we will describe rel-
evant work in NLP, more specifically, models that
are used for sentiment analysis, and identification
of harassment and hate. Then, we present socially
conscious work that seeks to be more inclusive
and detect language discriminating against minor-
ity groups. Finally, we discuss works that include
Spanish classification models.

2.1 NLP Models for general hate and abuse

Recent work in the NLP community seeks to de-
tect harassment, bullying, and hate to improve the

3The link to the Github repository with the IDs and labels
of the tweets will be available after the publication of this
paper

safety and quality of online spaces. In this sec-
tion we present related work on sentiment analysis
followed by hate detection.

2.1.1 Works for sentiment analysis
Models have been proposed to analyze sentiments
in text for use in online platforms. For example,
Demszky et al. (2020) includes a dataset of Reddit
comments labeled with up to 27 emotions. Buechel
et al. (2018) uses deep learning to learn emotion
on data severely limited in size. They find that
emotion can be successfully predicted even with
models trained on very small data sets.

2.1.2 Works for hate detection
Plenty of work has come forth for the detection of
hate speech and abusive language in Social Media
(Lee et al., 2018; Kshirsagar et al., 2018; Jarquín-
Vásquez et al., 2021).

Dinu et al. (2021) explores the use of pejorative
language in Social Media, the context-dependent
language used with a negative connotation. Simi-
larly, discriminating language does not necessarily
take the form of slurs but depends highly on the
context of the comment.

Recent works like ElSherief et al. (2021) ElSh-
erief et al. (2021) present a corpus of tweets as a
benchmark for understand ing implicit rather than
explicit hate speech.

Finally, HATECHECK (Röttger et al., 2021) pro-
vides functional tests for evaluating Hate speech
detection models. These tests exposed key weak-
nesses and biases in state-of-the-art hate detection
models.

2.2 Socially Conscious work in the NLP
community

Socially conscious work has been made to detect
racially, gender, or sexually inspired hate to make
online spaces more inclusive. First, we will con-
sider explicitly gender and racial bias, and follow-
ing this, we will consider LGBT+-specific hate.

This is vital as Xu et al. (2021) demonstrates that
standard detoxifying techniques can disproportion-
ately affect generated text from minority commu-
nities. For example, by falsely flagging common
identity mentions such as "gay" or "Muslim" be-
cause the model has learned to associate them with
toxicity.

2.2.1 Hate and Bias
Hate and bias present in online spaces are harm-
ful to minority and marginalized communities, but
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recent efforts have been proposed to detect and ad-
dress hateful and biased speech. Fraser et al. (2021)
proposes the Stereotype Content Model in NLP
adopted from social psychology to represent stereo-
types along two axes, warmth, and competence.
Their model takes words directed at a particular
group and scores them on these dimensions. In
addition, they discuss how to use this information
to produce anti-stereotypes. Meanwhile, Sun and
Peng (2021) creates an event-based dataset of gen-
der bias from Wikipedia articles. They demonstrate
that entries on females tend to include personal life
events in career sections but not in the career sec-
tions for men. Meanwhile, more career-related
achievements, such as awards, can be found in the
personal life section for men but not for women.
These subtle placements of events relevant to the
person of interest are indicative of a gender bias
in Wikipedia articles. Sheng et al. (2021) explores
bias in Natural Language Generation tasks and pro-
vides a survey that explores how data and tech-
niques can lead to bias in automatically generated
text. They discuss how data, model architecture,
methods for decoding, and even evaluation meth-
ods can produce a biased model.

An example of this bias, Excell and Moubayed
(2021), demonstrates that using exclusively male
annotators for a dataset of toxic comments yields
weaker results than using exclusively female anno-
tators. Combating this and keeping in mind that the
scope of our work is LGBT+phobic content, we
gathered annotators that identified as both male and
female heterosexuals and members of the LGBT+
community. We also took special care to include an-
notators from various sexes so that each annotated
subset of tweets with diverse representation of gen-
der orientation and sexual identity (Section 3.2).

2.3 LGBT+ specific work

We wish to explore discrimination in natural lan-
guage specific to the LGBT+ community. Several
recent efforts have analyzed what kind of discrimi-
nation gender and sexual minorities face. For ex-
ample, Gámez-Guadix and Incera (2021) addresses
the sexual victimization of LGBT+ adolescents in
online spaces, finding that many adolescents face
gender and sexual-based victimization and receive
unwanted sexual attention.

CH-Wang and Jurgens (2021) analyzes nearly
100 million tweets and Reddit comments to note
the change of lexical variables indicative of sup-

port of gender and sexual minorities, finding that
language use changes for community members
who feel more accepted. They find that people
shift from gender-neutral terms like "partner" to
gender-specific terms like "husband" in places
where marriage equality acts were enacted. Mean-
while, Khatua et al. (2019) analyzed tweets in India
following the legalization of gay marriage. They
found that tweets in support centered around jus-
tice and equality, while opposing tweets saw the
decision as a threat to traditional Indian culture.

Hudhayri (2021) analyzes harassment toward
Arab LGBTs in cyberspaces. They investigate
semiotic harassment, which studies hidden con-
notations of harassment shared by language users.

Chakravarthi et al. (2021) generate a data set of
multilingual transphobic and homophobic Youtube
comments and use a diverse categorical labeling
system to determine if the comment is homopho-
bic or transphobic, specifying if it is derogatory
or threatening, they even include labels for coun-
terspeech and hope speech. Vargas et al. (2022)
build a corpus of 7,000 Brazilian documents. Their
corpus was annotated for a binary classification
task (offensive versus non-offensive comments),
and for a fine-grained classification task depending
on the level of offensiveness found in the docu-
ments labeled as “offensive” (highly, moderately,
and slightly offensive). Furthermore, the authors
annotated the documents in nine classes, depend-
ing on the perpetrators of the hate speech found in
their documents (xenophobia, racism, homophobia,
sexism, religious intolerance, partyism, apology for
the dictatorship, antisemitism, and fatphobia).

2.4 Hate Speech Identification in Spanish

On 2021, the PAN at CLEF Initiative organized
the shared task Profiling Hate Speech Spreaders
on Twitter 2021, which focused on identifying hate
speech against people based on their race, color,
ethnicity, gender, sexual orientation, nationality, re-
ligion, or another characteristic on Twitter (Beven-
dorff et al., 2021). The participants were given a
dataset with tweets in English and Spanish and had
to classify them into two classes. The highest ac-
curacy obtained by the participants was 73.0% for
tweets in English and 85.0% for tweets in Spanish
(Rangel et al., 2021).

The IberLEF 2021 organized various shared
tasks on Harmful Information. The first one, MeOf-
fendEs@IBERLEF 2021, aimed at classifying of-
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fensive language and its categories in various Span-
ish dialects (Plaza-del Arco et al., 2021). Four sub-
tasks were proposed in this shared task, all aimed at
identifying offensive language. The organizers cre-
ated a corpus made up of “multiple social networks
and a diversity of variants of Spanish”. The sec-
ond shared task was EXIST (Rodríguez-Sánchez
et al., 2021). Its goal was to identify online sex-
ism. For this shared task, the participants were
provided a dataset comprised of 6,977 tweets in
English and Spanish. They had to perform two
tasks: first, a binary classification of the tweets,
then, a categorization of the type of sexism identi-
fied in the tweets. The highest accuracy obtained
on the binary classification was 78.04%, while the
classification among the types of sexism obtained
an accuracy of 65.77%. The third shared task was
DETOXIS (Taulé et al., 2021). This task aimed
to “detect toxicity in comments posted in Span-
ish in response to different online news articles
related to immigration”. The highest F1 measure
obtained in the first subtask, the toxicity detection
task, aimed at performing a binary classification
among the classes “toxic” and “non-toxic”, was
85.16%. In contrast, the corresponding highest F1
for the second subtask, the toxicity level detection
task, consisting of four labels, was 89.29%.

Similar efforts were the two shared tasks, Lan-
guage Technology for Equality, Diversity, Inclu-
sion (LT-EDI, ACL 2022); and SemEval-2019 Task
5: Multilingual Detection of Hate Speech Against
Immigrants and Women in Twitter. The organiz-
ers of the first shared task focused on the auto-
matic classification of Youtube comments in En-
glish and Tamil, labeled as transphobic and homo-
phobic (García-Díaz et al., 2022), while the latter
aimed at classifying hateful speech in a binary clas-
sification task and identifying if the targets of the
hateful messages were single individuals or groups
of people (Basile et al., 2019).

3 Corpus for LGBT+Phobia Detection in
Mexican Spanish

This section describes the methodology for collect-
ing data, our annotation process, and the challenges
we faced. We also report the agreement between
annotators.

3.1 Data Collection

Using Twitter’s API, we collected publicly posted
Spanish tweets originating from Mexico. The Twit-

ter API supposedly collects public tweets randomly,
and we can expect the grand majority of these
tweets will be in Mexican Spanish by native speak-
ers. However, speakers of other backgrounds speak-
ing other languages or variants of the language may
appear.

We annotated a large set of tweets that contained
any noun indicative of the LGBT+ community.
These terms were collected by linguistic students
tasked with finding every noun used in Mexican
Spanish about the LGBT+ community. These terms
were collected from social networks like Twitter,
Facebook, Instagram, and TikTok to study social
media discourse. We selected the most representa-
tive lexicon. Also, we contemplate the variations
each term could have; particularly in the Mexican
LGBT+ community, these nouns have appreciative
inflections or inflections related to gender. For ex-
ample, for gender, the noun joto could inflect in
jote, jotx, and jota. In the appreciative case, we
could derive forms such as jotito, jotón, jotite, etc.

The lemmas of the selected terms, along with
their translation and frequency of appearance, can
be found in Table 1, and the full Table can be found
in the Github repository 4.

Having defined these search terms and variations,
we scrape tweets using the Twitter API and filter
them depending on their geolocation metadata.

The tweets were scraped between the dates 01-
01-2012 to 01-10-2022 (day-month-year format)
to ensure that we had a vast and diverse corpus of
tweets. We obtained 706,886 unique tweets and an-
notated 11,000 from the ten year span, half of them
from verified accounts – before the monetization
of account verification on the platform – and the
half randomly selected from the tweets published
by unverified accounts.

3.2 Annotation Process

Having gathered and filtered tweets, we sought
annotators to begin the annotation process. We
collected annotators that were both heterosexual
and members of the LGBT+ community to ensure
a diverse set of perspectives were used when la-
beling the tweets. Before the annotation process,
we had a group meeting with the annotators, and
we discussed various example tweets and how they
interpreted them. Then we launched a practice run
and discussed the results together. We added a sim-
ple tutorial to the platform that gave some of these

4https://github.com/juanmvsa/HOMO-MEX
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Keyword Translation Count Keyword Translation Count Keyword Translation Count
Bi Bi(sexual) 3330 Trans Trans 3245 Gay Gay 1811
Loca Crazy (fem.) 1116 Puto Whore 1102 Homosexual Homosexual 1049
Joto Faggot 1008 Lesbiana Lesbian 827 Drag Drag queen 597
Marica Faggot 537 Vestida Dressed Up 458 Bisexual Bisexual 336
Maricón Faggot 487 Transexual Transexual 290 Transformer A Trans person 279
Transgénero Transgenedered 227 Travesti Transvestite 226 Queer Queer 202
Lencha Lesbian 181 Mayate Lesbian 179 Puñal Gay man 114
Rarx Strange 108 No binario Non-binary 79 Clostera Closeted person 75
Afeminado An Effeminate 73 Intersexual Intersexual 58 Pansexual Pansexual 54
Asexual Asexual 43 Machorra Lesbian 40 Cuir Queer 28
Femboy Femboy 19 Tortilla Tortilla 11 Trapito Little rag 7
Crossdresser Crossdresser 7 Sáfica Safic 6 Muxhe Muxhe 4
Género fluido Gender Fluid 4 Arcoiris Rainbow 4 Demisexual Demisexual 3
Enby Non-Binary 3 Hombre Con Falda Man with a Skirt 2 Transformista Trans person 2
Tijeras Scissors 2 Panes Pan 2 Mariposon Faggot 1
Lechugona Lesbian 1 Bigénero Bigender 1

Table 1: The following table contains slurs against the LGBT+ community and may be offensive to some readers.
The number of times each keyword, or their inflections, appear in the corpus. We list the search term, the English
translation, and the number of tweets they appear in. Some terms were removed because they were too saturated
with their non-LGBT+ interpretation: bicicleta (bicycle), and tortilla. Tortilla, however, still appears in tweets that
contain another search term.

examples and the labels the group created and clari-
fied questions many annotators had. All annotators
in this meeting had to go through this tutorial to
refresh their memory before beginning the anno-
tation. At some points, we had to add additional
annotators to replace some who dropped out, and
we required them to go through this tutorial as well
and asked them to reach out with any questions or
concerns; this is to ensure consistent understanding
of the annotation process for those who could not
attend the initial meetings. The tutorial also for-
mally defined some terms such as LGBT+phobia
and Transphobia and included some questions that
they were required to answer to proceed to ensure
that they were paying attention to the content. We
include more information on the annotators in the
Data Statement.

3.3 Annotation Schema

Here we explain the methodology for labeling the
tweets and how we measured agreement between
the annotators.

The annotators labeled the 11,000 tweets as
“LGBT+phobic”, “Not LGBT+phobic”, and “irrel-
evant to the LGBT+ community”. In this task,
the annotators could only select one category.
All tweets labeled as “LGBT+phobic” were later
passed through an additional annotation process
that identified the type of LGBT+phobia. In the
second stage, the labels were “gayphobia”, “les-
bophobia”, “biphobia”, “transphobia”, and “other
lgbt+phobic content”. Although gay is an umbrella

term that encompasses much of the LGBT+ com-
munity, for the purposes of this annotation, we re-
quested that the annotators only use this label if the
tweet contained LGBT+phobic content towards ho-
mosexual cis-males to best contrast with the other
labels. In this task, the annotators were allowed to
annotate the tweets with all labels that applied be-
cause one tweet could have LGBT+phobic content
towards multiple groups.

In the LGBT+phobia detection task, we re-
quested that if a tweet could be seen as
LGBT+phobic if the author does not belong to
the community and not LGBT+phobic if the au-
thor is LGBT, the annotators give the benefit of
the doubt to the author. Therefore, the dataset did
not overuse the LGBT+phobic label when much
of the discourse within the community can be seen
as ironically LGBT+phobic without true intent of
harm towards the LGBT+ community.

The annotators used a custom annotation plat-
form that presented the tweets to them in ran-
dom order and ensured that their responses were
anonymized while verifying that each tweet is la-
beled by four annotators, two members of the
LGBT community and two heterosexual, male, and
female.

In the LGBT+phobia identification set, a label
was selected if it had the majority of the votes.
All tweets tied were presented to a different set
of annotators to be re-annotated. Any tweets still
presented a tie after this were assigned a final label
based on a final specialized annotator’s decision.
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In the type of LGBT+phobia identification set,
any label that had at least half of the annotators’
votes was selected as a label for the tweet. In this
task, the tweet can have multiple labels, such as
“gayphobia”, “lesbophobia” and “transphobia”.

3.4 Annotation Results

After the annotation was completed, we examined
the agreement of the annotators for each subset of
the corpus, using Fleiss’ Kappa. This information
is available in Table 2.

For the detection subset we see a moderate agree-
ment among all groups in the phobia detection task,
and in the re-annotated tweets that had tied. We
calculate the agreement among LGBT+ and Non-
LGBT+ annotators, and compare it to the agree-
ment among those of female or male sex, as well
as among all annotators.

The fine-grained annotation agreements are not
as consistent. We see that there is much more agree-
ment among Non-LGBT+ annotators and Male
annotators in every category of LGBT+phobia.
LGBT+ annotators and Female annotators show the
most disagreement in the annotation of gayphobia
and Other types of LGBT+phobia. We hypothesize
that this could be from inconsistent interpretations
of language use in LGBT+ sub-communities that
male and non-LGBT+ annotators may be less ex-
posed to, keeping in mind that a group being in
agreement does not necessarily mean they are cor-
rect.

3.4.1 Examples
With the tweets annotated, here we will provide
a few examples of tweets and their labeling and
a rough translation. Warning: these tweets could
include distressing language and slurs against the
LGBT+ community that may harm some readers.

LGBT+phobic Tweets Here are two examples
of tweets that were labeled as LGBT+phobic. “De
que me sirve tener amigos gays si no me sirven
para consejos de moda #badgayfriends", roughly
translated to “It is usless have gays friends if they
dont give me fashion advice #badgayfriends". The
author of this tweets assume that all the homosexu-
als know about fashion, a frequent stereotype that
is also present in the hashtag. Another example
is “Lo siento, soy muy marica para el dolor)’:",
translated again roughly as “Im sorry, Im such a
fag when it comes to pain )’:". Here the author
relates weakness with the LGBT+ community.

Non LGBT+phobic Tweets Here we will in-
clude a few examples of tweets that were labeled as
not having LGBT+phobic intent.“Estados Unidos
levanta la prohibición para que homosexuales do-
nen sangre", translated to “The United States lifts
ban on homosexuals donating blood". Another ex-
ample is “Entonces lo que anda(mos) haciendo
las viejas trans es crearnos mujeres COMO SE
LE ENSEÑA AL NIÑO que es una mujer (objeto,
sexuada, sumisa)", translated again roughly as ‘So
what we old trans are doing, We are making our-
selves women as HOW BOYS ARE TAUGHT that
a woman is (objectified, sexualized, submissive)‘".
Here the author employs trans to refer to them-
selves naturally.

Tweets with low agreement The following
tweets had low agreement in the detection task.

“Ah verga es un duende? Yo pensaba era un alíen
asexual", or in English, “Ah fuck they’re an elf? I
thought they were an asexual alien.", this tweet was
labeled as LGBT+phobic. “No, Sifo, no. O sea, no
mames. No soy una puta. Qué te pasa. Si quieres
que te la chupe, me vas a tener que pagar.", which
translates as “No, Sifo, no. I mean, quit fucking
with me. I’m not a whore. If you want me to suck
it, you’ll have to pay." which was finally labeled as
not relevant to the LGBT+ community.

3.5 Challenges to Annotation

One challenge we faced during the creation of
Homo-MEX was the annotation process. Even
though we had various annotators that were mem-
bers of the LGBT+ community and/or were very
aware of the issues faced by the LGBT+ Mex-
ican community, the annotator inter-agreement
was not very high. We attribute these results to
the difficulty of differentiating between irony, re-
signification, appropriation of slurs, and humor
inside the LGBT+ community, especially when the
context may not be available. This limitation is
important, however, because it best aligns with the
circumstances of automatic LGBT+phobia detec-
tion based on just the tweets’ textual content.

Another potential limitation could be the diffi-
culty in counterbalancing the internalized stereo-
types that the annotators might have. This has
proven to influence the annotation behaviors (Da-
vani et al., 2023).

The annotator agreement is especially low for
the label “Other” in the fine-grained classification
task. We suppose that the label may not be well
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Detection Subset
Kappa

LGBT+ Non-LGBT+ Male Female All
Phobia Detection 0.449 0.371 0.392 0.474 0.430
Tie Break 0.517 0.369 0.416 0.409 0.465

Fine Grained Subset
Kappa

LGBT+ Non-LGBT+ Male Female All
Gayphobia -0.055 0.732 0.789 -0.087 0.316
Lesbophobia 0.691 0.656 0.723 0.572 0.665
Biphobia 0.205 0.565 0.495 0.315 0.419
Transphobia 0.650 0.743 0.779 0.638 0.700
Other -0.306 0.353 0.422 -0.322 -0.027

Table 2: We employ Fleiss’ kappa to analyze the agreement among the annotators. More information can be found
in Section 3.3. The group Phobia Detection refers to the annotation task identifying tweets that did or did not
contain LGBT+phobia or were irrelevant to LGBT+ discourse. The group Tie Break is the agreement among the
annotators who reclassified the tweets that tied in labels from the previous group. Finally, the second table represents
the agreement for each LGBT+phobia category in the Fine Grained data set.

defined, or more nuanced types of LGBT+phobia
may not be as easy to identify.

4 Experiments on the HOMO-MEX
Corpus for LGBT+phobia Detection

To evaluate the performance of various classifiers
on our corpus, we performed several experiments
using two main approaches: traditional machine
learning methods and deep learning architectures.
We describe these experiments in this section.

The HOMO-MEX corpus consists of two over-
lapped subsets. The first subset is comprised of
those tweets that can be either “LGBT+Phobic”
(LP), “Not LGBT+Phobic” (NLP), and “irrele-
vant to the LGBT+ community” (I). On the other
hand, the second subset contains the LGBT+Phobic
tweets that were multi-labeled as “Lesbophobic”
(L), “Gayphobic” (G), “Biphobic” (B), “Transpho-
bic” (T), and “Other” (O). For conciseness, we
will refer to the first subset as “LGBT+Phobia de-
tection”, and the second as “fine-grained classifi-
cation”. Both LGBT+Phobia detection and fine-
grained classification subsets were split into train
and test partitions. The resulting size and distribu-
tion of labels in each partition are shown in Tables
3 and 4. In table 4, the total of the train and test par-
titions is equal to 862 and 477, respectively, even
though the addition of the tweets with every label
(L, G, B, T, O) does not add to the counts since
the tweets in this partition can have more than one
label at a time. This allows the number of labels
to be greater than the total size of the train and test
partitions.

Partition LP NLP I Total
Train 862 4,360 1,778 7,000
Test 477 2,493 1,030 4,000
Total 1,339 6,853 2,808 11,000

Table 3: Size and label distribution for the
LGBT+Phobia detection subset.

Partition L G B T O Total
Train 72 714 10 79 64 862
Test 34 414 3 38 32 477
Total 106 1,128 13 117 96 X

Table 4: Size and label distribution for the fine-grained
classification subset.

4.1 Traditional Machine Learning Approach

Initially, we performed several pre-processing steps
to the corpus. The first step in this process was
the removal of stopwords using nltk’s lexicon5.
Then, we removed all diacritic characters, dig-
its, and all other characters that were not a let-
ter, or an underscore. Following, we tokenized
the tweets using spaCy’s small Spanish model,
es_news_core_sm6. Finally, we generated the
features for the different machine-learning algo-
rithms. To achieve this, we made use of the bag-of-
words algorithm and TF-IDF weighting scheme as
implemented in scikit-learn (version 0.23.2) 7 .

5https://github.com/xiamx/node-nltk-stopwords/
blob/master/data/stopwords/spanish

6https://spacy.io/models/es
7https://scikit-learn.org/stable
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4.2 Pre-trained Deep Learning Models
Approach

Using both subsets (LGBT+Phobia detection and
fine-grained classification), we fine-tuned various
pre-trained large language models for classifica-
tion. No pre-processing steps were performed in
these experiments. The large language models that
we used for these classification experiments were
bert-base-multilingual-cased (Devlin et al.,
2018), bert-base-multilingual-uncased (De-
vlin et al., 2018), beto-cased (Cañete et al., 2020),
and beto-uncased (Cañete et al., 2020). We used
hugging face’s transformers (Wolf et al., 2019)
library for their implementation8.

5 Results and Discussion

We performed classification experiments using
Naive Bayes, SVM, Logistic Regression, and Ran-
dom Forest classifiers. Table 5 shows the metrics
obtained using the LGBT+Phobia subset, and Table
6 shows the classification metrics obtained using
the fine-grained subset. In addition, we used four
BERT models to classify the tweets in both the
LGBT+Phobia detection and fine-grained classifi-
cation subsets. The results of these experiments
can be observed in Table 7 for the LGBT+Phobia
detection subset and in Table 8 for the fine-grained
classification subset. We follow the PT1 method
explained in Tsoumakas and Katakis (2007) to eval-
uate the fine-grained classification models. The
PT1 method consists of splitting a classification
problem (with L = [A,B,C,D,E] labels) into
a classification problem with M = L

⋃
N labels,

where N = [¬A,¬B,¬C,¬D,¬E]. Then, the
classification is treated as five binary subtasks, one
for each label and its negation. For example, the
first binary classification subtask would be with
the labels [A,¬A], the second binary classification
with the labels [B,¬B], and so on. Once the five
metrics, one for each subset of labels, were gen-
erated, the average between them was computed.
Those averages are reported in Tables 6 and 8.

Among the classical machine learning algo-
rithms, SVM performs the best among almost
all metrics in both partitions. Beto-cased pro-
duces the highest classification metrics in the
LGBT+Phobia detection subset, while bert-base-
multilingual-uncased outperforms the other bert-

8https://huggingface.co/docs/transformers/
v4.28.1/en/model_doc/bert#transformers.
BertForTokenClassification

based models in the fine-grained classification
subset. These results demonstrate that more
work must be done on automatically classifying
LGBT+phobic speech in Mexican Spanish.

6 Conclusion and future work

Detecting LGBT+Phobia using current NLP tech-
niques is still an open task with much work left
to do. The paper’s contribution is twofold: first,
we elaborate on a resource to study the topic in
Mexican Spanish. Additionally, we test traditional
ML methods, as well as BERT-based techniques,
to identify LGBT+Phobia.

The corpus has been designed by filtering tweets
with specific keywords related to the LGBT+ com-
munity in Mexico. Such tweets contain many ref-
erences to LGBT+Phobia. However, surprisingly,
there is more hateful speech when referring to the
masculine gay community. Looking at the tweets
with feminine terms, we see that many were written
by women inside the community. This implies a dif-
ferent problem, the general invisibility of women,
that should be tackled in the more general frame-
work of sexism.

In the future, we hope to continue to expand the
dataset to include more tweets with even more di-
verse terms to represent all members of the LGBT+
community. At present, many of the tweets marked
as discriminatory only exhibit homophobia towards
men.

A future dataset should include a more profound
labeling procedure that can reduce ambiguity for
the annotators and provide more information using
a non-binary labeling system. Future approaches
can include the categories of derogatory, threat-
ening, humor remark and apparently neutral com-
ment, among others.

Future papers should create a more represen-
tative dataset of Mexican Spanish tweets with a
more thorough labeling system. Moreover, it will
be interesting to the collection corpora in several
variants of Spanish. With this, we plan to start a
dialectal approach to the problem.

Furthermore, for automatic classification tasks,
NLP practitioners should consider including
lexicon-informed approaches for the generation of
context-aware features for their classifiers, since
this has proven its effectiveness in the case of hate
speech detection from Brazil(Vargas et al., 2021).
Finally, we wish to reiterate that further compu-
tational efforts against hate speech should always
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Classification algorithm Accuracy Precision Recall F1-score
Naive Bayes 0.6885 0.8542 0.4244 0.4127
SVM 0.8452 0.7955 0.7519 0.7670
Logistic regression 0.8447 0.8274 0.7244 0.7592
Random forest 0.8302 0.7965 0. 7037 0.7349

Table 5: Classification results experiments using traditional ML algorithms on the LGBT+Phobia detection subset.

Classification algorithm Accuracy Precision Recall F1-score
Naive Bayes 0.9287 0.9643 0.5000 0.4813
SVM 0.9589 0.9700 0.6558 0.6909
Logistic regression 0.9312 0.9156 0.5122 0.5048
Random forest 0.9534 0.9648 0.6281 0.6622

Table 6: Classification results experiments on the fine-grained classification subset.

Classification algorithm Accuracy Precision Recall F1-score
bert-base-multilingual-uncased 0.8577 0.8558 0.8577 0.8566
bert-base-multilingual-cased 0.8492 0.8488 0.8485 0.8494
beto-cased 0.8600 0.8592 0.8589 0.8600
beto-uncased 0.8552 0.8554 0.8555 0.8552

Table 7: Classification results using BERT models on the LGBT+Phobia detection subset.

Classification algorithm Accuracy Precision Recall F1-score
bert-base-multilingual-uncased 0.7815 0.9354 0.7815 0.7396
bert-base-multilingual-cased 0.7614 0.8417 0.7614 0.7422
beto-uncased 0.7765 0.7713 0.7765 0.7403
beto-cased 0.7710 0.7879 0.7711 0.7416

Table 8: Classification results using BERT models on the fine-grained classification subset.

take into account LGBT people’s experiences while
designing their experiments. This, in recognition
that hateful discourses against this population are
often constructed by intersecting power structures
–such as the symbolic discourses that produce the
“immoral, defective, and inferior LGBT Individ-
ual” – which further limit the collaboration between
the LGBT+ population and Academia in the battle
against hate speech.
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A Appendix

Data Statement We follow the guidelines speci-
fied by (Bender and Friedman, 2018) for creating a
Data Statement, which serves to help mitigate bias
in data collection.

A. Curation Rationale We collect tweets from
popular social media platform Twitter, we use Twit-
ter because it provides a convenient medium to
collect short statements from general users on var-
ious topics in a digital medium. We use specific
search terms that are common nouns to refer the
LGBT+ community to help identify hateful speech
against the community.

B. Language variety We scrape a set of tweets
that contained desired keywords and were in Span-
ish with the specified region of Mexico to get lan-
guage of this region. Also, we took in consideration
possible inflection of the terms. Since all the data is
collected from social media, this means that there
could be present hashtags, mentions, gifs, videos,
images, and emojis within the tweets, however only
the text of the tweet was utilized for annotation.

C. Tweet author demographic The demograph-
ics of the authors is not available to us since we
compiled the data using Twitter’s data collection
API. However, due to our sampling methods, we
expect the tweets to come from the diverse set
of authors of various ages, genders, nationalities,
races, ethnicities, native languages, socioeconomic
classes and education backgrounds that are to be
expected to be found within Mexico.

D. Annotator demographic We selected annota-
tors that self identified as members of the LGBT+
community and non-members. The demographic
information is shown in Table 9.

E. Speech Situation Each tweet may be on a
different topic. Most of them are related to trends,
events or memes from the year of extraction (2022).

F. Text characteristics The tweets collected
come from a diverse set of contexts, as they could
be published alone by the author, or in response to
another user. The tweets are subject to the restric-
tions of text limit and policies of Twitter. All tweets
were posted publicly, and we remove identifying
characteristics of the user for anonymity.

G. Recording Quality We extracted the tweets
from the Twitter API.

Categories Data
Age 22-35 years

Gender Identity
1 non-binary
6 women
5 men

Sex
6 female
6 male

Sexual Orientation
6 LGBT+
6 Cis-Heterosexual

Native Languague Spanish

Nationality
11 Mexican
1 Colombian

Residence México City
Education level University

Table 9: Annotator demographic

H. Ethical Statements All tweets were uploaded
only by their ID. The textual content was omitted to
assure the privacy of the author and the username
of the people that could be mention on the tweet.
All scraped tweets were posted publicly and can be
collected for academic use according to Twitter’s
privacy policy.

Also, all the annotators were informed about the
task and what type of profile we pursued for the
project. In the annotation guidelines, we warned
the annotators that the tweets could be offensive
and that they could leave the study at any time.
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Abstract

In this work we propose a novel annotation
scheme which factors hate speech into five sep-
arate discursive categories. To evaluate our
scheme, we construct a corpus of over 2.9M
Twitter posts containing hateful expressions di-
rected at Jews, and annotate a sample dataset of
1,050 tweets. We present a statistical analysis
of the annotated dataset as well as discuss an-
notation examples, and conclude by discussing
promising directions for future work.

1 Introduction

Social media has come to constitute a space for
the propagation of hostility (see ElSherief et al.,
2018, p. 1) and provides fertile grounds for the
radicalization of individuals in support of violent
extremist groups (Reynolds and Tuck, 2016; Mitts,
2019). Much research has been devoted to au-
tomatically identifying hate speech in online fo-
rums (Mathew et al., 2021; Kim et al., 2022; Wie-
gand et al., 2022) along with factors that facilitate
its propagation (Scharwächter and Müller, 2020;
Newman et al., 2021), and classifying different
forms of hateful and abusive content (Davidson
et al., 2017; Founta et al., 2018). However, the very
concept of “hate” and its presence in written text is
somewhat illusive and amorphous (Fortuna et al.,
2020); therefore, some efforts have been made to
define different typologies of hate speech (Waseem
et al., 2017; Founta et al., 2018; Davidson et al.,
2017; Mathew et al., 2021).

In this work, we address this important subject
through the specific case of hate speech directed
towards Jews in Twitter posts. Rather than attempt-
ing to classify hate speech into different types, we
present a novel annotation scheme which factors
hate speech into a comprehensive set of separate

†Both authors contributed equally to this work.

discursive aspects that often appear in hate speech,
capturing its intricate and diverse nature.

This factorization aims to achieve several goals:
first, make the annotation process more focused
and accurate, by decomposing the amorphous and
ambiguous concept of “hate” into more specific
and narrowly defined discourse aspects, render-
ing the annotation process more objective. Sec-
ond, it allows exploring and analyzing hate speech
across these different aspects, hopefully leading to
a deeper understanding of its complexities, variety,
and nuance. Furthermore, this set of aspects de-
fines various possible distinct combinations, each
of which encodes a different and unique config-
uration of hate speech. Although this annotation
scheme was designed to capture and characterize
hate speech directed towards Jews, with the ex-
ception of one group-specific aspect, it is general
enough to be applied to any other group-directed
hate speech.

We constructed a corpus of Twitter conversations
in English containing over 2.9M tweets, collected
through Twitter API v2. In order to evaluate our
annotation scheme on real Twitter posts, we used
it to annotate a sample of 1,050 tweets taken from
the corpus. We present a quantitative analysis of
the annotated dataset, as well as a qualitative one
(through the use of some examples). We conclude
by discussing several directions to extend and de-
velop our work.

Content Warning: This document contains
some examples of hateful content. This is strictly
for the purpose of enabling this research. Please
be aware that this content could be offensive and
cause you distress.

2 Tweets Corpus

The tweets were extracted through the Twitter API
v2 using the tweepy python module 1. We applied

1https://github.com/tweepy/tweepy
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Single Tweets Conversations Total Conversation Length
# Tweets # Conversations # Tweets # Tweets Mean STD

Neutral 601,917 109,172 1,005,095 1,607,012 9.21 71.73
Racial 527,541 97,730 788,576 1,316,117 8.07 127.43
Total 1,129,458 206,902 1,793,671 2,923,129

Table 1: Complete tweet corpus statistics. “Single Tweets”: tweets that were posted as new tweets rather than as a
reply, and were not replied to.

for, and were granted, an Academic Research Ac-
cess to the API 2, which offers a full-archive access
to public data posted on the platform, going back
to April 2006.

To increase the likelihood of retrieving tweets
that contain expressions of hate towards Jews, we
used two types of keyword-based filters in our
queries: neutral keywords and racial keywords.
The neutral stop list – containing 14 words – was
compiled from keywords referenced in previous
studies (Gunther et al., 2021; Chandra et al., 2021).
The racial stop list – containing 28 words and
expressions – was compiled using the Hatebase
database, a multilingual lexicon for racial terms 3,
by extracting from the database all the English
terms pertaining to Jews and Judaism that had at
least one sighting.

Following preliminary experimentation with the
API directed at increasing the chances of retriev-
ing a conversation (thread) containing Jew-related
hate expressions, we decided to focus on collect-
ing conversations which stemmed from a “source”
tweet (a new post rather than a reply to another
tweet) adhering to our keyword filters. We devised
the following 2-step process. Given a specific date
(24-hour interval) and a specific keyword filter:

1. Query the API for English “source” tweets
containing any of the keywords in the filter,
posted within the specified date.

2. For every tweet extracted in step 1: if the
tweet was replied to, query the API for all
the available tweets in the resulting conversa-
tion (some tweets, such as deleted or private
tweets, were not available for extraction).

For each date between July 1st 2018 and June
30th 2022 (defining a period of exactly 4 years), we
applied the procedure with the racial keywords fil-
ter and collected as many tweets as possible. Then,

2No longer available, as of May 2023
3https://hatebase.org

we applied the same procedure with the neutral
keyword filter to collect a similar number of tweets
from the same date 4. This was done in order to
keep the corpus as balanced as possible between
the two types of keyword filters.

The result is a large corpus of Twitter conversa-
tions started between July 1st 2018 and June 30th

2022, segmented by the type of the filter applied to
the conversation’s source tweet (neutral or racial
Jews-related keywords). Aside from the text it-
self, the corpus includes additional meta-data for
each tweet: tweet ID, conversation ID, posting date,
reply-to ID (if the tweet was written as a reply to
another tweet), tweet statistics (retweets, replies,
likes, quotes and views), place & country (if avail-
able), author ID (a unique identifier for the author
of the tweet) and author statistics (followers, ver-
ified status). Note that the “conversation ID” and
“reply-to ID” fields allow a complete hierarchical
reconstruction of a conversation given any tweet
from that conversation.

Statistics for the corpus are given in Table 1.

3 Hate Speech Annotation

3.1 Annotation Scheme
As discussed in Section 1, we have devised a novel
annotation scheme with the goal of factoring hate
speech into several separate aspects. The scheme
encodes five different discursive categories, which
are designed to capture the main recurring aspects
of hate speech as employed and defined in previous
studies (Kaid and Holtz-Bacha, 2007; Davidson
et al., 2017; Arango et al., 2022; Khurana et al.,
2022), as well as the discursive elements of hate
speech that are described in the United Nations’
"Strategy and Plan of Action on Hate Speech" 5.
An aggregative definition, as suggested here, en-
ables us to identify hate speech towards the target

4preliminary experiments showed that tweets containing
the neutral keywords are significantly more abundant com-
pared to the racial keywords

5https://www.un.org/en/hate-speech/
understanding-hate-speech/what-is-hate-speech
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Single Tweets Conversations Total
# Tweets # Conversations # Tweets # Tweets

Neutral 263 82 263 526
Racial 262 82 262 524
Total 525 164 525 1,050

Table 2: Statistics for the sample dataset

group in a broad yet nuanced sense, while also
differentiating between various forms of expres-
sion. Importantly, our annotation scheme aims to
capture clear expressions of hate rather than mere
hateful terms. As such, tweets containing the racial
keywords which were used in our queries to the
Twitter API were annotated under the relevant cat-
egory only when it was plausible to suspect that
these words were indeed employed to express hate.

Category # Tweets
Contempt 5
Abuse 181
Call for Anti-Group Action 31
Prejudice 12
Holocaust Denial 4

Table 3: Annotation statistics for the sample dataset

The five categories are:

1. Contempt – speech that conveys a strong dis-
liking of, or negative attitudes towards the
targeted group, and does so in a neutral tone
or form of expression.

2. Abuse – speech that demeans, degrades, vil-
ifies, mocks, humiliates, or conveys general
hostility that is expressed using emotionally-
charged language.

3. Call for Anti-Group Action – an incitement
of violence and/or discrimination against the
target group.

4. Prejudice – the expression of negative
thoughts/beliefs regarding the targeted group
on the basis of the group’s characteristics,
and/or (negative) monolithic references to the
targeted group.

5. Holocaust Denial – the only category specific
to our target group (Jews), this includes dere-
cognition of the holocaust, or statements that
recognize the fact that the holocaust happened

but degrade from its scope, mock it (and/or
the people it hurt), and belittle its significance.

These discursive categories not only encompass
substantive elements of hate, such as contempt and
prejudice, but also address the manner in which
negative discourse is conveyed, including abusive
language and incitement of violence.

All the categories, except the fifth (Holocaust
Denial), are general and may naturally be applied
to other groups besides our target group (Jews).
In addition, while the categories encode separate
aspects of hateful discourse, they may conjointly
characterize the same expression; for example, a
post can be abusive while also expressing preju-
dice. Consequently, the annotation scheme defines
a multi-label classification task.

3.2 Annotated Sample Dataset
For the purpose of conducting a preliminary analy-
sis of our annotation scheme over real tweet data,
we annotated a sample dataset of 1,050 tweets from
the corpus described in Section 2. These tweets
were sampled by iterating the dates backwards,
starting from June 30th 2022. For each date, one
conversation with a length of 2 ≤ k ≤ 10 tweets
was randomly selected, then k additional single
tweets (1-tweet conversations) were randomly se-
lected from the same date. This procedure was
performed separately for each of the two keyword
filter types (neutral and racial). The result is a col-
lection of 1,050 tweets from conversations started
between June 4th 2022 and June 30th 2022 (statis-
tics are given in Table 2). Each tweet was encoded
with a subset of the five possible categories (de-
scribed in Section 3.1), including the empty set
(none of the categories).

Table 3 shows the annotation statistics for the
sample dataset. Note that despite the use of key-
word filters to retrieve the tweets from the Twit-
ter API, all five categories are generally sparse in
the dataset. The most common category is Abuse,
with 181 instances (out of the 1,050 tweets in the
dataset). Given that half of these tweets were col-
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Call for Anti-
Contempt Abuse Gruop Action Prejudice

Abuse -0.0316
Call for Anti-Gruop Action -0.0121 0.2332
Prejudice 0.1227 0.1644 0.0342
Holocaust Denial -0.0043 0.0536 -0.0108 0.1388

Table 4: Inter-category Pearson’s correlations in the sample dataset

lected using the racial keywords filter, this is con-
sistent with previous findings that hate speech is
highly likely to contain racial slurs (Davidson et al.,
2017); intuitively, it is the most “direct” way to
express hate (among the five categories). It is im-
portant to note, however, that the mere presence of
a racial slur does not automatically merit an Abuse
annotation, as evident in the following example:

(1) In the span of 5 min I have been both called a
"toxic fan" for not liking the Kenobi show and
a "Zionazi" by a fan of the show. Maybe you
should reconsider who are the "toxic" ones
(None)

The second most common category is Call for
Anti-Group Action, followed by Prejudice and
Contempt, with the most uncommon category be-
ing Holocaust Denial.

Table 4 displays the inter-category correlations
(measured in Pearson’s r) in the sample dataset. In
general, no considerable correlations were found
between any two categories. Abuse was found to be
somewhat correlated with Call for Anti-Group
Action (r = 0.2332), and to a lesser degree with
Prejudice (r = 0.1644). Naturally, calls for vio-
lence and prejudiced expressions are often accom-
panied by abusive language, for example:

(2) Ahhhhhh the good old days , yids were bums
then still bums now. (Abuse, Prejudice)

A minor correlation between Prejudice and
Contempt (r = 0.1227) is possibly an indication
that prejudiced perspectives serve as a kind of "ra-
tionale" for hate that does not always require the
more emotional use of abusive language. This is
demonstrated in the following example:

(3) Perhaps America is just too fat, spoiled and
lazy not to be noosed by the Jews into another
low road oblivion that profits the jews. It

seems incapable of tweaking itself or nurtur-
ing and governing through its’ higher itself.
Better perhaps to help it rot? (Prejudice,
Contempt)

Another minor correlation between Prejudice
and Holocaust Denial (r = 0.1388) may be at-
tributed to the fact that both categories are closely
associated with conspiracy theories.

4 Conclusion

In this paper, we address the task of capturing and
characterizing hate speech directed towards Jews
in Twitter posts. For that purpose, we devised a
novel annotation scheme that encodes five differ-
ent aspects of hate speech, four of which are not
specific to our target group (Jews), allowing us to
factorize the generally amorphous concept of “hate”
into more concretely defined aspects. We utilized
the Twitter API v2 to collect and assemble a corpus
of Twitter conversations in English containing over
2.9M tweets, using two types of keyword filters
(neutral and racial) to maximize the likelihood of
retrieving tweets that contain expressions of hate
towards Jews. We then used our annotation scheme
to annotate a sample of 1,050 tweets, and demon-
strated its potential contribution through select ex-
amples. We intend to make all of these resources
(tweet corpus, annotation guidelines and sample
dataset) available to the research community.

We are currently engaged in an ongoing effort to
train additional annotators and use our assembled
tweet corpus to produce a large and comprehensive
annotated dataset. We are also working – in parallel
– on assembling and annotating a similar corpus for
Muslim-related hateful expressions.

Another direction we are currently pursuing is
taking advantage of the fact that the corpus is com-
prised of complete Twitter conversations, to an-
notate expressions of hate in the context of the
conversation which the tweet is a part of (rather
than just based on the content of the tweet itself).
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For example, replying to a hateful post with strong
agreement may be considered as hate speech only if
the context (preceding posts) is taken into account.
Using the hierarchical structure of the conversa-
tion will allow not only encoding such cases, but
also modelling the dynamics of hate speech as it
progresses through the conversation and over time.

In addition, we plan to utilize the tweet cor-
pus to explore counter-hate speech (Benesch et al.,
2016; Wright et al., 2017; Garland et al., 2020). As
these types of expressions are reactive by nature,
complete Twitter conversations are instrumental
in addressing and analyzing them. Augmenting
hate-speech annotated Twitter conversations with
counter-hate annotation will allow us to explore the
inter-changing dynamics of hate and counter-hate
speech, as well as which kinds of counter messages
are tailored to the different hate categories. We
might find for example that the effective counter
messages for abusive speech are those that attack
the user, while most effective counter messages for
prejudice deliver data and facts to contradict the
prejudiced beliefs.

Limitations

There are three main limitations to our work. One
limitation results directly from the single target
group included in our analysis (Jews). While our
annotation scheme was designed to be as general
as possible (with the exception of the Holocaust
Denial category), applying it to a single target
group does not allow us to evaluate the extent of its
generalizability to other target groups.

A second limitation has to do with messages that
support and fuel hate, without containing actual
hateful content (expressing agreement with another
hateful message). While such messages may spread
hate, they would not be encoded in our annotation
setup, since the message context (e.g., the surround-
ing conversation) is not taken into account during
the annotation process.

Thirdly, our annotation scheme does not cur-
rently account for how the annotated hate is per-
ceived by the message’s readers. This informa-
tion may lie in the reaction incurred by the hateful
message – the tweet’s replies, as well as the its
meta-data (number of likes, quotes, etc.).

By applying the annotation to other target
groups, and by annotating complete conversations
(thus capturing the context of the tweets), future
research could address the three limitations.
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Abstract

The automated detection of harmful language
has been of great importance for the online
world, especially with the growing importance
of social media and, consequently, polarisation.
There are many open challenges to high qual-
ity detection of harmful text, from dataset cre-
ation to generalisable application, thus calling
for more systematic studies. In this paper, we
explore re-annotation as a means of examin-
ing the robustness of already existing labelled
datasets, showing that, despite using alterna-
tive definitions, the inter-annotator agreement
remains very inconsistent, highlighting the in-
trinsically subjective and variable nature of the
task. In addition, we build automatic toxicity
detectors using the existing datasets, with their
original labels, and we evaluate them on our
multi-definition and multi-source datasets. Sur-
prisingly, while other studies show that hate
speech detection models perform better on data
that are derived from the same distribution as
the training set, our analysis demonstrates this
is not necessarily true.

1 Introduction

Many forms of harmful language impact social
media despite efforts —legal and technological—
to suppress it.1 Social media has been under sig-
nificant scrutiny with regard to the effectiveness
of their anti-hate speech policies, which usually
involve users manually reporting a potentially ma-
licious post in order to trigger a human review, and
platforms adjusting their community guidelines by,
for example, banning hateful comments, and em-
ploying automated moderation assistants.

A robust and general solution to the problem
does not yet exist, and given that there are many
factors that influence the phenomenon of online
hate speech, we expect this area of research to con-
tinue to pose significant challenges. One of the

1https://edition.cnn.com/2022/06/14/asia/
japan-cyberbullying-law-intl-hnk-scli/index.html

main reasons is that harmful language detection
is an inherently subjective task. There have been
many attempts to approach harmful language detec-
tion by introducing or selecting specific definitions
(Fortuna et al., 2020). From blanket terms, such
as abusiveness and offensiveness to sub-categories,
such as misogyny and cyber-bullying, researchers
have explored many variants. However, this begs
the question of how to select and compare the
possible definitions, especially when some cate-
gories are more efficient for cross-dataset training
than others (Fortuna et al., 2021). The problem
gets more intricate when multiple languages are in-
volved, and when the translation of a term does not
necessarily carry the same implications as in the
source language. This can have significant implica-
tions for the development of cross-lingual systems
(Bigoulaeva et al., 2021; Deshpande et al., 2022).

In this study, we attempt to shed light on the
effectiveness of different definitions of harmful lan-
guage both for annotation purposes and model de-
velopment. We use the term “harmful language”
as a wildcard term that can be potentially replaced
with terms like toxic, hate speech, and offensive-
ness, among others. We perform a re-annotation
of existing datasets with a range of definitions
and replicate the experiments to assess robustness.
Then, we perform a qualitative error analysis on
the re-annotations, showing that even instances that
contain potentially harmful terms might not be per-
ceived as harmful by annotators, underlining the
subjectivity of the task. Finally, we analyse the
generalisability of the existing datasets across the
different definitions by training BERT-based classi-
fiers with the original annotations and with our re-
annotations, concluding that evaluating on broader
definitions can yield higher accuracy.

The rest of this article is structured as follows.
Section 2 overviews existing studies on the issue
of the definition of harmful language and its impli-
cations, as well as how state-of-the-art (SOTA) sys-
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tems handle generalisability. Section 3 presents our
re-annotation strategy. In Section 4, we describe
our experimental setup for training and evaluating
with the the original and the re-annotated datasets.
Finally, after presenting our results in Section 4.3,
we assess our contribution in Section 5, concluding
by speculating on limitations and future work.

Disclaimer: This paper contains potentially offen-
sive, toxic, or otherwise harmful language.

2 Related Work

Harmful language is becoming all the more fre-
quent due to the widespread use of social media
and the Internet, thus creating a vicious cycle that
compromises the civility of the online community
and threatens a healthy user experience (Nobata
et al., 2016). The need for automatically moder-
ating toxic language has led to the development
of a considerable body of related work, proposing
solutions and highlighting existing problems.

2.1 Generalisability

One of the most frequently discussed problems is
the inability of toxicity detection models to gen-
eralise, namely the fact that models underperform
when tested on a test set from different source than
the training set (Swamy et al., 2019; Karan and
Šnajder, 2018; Gröndahl et al., 2018). Yin and
Zubiaga (2021) claim that, when models are ap-
plied cross-lingually, this performance drop indi-
cates that model performance had been severely
over-estimated as testing on the same dataset the
training set derived from is not a realistic represen-
tation of the distribution of unseen data. Attempts
to improve the performance of such models involve
merging seen and unseen datasets, using transfer
learning, and re-labelling (Talat et al., 2018; Karan
and Šnajder, 2018). However, in the majority of
cases, instances from the source dataset are needed
to achieve high performance (Fortuna et al., 2021).
In addition, various characteristics of datasets have
been examined as variables for an effective gen-
eralisation, including the work of Swamy et al.
(2019), who suggested that more balanced datasets
are healthier for generalisation, and that datasets
need to be as representative as possible of all facets
of harmful language, in order for detection models
to generalise better.

2.2 The Challenge of Definitions

Properly defining toxic content poses a great chal-
lenge, not only in computational linguistics but
also in socio-linguistics and discourse studies. Dis-
cussing two important terms ‘trolling’ and ‘flam-
ing’, KhosraviNik and Esposito (2018) very elo-
quently suggest that “[d]espite the widespread (and
often overlapping) use of these two terms, the ut-
most complexity of the discursive practices and be-
haviours of online hostility has somehow managed
to hinder the development of principled definitions
and univocal terminology”. Regarding hate speech,
according to Davidson et al. (2017), no formal defi-
nition exists yet, while also legislation differs from
place to place, rendering the creation of a univer-
sal framework very difficult. The NLP community
usually deals with this problem by adapting defini-
tions to their specific purposes. However, Fortuna
et al. (2020) suggest that this can lead to the use of
ambiguous or misleading terms for equivalent cate-
gories. The authors come to the conclusion that it is
necessary to accurately define ‘keyterms’ in order
to achieve better communication and collaboration
in the field.

3 Methodology

Our methodology is divided in two parts. The first
part investigates whether closely-related definitions
have an effect on inter-annotator agreement while
the second part examines the compatibility and
versatility of the present datasets by using them to
train models.

3.1 Annotation Experiments

In order to study the effect of the definition on
inter-annotator agreement, we re-annotated toxic-
ity datasets by using alternating definitions and by
repeating the annotation in rounds for robustness.

Datasets For this study we try to use the same
data used in Fortuna et al. (2020) in order to pro-
duce comparable results. However, not all of the
datasets could be used, as the classes used would
make it harder for the models to generalise since
they were referring to specific target groups. For
example, the AMI (Fersini et al., 2018) and Hat-
Eval (Basile et al., 2019) datasets referred specif-
ically to women or immigrant minorities. There-
fore, the final selection of datasets includes David-
son (2017), TRAC-1 (Kumar et al., 2018b), and
Toxkaggle (Jigsaw, 2019). It must also be noted
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Term Definitions of harmful language Citation
TOXIC A rude, disrespectful, or unreasonable comment that is likely to make you leave

a discussion.
Jigsaw (2019))

ABUSIVE Hurtful language, including hate speech, derogatory language and also profanity Founta et al. (2018)
OFFENSIVE Containing “any form of non-acceptable language (profanity) or a targeted

offense, which can be veiled or direct.”
Zampieri et al. (2019)

HATE Expressing hatred towards a targeted group or is intended to be derogatory, to
humiliate, or to insult the members of the group. In extreme cases this may also
be language that threatens or incites violence.

Davidson et al. (2017)

HOTA Any of the following: Hateful, Offensive, Toxic, Abusive language (HOTA) Ours

Table 1: The terms and definitions of harmful language that were provided to the annotators during re-annotation.

that, for this research, the Davidson dataset is split
into two subsets: DavidsonHS (for hate speech)
and DavidsonOFF (for offensiveness), as the two
classes correspond to two different definitions.

Figure 1: Annotation procedure. Instances from the 4
datasets were used to create a new dataset that would
later be divided into 5 annotation batches.

Data Compilation For our annotation purposes,
we create 5 different batches of data that contain in-
stances from all aforementioned datasets. Each
batch contains an equal number of different in-
stances from each dataset, while the instances are
also shuffled. To be able to map the datasets with
the corresponding instances later in the analysis,
a code is given for each dataset, as well as to
anonymise it. The total number of instances of each
of the batches was 200 (out of which we randlomly
selected 80 as test questions, for quality control).
In each batch we keep a balanced distribution be-
tween positive and negative instances, while we
also keep the balance among the classes derived
from each dataset, following the suggestions of
Swamy et al. (2019) for better generalisation. In-
formation about class distribution for each batch
is presented in brackets in the column Classes in
Table 2.

Annotation Procedure The annotation proce-
dure consists of five annotation experiments, each
relating to a different definition for potentially
harmful content. For the annotation, we used
crowdsourcing via the Appen platform.2 The guide-
lines for the annotations can be found in the Ap-
pendix A. Since this project was carried out in
collaboration with Jigsaw, 3 the raters were com-
pensated according to the company’s regulations,
namely a compensation above minimum wage for
the annotator region (USA), based on estimates
of time to task completion. Jigsaw’s regulations
with regard to Appen annotations include review-
ing feedback from raters to insure that the task is
considered doable and that the raters feel they are
compensated fairly. Each annotation experiment
was repeated 5 times with different data each time.
This variation in the data helps to ensure that the
results are not specific to a particular dataset and
can be generalized. Regarding the guidelines, an-
notators were instructed to read carefully the given
definition and examples, and decide whether each
text was harmful or not according to the definition
provided. The same examples were provided to
the annotators across all annotation experiments,
and the only thing changed was the term and the
definition of harmful language, presented in Table
1. Since we used crowdsourcing, each batch is not
necessarily annotated by the same annotators. The
quality of the annotators was ensured provided they
answer correctly the aforementioned test questions.
The annotation procedure is also summarised in
Figure 1.

3.2 Annotation analysis
An initial exploratory analysis of the results of
the annotation not only shows low inter-annotator
agreement in general but also inconsistency both
across datasets and across repetitions. This is evi-

2https://appen.com/
3https://jigsaw.google.com/
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Figure 2: Boxplots showing Krippendorf’s alpha inter-annotator agreement. The y axis shows the Krippendorf’s
alpha values while the x axis shows the different datasets. Each plot refers to a different definition.

dent in Figure 2. Among the 5 definitions, Toxicity
and HOTA (see Table 1 for the acronym expla-
nation) show more consistent annotation despite
the low inter-annotator agreement, which is un-
der 0.5. This poses the question of whether we
should trust high inter-annotator agreement and po-
tential inconsistency among repetitions or accept a
lower but more robust inter-annotator agreement.
Moreover, looking at the inter-annotator agree-
ment per dataset, we see that instances of datasets
that were originally annotated with a given defi-
nition present a more consistent annotation when
re-annotated with another definition. For exam-
ple, we would expect DavidsonHS to have a more
consistent inter-annotator agreement when anno-
tated for hate speech, but we see that it is when
it is annotated for toxicity that the result is more
robust. Similarly, DavidsonOFF presents slightly
more consistent results when annotated for hate
speech and abusiveness rather than offensiveness.

Annotation variance can be used to isolate in-
stances with high disagreement. Table 3 presents
a subset out of the 10 instances with the high-
est variance per definition that were sampled for
the analysis. When annotated for toxicity, these
posts included forms of irony. For instance, the
example of the 1st row is possibly written by a
woman, which might mean that the intention is
not to be toxic but to cauterize misogynistic be-
haviours. In addition, many posts contained vocab-
ulary that is associated with negative sentiments,
such as “crazy”, “cheater”, and “hate”. With regard
to abusive language, annotators disagreed even for
instances that present raw profanity (“bitch”, “cock-
sucker”), potential racism as seen in the 2nd exam-
ple of the table, and ableism as seen in the third.
Similarly, when annotating for offensiveness, the
raters did not necessarily annotate positively an

instance that contained profanity. Also, racist in-
stances that do not contain obscenities might have
been trickier to classify. For example, the author
of the 4th example resorts to ostensibly logical rea-
soning that might disguise the racism that pervades
the sentence. Compared to the other definitions
that were given during the re-annotation, the sam-
pled re-annotations for hate speech did not show
any clear pattern possibly because the definition
of hate speech is more restricting referring to spe-
cific target groups. However, the same holds true
for HOTA, which was the broader term during the
re-annotation. The sample that we checked during
this qualitative analysis included profanity, refer-
ences to homosexuality or racism and misogyny, as
well as instances that did not contain any harmful
language. Noteworthy is also the fact that the sen-
tence in Example 5 appeared with high variance
in 3 out of 5 definitions, possibly because of the
mixed language use and modified words.

4 Experimental setup

4.1 Datasets

We use the same four datasets that were
used in annotation (Davidson et al., 2017; Ku-
mar et al., 2018b) to perform toxicity/hate
speech/offensiveness/aggressiveness classification.
More specifically, we first extracted the 1,000 (200
per definition) instances used for the human anno-
tation from the original datasets. Then, with the
remaining instances we created 4 balanced datasets
that contained an equal amount of positive and neg-
ative instances (2650 in total), with 10% of the data
used for development. The evaluation of the model
was carried out by calculating the accuracy with
respect to the original annotation labels and the
ones produced for the new annotation.
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Dataset Annotation Procedure Classes Source
DavidsonHS
(Davidson et al.,
2017)

Begining with the hatebase lexicon then
CrowdFlower, users coded each tweet (min-
imum number of annotations per tweet is 3
, sometimes more users coded a tweet when
judgments were determined to be unreliable
by CF).

Hate speech (25),
Not-Hate Speech
(25)

Twitter

DavidsonOFF
(Davidson et al.,
2017)

>> Offensiveness (25),
Not-offensiveness
(25)

Twitter

TRAC-1
(Zampieri et al.,
2019; Kumar
et al., 2018b,a)

The annotation was done using the Crowd-
flower platform but by what is known as ‘in-
ternal’ annotators in the Crowdflower lingo.
The whole of annotation was done by 4 an-
notators – all of them were native speakers
of Hindi, with a nativelike competence in En-
glish and were pursuing a doctoral degree in
Linguistics.

Overtly Aggres-
sive (OAG) (13),
Covertly Aggressive
(CAG) (12), Non-
Aggressive (NAG)
(25)

Facebook

Toxkaggle (Jig-
saw, 2019)

Not provided. Threat (3), Identity
hate (3), Severe
Toxic (3), Insult (3),
Obscene (4), Toxic
(9), NonToxic (25)

Wikipedia

Table 2: Basic description of dataset. This table was inspired by a similar table found in Fortuna et al. (2020).
Davidson (2017) dataset was split into two separate datasets as Hate Speech and Offensives are too different as
definitions.

4.2 Model training

We fine-tuned BERT with early stopping,4 using
patience of 3 and a max length defined per dataset,
i.e., the mean length with one unit of standard de-
viation: 30 tokens for DavidsonHS, 37 for David-
sonOFF, 70 for Trac-1, and 100 for Toxkaggle. The
code is publicly available.5

4.3 Results

We assess the classifiers using both the original and
the re-annotated ground truth.
Using the source annotations as our evaluation
ground truth, the accuracy of the classifiers is pre-
sented in Figure 3. We observe that when the model
is trained on DavidsonHS datasets, it reaches an
accuracy of more than 0.75 in all test sets. As
expected the accuracy is higher when the model
is also tested on DavidsonHS. When the model is
trained on DavidsonOFF the accuracy is high only
when tested again on DavidsonOFF. Training on

4We used the base model and the KTRAIN library.
5https://github.com/katkorre/

reannotation-robustness.git

Figure 3: Heatmap showing the accuracy on the differ-
ent test sets using the original ground truth (horizontally)
when the model is trained on each corresponding dataset
(vertically).

Toxkaggle results in more than 0.70 accuracy in all
test sets, with the the highest accuracy in the TRAC-
1 test set (0.81). TRAC-1, on the other hand, shows
the lowest accuracy across all test sets (0.65-0.72),
with the highest accuracy obtained when tesing on
DavidsonHS.
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Example Source
1. according to you my place is in kitchen. Excuse me while I take out the trash Davidson
2. It’s because you can’t bend me, you can’t buy me and you can’t make me into your

nigger!
Davidson

3. California’s biggest retards Davidson
4. “Just because she has light skin doesn’t mean anything... I know some Asian with

really dark brown skin but that doesn’t make them any less Chinese”
Toxkaggle

5. and we shud also destroy taj mahal... qutub minar ....laal qila aftr that visiters
seen only GBRoad vd hvng a fun vd ur neighbours

TRAC-1

Table 3: Texts from the evaluation sets with the highest variance of inter-annotator agreement.

Evaluation (re-annotated)
Training Definition DavidsonHS DavidsonOFF TRAC-1 Toxkaggle

Toxicity 0.75 (-0.07) 0.69 (-0.10) 0.75 (-0.04) 0.83 (+0.08)
Hate Speech 0.64 (-0.18) 0.59 (-0.20) 0.58 (-0.21) 0.59 (-0.16)

DavidsonHS Offensiveness 0.64 (-0.18) 0.64 (-0.15) 0.56 (-0.23) 0.62 (-0.13)
Abusiveness 0.63 (-0.19) 0.57 (-0.22) 0.62 (-0.17) 0.59 (-0.16)
HOTA 0.76 (-0.06) 0.78 (-0.01) 0.78 (-0.01) 0.82 (+0.07)
Toxicity 0.64 (+0.04) 0.72 (-0.10) 0.83 (+0.20) 0.75 (+0.14)
Hate Speech 0.58 (-0.10) 0.63 (-0.19) 0.59 (-0.04) 0.59 (-0.02)

DavidsonOFF Offensiveness 0.50 (-0.18) 0.66 (-0.16) 0.56 (-0.07) 0.59 (-0.02)
Abusiveness 0.57 (-0.11) 0.61 (-0.21) 0.62 (-0.01) 0.60 (-0.01)
HOTA 0.62 (-0.06) 0.76 (-0.06) 0.84 (+0.21) 0.74 (+0.13)
Toxicity 0.67 (-0.05) 0.59 (-0.06) 0.50 (-0.18) 0.53 (-0.13)
Hate Speech 0.69 (-0.03) 0.66 (+0.01) 0.53 (-0.15) 0.63 (-0.03)

TRAC-1 Offensiveness 0.69 (-0.03) 0.63 (-0.02) 0.55 (-0.13) 0.66 (=)
Abusiveness 0.70 (-0.02) 0.64 (-0.01) 0.51 (-0.17) 0.65 (+0.01)
HOTA 0.71 (-0.01) 0.66 (+0.01) 0.47 (-0.21) 0.57 (-0.09)
Toxicity 0.73 (-0.04) 0.67 (-0.04) 0.77 (-0.04) 0.85 (+11)
Hate Speech 0.68 (-0.09) 0.67 (-0.09) 0.63(-0.18) 0.61 (-0.13)

Toxkaggle Offensiveness 0.67(-0.10) 0.69 (-0.02) 0.63(-0.18) 0.68(-0.06)
Abusiveness 0.71 (-0.06) 0.65 (-0.06) 0.63 (-0.18) 0.61 (-0.13)
HOTA 0.79 (+0.02) 0.77 (+0.06) 0.81 (=) 0.83 (+0.08)

Table 4: Accuracy of BERT trained per dataset (1st column), using the original annotations, and evaluated on our
re-annotations per definition. In parentheses is the accuracy increase (green) or decrease (red) compared to the
scores obtained on the evaluation data with the original annotations (Figure 3).

Using our re-annotations as the evaluation ground
truth, is shown in Table 4. Models did not manage
to generalise across datasets consistently, which is
shown by the fact that accuracy decreases, in com-
parison to the scores obtained when the original an-
notations were used for testing our models. There
are sparse exceptions were the accuracy increases,
for example, when training on Toxkaggle and test-
ing on re-annotations of HOTA, where results were
equal (TRAC-1) or better (DavidsonHS, David-
sonOFF, Toxkaggle). In general, the highest accu-
racy, although still low in terms of what current lan-
guage models can achieve, is achieved when test-

ing either on the toxicity or HOTA re-annotations.
Excluding Toxkaggle, however, we observe that
accuracy deteriorated in our re-annotations even
when evaluating on test sets derived from the same
source as the training set, except for TRAC-1 that
it presents a slight increase of 0.01 when testing on
hate speech and HOTA.

5 Discussion

Taking into account the existing literature (Fortuna
et al., 2020; Karan and Šnajder, 2018; Swamy et al.,
2019; Yin and Zubiaga, 2021), this study confirms
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that models face a serious difficulty generalising.
Yet, our results show a promising aspect when it
comes to model reproducibility for harmful lan-
guage detection purposes, as well as building ro-
bust datasets though a robust annotation procedure.

5.1 Accuracy per definition
Models perform better in the two most general def-
initions, i.e., Toxicity and HOTA (Table 4). This
can be due to pragmatic reasons, namely classify-
ing items using broad definitions can be an easier
task for both the annotators and the models. On the
other hand, it might be a matter of compatibility
between the training data and the testing data. For
example, the classes used in the re-annotation pro-
cedure were more similar to the ones used in the
two Davidson sub-sets and Toxkaggle, while they
were more different compared to TRAC-1, where
another definition was originally used (aggressive-
ness), which we did not include in our experiments.

5.2 Robustness and reproducibility
If we consider the evaluation on the original gold
labels (Figure 3) as the baseline of the experiment,
and compare with the re-annotations (Figure 4, we
see that in many cases the performance fluctuates
when the models are tested on our re-annotated
data. Specifically, the performance drops when the
models are tested on the re-annotations of the same
source as the training set, while it can occasion-
ally increase when tested on the re-annotations of a
different source from that of the training set. This
implies that the models’ performance is sensitive
to the specific data sources used for re-annotation.
It suggests that it is possible that the models may
struggle to generalise well to new data from the
same source, resulting in a drop in performance
and contrasting previous studies. On the other
hand, there are cases that when presented with
re-annotations from a different source and under
certain conditions (providing a specific definition),
the models might perform better, indicating a po-
tential capability to generalise across different data
sources, even when the source of the test set is
different from that of the training set.

5.3 Drawing the line
Focusing on such differences among different
datasets could enable researchers to outline the
DOs and DON’Ts for annotations and dataset cre-
ation. Finding the correct combination between the
appropriate definition to use and the correct data

source can be pivotal for an efficient harmful lan-
guage detection model. Moreover, we underline
the need for parallel annotation (both longitudi-
nal and by increasing the number of annotators)
as “collecting the opinions of more users gives a
more detailed picture of objective (or intersubjec-
tive) hatefulness” (Roß et al., 2016). According
to Fortuna et al. (2020), fine-grained toxicity cat-
egories are not the optimum option, while more
general categories yield better results. Considering
that, for the purposes of this experiment, we tried
to binarise and simplify the datasets, as much as
possible, by separating the Davidson dataset and
by merging the subcategories in TRAC-1 and Toxk-
aggle. However, this did not help the performance
when it comes to TRAC-1. One possible reason
behind this could be the fact that TRAC-1 contains
implicit aggressiveness that is harder to detect, even
when the model is trained on the respective dataset.
The difficulty to detect implicit aggressiveness or
other forms of harmful language is not only true
for models, but also for human annotators, as we
saw in Section 3.1.

6 Conclusion

In spite of recent advances, model generalisation
and method robustness still has a long way to go
especially regarding harmful language online. In
this study, we attempt to shed some light on the is-
sue, first, by performing a re-annotation experiment
with existing datasets employing crowdsourcing an-
notators and, second, by using the same datasets
to train a baseline model as an automatic annota-
tor. The human annotation shows that, although
in most cases the annotations were inconsistent,
Toxicity and HOTA (any of the following: Hate-
ful, Offensive, Toxic, Abusive language) appear to
be the most consistent definitions, indicating that
the broader the term used the more robust the an-
notations The experimental model, on the other
hand, showed that, assessing on data from the same
source as the training set, when using the original
ground truth, can yield higher accuracy compared
to assessing data from a different source, confirm-
ing previous studies. Yet, this cannot be used as a
rule of thumb since testing on the re-annotations
showed that the performance can drop when testing
on the data from the same source as the training
set and it can increase when testing on previously
completely unseen data.
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Limitations

Our study is limited in three perspectives. First,
not all datasets relevant to toxicity have been stud-
ied. Also, we only experimented with BERT-based
classifiers. We let the study of more datasets and
algorithms for future work. Another limitation is
that our annotation is only based on crowdsourcing,
but the opinion of expert annotators could also be
acquired. We note that such an extension would
also allow a study of the effect of the quality of the
two different approaches (crowdraters vs. experts)
on model performance.

Ethical statement

The ethical considerations of this study mainly
concern the re-annotation procedure. The origi-
nal datasets were anonymised before re-annotating.
After the re-annotation, and as instructed by the
Appen platform, we avoided including any sensi-
tive information of the annotators by only using
their IDs for identifying any particular instance.
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Figure 4: Instructions during re-annotation, using the term and definition of Toxicity.

Figure 5: Interface for re-annotation.
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Abstract
The automatic detection of hate speech on-
line is an active research area in NLP. Most
of the studies to date are based on social me-
dia datasets that contribute to the creation of
hate speech detection models trained on them.
However, data creation processes contain their
own biases, and models inherently learn from
these dataset-specific biases. In this paper, we
perform a large-scale cross-dataset compari-
son where we fine-tune language models on
different hate speech detection datasets. This
analysis shows how some datasets are more
generalizable than others when used as train-
ing data. Crucially, our experiments show how
combining hate speech detection datasets can
contribute to the development of robust hate
speech detection models. This robustness holds
even when controlling by data size and com-
pared with the best individual datasets.

1 Introduction

Social media has led to a new form of communi-
cation that has changed how people interact across
the world. With the emergence of this medium,
hateful conduct has also found a place to propagate
online. From more obscure online communities
such as 4chan (Knuttila, 2011) and Telegram rooms
(Walther and McCoy, 2021) to mainstream social
media platforms such as Facebook (Del Vigna12
et al., 2017) and Twitter (Udanor and Anyanwu,
2019), the spread of hate speech is an on going
issue.

Hate speech detection is a complex problem that
has received a lot of attention from the Natural
Language Processing (NLP) community. It shares
a lot of challenges with other social media prob-
lems (emotion detection, offensive language de-
tection, etc), such as an increasingly amount of
user generated content, unstructured (Elsayed et al.,
2019) and constantly evolving text (Ebadi et al.,
2021), and the need of efficient large scale solu-
tions. When dealing with hate speech in particular,

one has to consider the sensitivity of the topics,
their wide range (e.g. sexism, sexual orientation,
racism), and their evolution through time and loca-
tion (Matamoros-Fernández and Farkas, 2021). Un-
derstanding the extent of the problem and tracking
hate speech online through automatic techniques
can therefore be part of the solution of this ongoing
challenge. One way to contribute to this goal is
to both improve the current hate speech detection
models and, crucially, the data used to train them.

The contributions of this paper are twofold.
First, we provide a summary and unify existing
hate speech detection datasets from social me-
dia, in particular Twitter. Second, we analyse
the performance of language models trained on
all datasets, and highlight deficiencies in generali-
sation across datasets, including the evaluation in a
new independently-constructed dataset. Finally, as
a practical added value stemming from this paper,
we share all the best models trained on the unifica-
tion of all datasets, providing a relatively small-size
hate speech detection model that is generalisable
across datasets.1

Content Warning The article contains examples
of hateful and abusive language. The first vowel in
hateful slurs, vulgar words, and in general profanity
language is replaced with an asterisk (*).

2 Related Work

Identifying hate speech in social media is an in-
creasingly important research topic in NLP. It is of-
ten framed as a classification task (binary or multi-
class) and through the years various machine learn-
ing and information sources approaches have been

1The best binary hate speech detection model is available at
https://huggingface.co/cardiffnlp/twitter-rober
ta-base-hate-latest; the multiclass hate speech detection
model identifying target groups is available at https://hu
ggingface.co/cardiffnlp/twitter-roberta-base-hat
e-multiclass-latest. These models have been integrated
into the TweetNLP library (Camacho-Collados et al., 2022).
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utilised (Mullah and Zainon, 2021; Ali et al., 2022;
Khanday et al., 2022; del Valle-Cano et al., 2023).
A common issue of supervised approaches lies not
necessarily with their architecture, but with the
existing hate speech datasets that are available to
train supervised models. It is often the case that
the datasets are focused on specific target groups
(Grimminger and Klinger, 2021), constructed us-
ing some specific keyword search terms (Waseem
and Hovy, 2016; Zampieri et al., 2019), or have
particular class distributions (Basile et al., 2019)
that leads to a training process that may or may
not generalise. For instance, Florio et al. (2020)
analysed the temporal aspect of hate speech, and
demonstrate how brittle hate speech models are
when evaluated on different periods. Recent work
has also shown that there is a need to both focus on
the resources available and also try to expand them
in order to develop robust hate speech classifiers
that can be applied in various context and in dif-
ferent time periods (Bourgeade et al., 2023; Bose
et al., 2022).

In this paper, we perform a large-scale evaluation
to analyse how generalisable supervised models are
depending on the underlying training set. Then, we
propose to mitigate the relative lack of generali-
sation by using datasets from various sources and
time periods aiming to offer a more robust solution.

3 Data

In this section, we describe the data used in our ex-
periments. First, we describe existing hate speech
datasets in Section 3.1. Then, we unify those
datasets and provide statistics of the final data in
Section 3.2

3.1 Hate Speech datasets

In total, we collected 13 datasets related to hate
speech in social media. The datasets selected are di-
verse both in content, different kind of hate speech,
and in a temporal aspect.

Measuring hate speech (MHS) MHS (Kennedy
et al., 2020; Sachdeva et al., 2022) consists of
39,565 social media (YouTube, Reddit, Twitter)
manually annotated comments. The coders were
asked to annotate each entry on 10 different at-
tributes such as the presence of sentiment, respect,
insults and others; and also indicate the target of
the comment (e.g. age, disability). They use Rasch
measurment theory (Rasch, 1960) to aggregate the

annotators’ rating in a continuous value that indi-
cates the hate score of the comment.

Call me sexist, but (CMS) This dataset of 6,325
entries (Samory et al., 2021) focuses on the aspect
of sexism and includes social psychology scales
and tweets extracted by utilising the "Call me sexist,
but" phrase. The authors also include two other
sexism datasets (Jha and Mamidi, 2017; Waseem
and Hovy, 2016) which they re-annotate. Each
entry is annotated by five coders and is labelled
based on its content (e.g. sexist, maybe-sexist) and
phrasing (e.g. civil, uncivil).

Hate Towards the Political Opponent (HTPO)
HTPO (Grimminger and Klinger, 2021) is a col-
lection of 3,000 tweets related to the 2020 USA
presidential election. The tweets were extracted us-
ing a set of keywords linked to the presidential and
vice presidential candidates and each tweet is an-
notated for stance detection (in favor of/against the
candidate) and whether it contains hateful language
or not.

HateX HateX (Mathew et al., 2021) is a collec-
tion of 20,148 posts from Twitter and Gab extracted
by utilising relevant hate lexicons. For each entry,
three annotators are asked to indicate: (1) the exis-
tence of hate speech, offensive speech, or neither
of them, (2) the target group of the post (e.g. Arab,
Homosexual), and (3) the reasons for the label as-
signed.

Offense The Offense dataset (Zampieri et al.,
2019) contains 14,100 tweets extracted by utilising
a set of keywords and categorises them in three
levels: (1) offensive and non-offensive; (2) tar-
geted/untargeted insult; (3) targeted to individual,
group, or other.

Automated Hate Speech Detection (AHSD) In
this dataset, (Davidson et al., 2017) the authors
utilise a set of keywords to extract 24,783 tweets
which are manually labelled as either hate speech,
offensive but not hate speech, or neither offensive
nor hate speech.

Hateful Symbols or Hateful People? (HSHP)
This is a collection (Waseem and Hovy, 2016) of
16,000 tweets extracted based on keywords related
to sexism and racism. The tweets are annotated as
on whether they contain racism, sexism or neither
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of them by three different annotators.2

Are You a Racist or Am I Seeing Things? (AYR)
This dataset (Waseem, 2016) is an extension of
Hateful Symbols or Hateful People? and adds the
"both" (sexism and racism) as a potential label.
Overlapping tweets were not considered.

Multilingual and Multi-Aspect Hate Speech
Analysis (MMHS) MMHS (Ousidhoum et al.,
2019) contains hateful tweets in three different lan-
guages (English, French, Arabic). Each tweet has
been labelled by three annotators on five different
levels: (1) directness, (2) hostility (e.g. abusive,
hateful), (3) target (e.g. origin, gender), (4) group
(e.g. women, individual) and (5) annotator emotion
(disgust, shock, etc). A total of 5,647 tweets are
included in the dataset.

HatE HatE (Basile et al., 2019) consists of En-
glish and Spanish tweets (19,600 in total) that are
labelled on whether they contain hate speech or not.
The tweets in this dataset focus on hate speech to-
wards two groups: (1) immigrants and (2) women.

HASOC This dataset (Mandl et al., 2019) con-
tains 17,657 tweets in Hindi, German and English
which are annotated on three levels: (1) whether
they contain hate-offensive content or not; (2) in the
case of hate-offensive tweets, whether a post con-
tains hate, offensive, or profane content/words; (3)
on the nature of the insult (targeted or un-targeted).

Detecting East Asian Prejudice on Social Me-
dia (DEAP) This is a collection of 20,000 tweets
(Vidgen et al., 2020) focused on East Asian preju-
dice, e.g. Sinophobia, in relation to the COVID-19
pandemic. The annotators were asked to labelled
each entry based on five different categories (hos-
tility, criticism, counter speech, discussion, non-
related) and also indicate the target of the entry
(e.g. Hong Kongers, China).

Large Scale Crowdsourcing and Characteriza-
tion of Twitter Abusive Behavior (LSC) The
dataset (Founta et al., 2018) consists of 80,000
tweets extracted using a boosted random sample
technique. Each tweet is labelled as either offen-
sive, abusive, hateful, aggressive, cyberbullying or
normal.

2A subset of the dataset is included in the Call me sexist,
but and is not considered.

3.2 Unification
Even though all of the datasets that were collected
revolve around hate speech, there are major dif-
ferences among them in terms of both format and
content. We attempt to unify the datasets by stan-
darizing their format and combining the available
content into two settings: (1) binary hate speech
classification and (2) a multiclass classification task
including the target group. We note that in cases
where the original annotation results were provided,
we decided to assign a label if at least two of the
coders agree on it and not necessarily the majority
of them. This approach can lead to a more realis-
tic dataset and contribute in creating more robust
systems (Antypas et al., 2022; Mohammad et al.,
2018).

3.2.1 Initial preprocessing
For each dataset collected, a simple preprocessing
pipeline is applied. Firstly, any non-Twitter con-
tent is removed; despite the similarities between
the content shared in various social media (e.g. in-
ternet slang, emojis), Twitter displays unique char-
acteristics, such as the concept of retweets and
shorter texts, which differentiate it from other plat-
forms such as Reddit or Youtube (Smith et al.,
2012). Moreover, as our main consideration is hate
speech in the English language, we exclude any
non-English subset of tweets, and also verify the
language by using a fastText based language identi-
fier (Bojanowski et al., 2017). Finally, considering
that some datasets in this study utilise similar key-
words to extract tweets, we remove near duplicated
entries to avoid any overlap between them. This
is accomplished by applying a normalisation step
where entries that are considered duplicated based
on their lemmmatised form are ignored. Also, all
URLs and mentions are removed.

As a final note, three of the datasets (HSHP, AYR,
LSC) were dehydrated using the Twitter API since
only their tweet IDs and their labels were publicly
available. Unfortunately, a significant number of
tweets (≈ 10, 000) were no longer available from
the API.

3.2.2 Binary Setting
The majority of the datasets collected are either set
as a binary hate classification task and no further
preprocessing is applied (HTPO), or offer a more
fine-grained classification of hate speech (e.g. Ha-
teX, CMS) where we consider all "hate" subclasses
as one. In general, when a dataset focuses on a spe-
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cific type of hate speech (e.g. sexism) we map it as
hate speech. Notable exceptions are: (1) The MSH
dataset, where a continues hate score is provided
which is transformed into a binary class according
to the mapping proposed by the original authors.
(2) Datasets that consist of offensive speech but
also provide information about the target of the
tweet. In these cases, (Offense), we consider only
entries that are classified as offensive and are tar-
geting a group of people and not individuals. Our
assumption is that offensive language towards a
group of people is highly likely to target protected
characteristics and thus be classified as hate speech.
(3) Finally, only entries classified as hate speech
were considered in datasets where there is a clear
distinction between hate, offensive, or profound
speech (LSC, AHSD, HASOC). All data labelled as
normal or not-hateful are also included as not-hate
speech.

3.2.3 Multiclass Setting

Having established our binary setting, we aggre-
gated the available datasets aiming to construct a
more detailed hate speech classification task. As
an initial step, all available hate speech sub-classes
present were considered. However, this led to a
very detailed but sparse hate taxonomy, with 44 dif-
ferent hate speech categories, but with only a few
entries for some of the classes (e.g. "economic"
category with only four tweets present). Aiming
to create an easy-to-use and extendable data re-
source, several categories were grouped together.
All classes related to ethnicity (e.g. Arab, Hispanic)
or immigration were grouped under racism, while
religious categories (e.g. Muslim, Christian) were
considered separately. Categories related to sex-
uality and sexual orientation (e.g. heterosexual,
homosexual) were also grouped in one class, and
tweets with topics regarding gender (men, women)
constitute the sexism class. Finally, all entries la-
belled as "not-hate" speech were also included. To
keep our dataset relatively balanced we also ig-
nored classes that constitute less than 1% of the
total hate speech data. Overall, the multiclass set-
ting proposed consists of 7 classes: Racism, Sexism,
Disability, Sexual orientation, Religion, Other, and
Not-Hate. It is worth noting that tweets falling
under the Other class do not belong to any of the
other five hate speech classes.

3.2.4 Statistics and Data Splits
In total, we collected 83,230 tweets, from 13 dif-
ferent datasets (Table 1), of which only 33% are
classified as hate speech. This unified dataset may
seem imbalanced but it is commonly assumed that
only around 1% of the content shared on social
media contains hate speech (Pereira-Kohatsu et al.,
2019). When considering the multiclass setting,
the hate speech percentage decreases even more
with only 26% of tweets labelled as a form of hate
speech, with the religion class being the least pop-
ular with only 709 entries.

The data in both settings (binary & multiclass)
are divided into train and test sets using a stratified
split to ensure class balance between the splits (Ta-
ble 2). In general, for each dataset present, we allo-
cate 70% as training data, 10% as validation, and
20% as test data. Exceptions to the aforementioned
approach are datasets where the authors provide a
preexisting data split which we use.

4 Evaluation

We present our main experimental results com-
paring various language models trained on single
datasets and in the unified dataset presented in the
previous section.

4.1 Experimental Setting
Models. For our experiments we rely on four
language models of a similar size, two of them be-
ing general-purposes and the other two specialized
on social media: BERT-base (Devlin et al., 2019)
and RoBERTa-base (Liu et al., 2019) as general-
purpose models; and BERTweet (Nguyen et al.,
2020) and TimeLMs-21 (Loureiro et al., 2022) as
language models specialized on social media, and
particularly Twitter. There is an important differ-
ence between BERTweet and TimeLMs-21: since
BERTweet was trained from scratch, TimeLMs-21
used the RoBERTa-base checkpoint as initializa-
tion and then continued training on a Twitter cor-
pus. An SVM classifier is also utilized as a baseline
model.

Settings. Aiming to investigate the effect of a
larger and more diverse hate speech training cor-
pus on various types of hate speech, we perform
an evaluation on both the binary and multiclass
settings described in Section 3.2. Specifically, for
the binary setting we fine-tune the models selected
first on each individual dataset, and secondly while
using the unified dataset created. For the multiclass
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Dataset Binary Multiclass
hate not-hate racism sexism sexual orientation disability religion other

HatE 5303 7364 2474 2829 -
MHS 2485 5074 735 784 251 21 246 10
DEAP 3727 105 3727 -
CMS 1237 10861 - 1237 -
Offense 1142 12547 -
HateX 2562 5678 757 492 407 30 239 143
LSC 889 1267 -
MMHS 5392 - 472 764 512 1387 224 2033
HASOC 1237 4348 -
AYR 393 1246 42 343 -
AHSD 1363 4088 -
HTPO 351 2647 -
HSHP 1498 426 9 1489 -
Total 27,579 55,651 8,216 7,938 1,170 1,438 709 2,186

Table 1: Distribution of tweets gathered across hate speech datasets, including those where the target information is
available (multiclass).

Dataset train test
not-hate hate not-hate hate

AHSD 3270 1090 818 273
AYR 996 314 250 79
CMS 8688 989 2173 248
DEAP 84 2981 21 746
HASOC* 3489 1113 859 124
HSHP 341 1197 85 301
HTPO* 2106 292 541 59
HatE* 5757 4197 1607 1106
HateX 4542 2050 1136 512
LSC 1013 711 254 178
MHS 4058 1988 1016 497
Offense* 10037 913 2510 229
All 44,381 17,835 11,270 4,352

Table 2: Binary class distribution in train and test splits
of the unified hate speech datasets. * indicates datasets
where preexisting train/test splits were available and
retrieved.

setting, we considered the unified and the HateX
dataset, which includes data for all classes. In total,
we fine-tuned 54 different binary3 and 8 multiclass
models.

Training. The implementations provided by Hug-
ging Face (Wolf et al., 2020) are used to train
and evaluate all language models, while we utilise
Ray Tune (Liaw et al., 2018) along with HyperOpt
(Bergstra et al., 2022) and Adaptive Successive

3MMHS dataset was used only for the training/evaluation
of the unified dataset as it is lacking the not-hate class

Halving (Li et al., 2018) for optimizing the learn-
ing rate, warmup steps, number of epochs, and
batch size, hyper-parameteres of each model.4

Evaluation metrics. The macro-averaged F1
score is reported and used to compare the perfor-
mance of the different models. Macro-F1 is com-
monly used in similar tasks (Basile et al., 2019;
Zampieri et al., 2020) as it provides a more con-
crete view on the performance of each model.

4.2 Datasets
For training and evaluation, we use the splits de-
scribed in Section 3.2.4. As described above, for
each language model we trained on each dataset
training set independently, and in the combination
of all dataset-specific training sets. The results
on the combination of all datasets are averaged
across each dataset-specific test set (AVG), i.e.,
each dataset is given the same weight irrespective
of its size. In addition to the datasets presented
in Section 3.1, we constructed an independent test
set (Indep) to test the robustness of models outside
existing datasets.

Independent test set (Indep). This dataset was
built by utilising a set of keywords related to the
International Women’s Day and International Day
Against Homophobia, Transphobia and Biphobia
and extracting tweets from the respected days of
2022. Then, these tweets were manually annotated

4Optimal hyperparameters can be found in Table 5 in the
Appendix
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Model Train HatE MHS DEAP CMS Off. HateX LSC HASOC AYR AHSD HTPO HSHP AVG IndepData Size

BERTweet
All 58213 57.1 87.7 57.7 82.4 59.4 75.1 61.5 59.4 85.5 90.2 59.5 65.4 70.1 61.0
All* 5290 51.1 80.5 53.7 73.1 60.8 67.3 72.1 63.9 85.6 85.4 67.6 62.1 68.6 69.2
MHS 5291 65.5 89.3 13.3 50.6 53.2 69.6 58.8 58.0 66.8 78.8 67.7 28.6 58.3 58.6

TimeLMs
All 58213 54.2 86.6 68.0 79.7 56.9 74.8 59.1 63.2 87.2 89.4 65.2 64.5 70.7 63.7
All* 1146 48.3 74.9 49.3 69.3 54.7 59.7 63.8 63.8 82.3 79.9 59.6 63.0 64.0 70.6
AYR 1147 61.0 71.4 9.8 63.5 52.5 56.3 60.9 63.6 87.7 80.7 66.8 57.9 61.0 59.3

RoBERTa
All 58213 52.3 85.9 66.6 79.9 54.7 73.8 59.5 60.8 87.0 89.8 64.4 61.4 69.7 56.2
All* 1146 56.0 73.7 53.2 64.2 53.0 48.9 70.2 65.8 74.3 74.1 58.9 61.0 62.8 78.3
AYR 1147 54.8 63.8 17.5 69.8 55.2 50.1 57.7 63.4 86.3 81.9 64.6 55.6 60.1 53.8

BERT
All 58213 52.3 84.0 49.3 79.7 56.8 74.1 56.9 60.9 85.2 89.6 60.5 65.5 67.9 50.7
All* 2098 44.7 75.0 49.2 66.1 55.9 59.1 63.5 60.5 71.1 74.1 57.0 60.5 61.4 60.9
HTPO 2099 54.9 77.5 19.8 52.1 52.1 58.6 64.8 55.9 61.3 78.1 73.5 38.3 57.2 50.7

SVM
All 58213 50.6 77.0 61.6 66.1 48.5 71.2 47.8 48.9 86.9 87.3 47.3 54.9 61.2 46.7
All* 5290 44.5 76.1 55.7 68.4 50.7 64.4 57.0 56.2 81.0 81.9 52.7 57.4 67.2 59.3
MHS 5291 57.9 80.0 4.8 48.3 48.4 67.2 46.4 46.4 47.8 75.0 50.1 22.7 47.7 51.8

All hate baseline 29.0 25.0 49.0 9.0 8.0 24.0 29.0 11.0 19.0 20.0 9.0 44.0 23.0 10.0

Table 3: Macro-averaged F1 scores across all hate speech test sets and our manually annotated set (Indep). For each
model, the table includes: (1) the performance of the model trained on all the datasets (All); (2) the performance of
the model when trained on a balanced sample of all datasets of the same size as the best single-dataset baseline
(All*); and (3) the best overall performing model trained on a single dataset (BERTweet: MHS, TimeLMs: AYR,
RoBERTa: AYR, BERT: HTPO, SVM: MHS). The best result for each dataset and model is bolded.

model Train sexism racism disability sexual
orientation religion other not-hate AVG

TimeLMs
All Datasets 72.2 72.9 74.2 76.9 52.6 58.8 90.6 71.6
HateX 52.1 16.5 0 58.8 31.8 5.8 86.0 35.9

BERTweet
All Datasets 73.1 72.5 74.1 77.6 48.6 59.3 90.9 70.9
HateX 47.8 6.8 0 43.9 0 0 85.5 26.3

RoBERTa
All Datasets 70.4 72.4 73.9 76.5 47.3 55.5 90.3 69.5
HateX 50.5 16.3 0 67.9 29.1 7.7 85.5 36.3

BERT
All 68.9 66.3 75.5 69.3 40.3 54.9 93.3 66.9
HateX 40.4 16.0 0 66.2 15.9 0 85.4 32.0

SVM
All 62.7 67.0 71.5 70.5 4.1 49.0 59.11 81.9
HateX 20.1 6.0 0 54.9 6.8 0 84.5 24.6

Baseline (most frequent) 0 0 0 0 0 0 84.0 12.0

Table 4: F1 score for each class in the multiclass setting when trained on all the datasets (All) and when trained only
with HateX. Macro-average F1 (AVG) is also reported.

by an expert. In total 200 tweets were annotated as
hateful, not-hateful, or as "NA" in cases where the
annotator was not sure whether a tweet contained
hate speech or not. The Indep test set consists of
151 non-hate and 20 hate tweets and due to its na-
ture (specific content & expert annotation) can be
leveraged to perform a targeted evaluation on mod-
els trained on similar and unrelated data. While we
acknowledge the limitations of the Indep test set
(i.e., relative small number of tweets and only one
annotator present), our aim is to use these tweets,
collected using relatively simple guidelines5, to test
the overall generalisation ability of our models and
how it aligns to what people think of hate speech.

5Annotator guidelines are available in Appendix A.

4.3 Results

4.3.1 Binary Setting

Table 3 displays the macro-F1 scores achieved by
the models across all test sets when fine-tuned: (1)
on all available datasets (All), (2) on the best over-
all performing model trained on a single dataset,
and (3) on a balanced sample of the unified dataset
of the same data size as (2). When looking at
the average performance of (1) and (2), it is clear
that when utilising the combined data, all mod-
els perform considerably better overall. This in-
creased performance may not be achieved across
all the datasets tested, but it does provide evidence
that the relatively limited scope of the individual
datasets hinder the potential capabilities of our
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models. An even bigger constrast is observed
when considering the performance difference on
the DEAP subset, which deals with a less common
type of hate speech (prejudice towards Asian peo-
ple), where even the best performing single dataset
model achieves barely 19.79% F1 compared to the
worst combined classifier with 49.27% F1 (BERT
All / BERT HTPO).

To further explore the importance of the size and
diversity of the training data we train and evaluate
our models in an additional settings. Considering
the sample size of the best performing dataset for
each model, an equally sized training set is ex-
tracted from all available data while enforcing a
balanced distribution between hate and not-hate
tweets (All*). Finally, we make sure to sample
proportionally across the available datasets. The re-
sults (Table 3) reveal the significance that a diverse
dataset has in the models’ performance. All models
tested perform on average better when trained on
the newly created subsets (All*) when compared
to the respective models trained only on the best
performing individual dataset. Interestingly, this
setting also achieves the best overall scores on the
Indep. set, which reinforces the importance of bal-
ancing the data. Nonetheless, all the transformers
models still achieve their best score when trained
on all the combined datasets (All) which suggests
that even for these models, the amount of available
training data remains an important factor of their
performance.

4.3.2 Multiclass Setting
Similarly to our binary setting, utilising the com-
bined datasets in the multiclass setting enhances
the models’ performance. As can be observed from
Table 4, all the models struggle to function at a sat-
isfactory degree when trained on the HateX subset
only. In particular, when looking at the "disability"
class, none of the models manage to classify any
of the entries correctly. This occurs even though
"disability" entries exist in the HateX training sub-
set, albeit in a limited number (21). This behaviour
suggests that even when information about a class
is available in the training data, language models
may fail to distinguish and utilise it. Imbalanced
datasets are a common challenge in machine learn-
ing applications. This issue is also present in hate
speech, in this case exacerbated given the nature of
the problem (including a potential big overlap of
features between classes) and the lack of resources
available.

5 Analysis

In this section, we dissect the results presented in
the previous section by performing a cross-dataset
comparison and a qualitative error analysis.

5.1 Cross-dataset Analysis

Figure 1 presents a cross-dataset comparison of
the language models used for the evaluation. The
heatmap presents the results of the models fine-
tuned and tested for all dataset pair combinations.
All models evaluated tend to perform better when
they are trained and tested on specific subsets (left
diagonal line on the heat-maps). Even when we
evaluate models on similar subsets, they tend to
display a deterioration in performance. For ex-
ample both CMS and AYR datasets deal with sex-
ism but the models trained only on CMS perform
poorly when evaluated on AYR (e.g. BERTweet-
CSM achieves 87% F1 on CSM, but only 52% on
AYR). Finally, it is observable again that the models
trained on the combined datasets (column "all")
display the best overall performance and attain con-
sistently high results in each individual test set.
When analysing the difficulty of each individual
dataset when used as a test set, DEAP is clearly
the most challenging one overall. This may be
due to the scope of the dataset, dealing with East
Asian Prejudice during the COVID-19 pandemic,
which is probably not well captured in the rest of
the datasets. When used as training sets, none of
the individual datasets is widely generalisable, with
the results of the model fine-tuned on them being
over 10 points lower than when fine-tuned on the
unified dataset in all cases.

5.2 Qualitative Error Analysis

Aiming to better understand the models’ results
we perform a qualitative analysis focusing on en-
tries miss-classified by our best performing model,
TimeLMs-All.

Multiclass. When considering the multiclass set-
ting, common errors are tweets that have been la-
belled as hateful, e.g. "U right, probably some
old n*gga named Clyde" is labelled as racism and
"@user @user she not a historian a jihadi is the cor-
rect term" as religion, but the model classifies them
as not-hate. However, depending on the context
and without having access to additional informa-
tion (author/target of the tweet) these entries may
not actually be hateful.
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Figure 1: Macro-averaged F1 score for each dataset/model combination. The X axis indicates on which dataset
the model was trained while the Y axis indicates the test set used to evaluate it. AVERAGE indicates the result by
averaging across all datasets, and all represents the aggregated training set including all datasets.

It is also interesting to note the limitations that
arise when training only on a single dataset, par-
ticularly if the data collection is done by utilising
specific keywords. For example the tweets "Lana
i love you b*tch. Put that flag back up h*e #lust-
foflife" and "happy birthday b*tch, hope you have
a great one h*e! @user" are correctly classified as
not-hate by TimeLMs-All but are miss-classified as
sexism by TimeLMs-HateX, despite sexism being
present in the HateX dataset.

Binary In the binary setting, the model seems
to struggle with entries such as "Meanwhile in
Spain..#stopimmigration" and "This is outrageous.

Congress should be fired on the spot. #BuildThat-
Wall #stopwastingmytaxdollars" where both entries
are classified as hate but are labelled as not-hate.
Similarly to the previous case, the classification of
such tweets without additional context is a difficult
task. While these tweets have hateful undertones,
they may not be necessarily hate speech without
considering them in their broader context.

Finally, when looking at the classification errors
of TimeLMs-AYR (trained only on sexist and racist
tweets) the need of diverse training data becomes
apparent. For example, TimeLM-AYR fails to clas-
sify as hate speech the tweets "@user that r*tarded
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guy should not be a reporter" and "I’m going to
sell my iPhone and both my Macs, I don’t support
f*ggots." as hate speech in contrast to TimeLMs-All
which classifies the tweets correctly as hateful.

6 Conclusion

In this paper, we presented a large-scale analysis of
hate speech detection systems based on language
models. In particular, our goal was to show the
divergences across datasets and the importance of
having access to a diverse and complete training set.
Our results show how the combination of datasets
make for a robust model performing competitively
across all datasets. This is not a surprising find-
ing given the size of the corresponding training
sets, but the considerable gap (e.g. 70.7% to 61.0%
in Macro-F1 for the best TimeLMs-21 perform-
ing model) shows that models trained on single
datasets have considerable room for improvement.
Moreover, even when controlling for data size, a
model trained on a diverse set instead of a single
dataset leads to better overall results.

As future work, we are planning to extend this
analysis beyond English, in the line of previous
multilingual approaches (Ousidhoum et al., 2019;
Chiril et al., 2019; Bigoulaeva et al., 2021), and
masked language models by including, among
others, generative and instruction-tuning language
models. In addition to the extensive binary-level
evaluation, recognising the target group is a chal-
lenging area of research. While in Section 4.3.2,
we provided some encouraging results, the results
could be expanded with a unified taxonomy.

7 Ethics Statement

Our work aims to contribute and extend research
regarding hate speech detection in social media and
particular in Twitter. We believe that our efforts
to contribute on the ongoing concerns around the
status of hate speech on social medial.

We acknowledge the importance of the ACM
Code of Ethics, and are committed on following it’s
guidelines. Our current work, uses either publicly
available tweets under open licence and does not
infringe any of the rules of Twitter’s API. Moreover,
given that our task includes user generated content
we are committed to respect the privacy of the users,
by replacing each user mention in the texts with a
placeholder.

8 Limitations

In this paper, we have focused on existing datasets
and a unification stemming from their features. The
decisions taken to this unification, particularly in
the selection of dataset and target groups, may in-
fluence the results of the paper.

We have focused on social media (particularly
Twitter) and on the English language. While
there has been extensive work on this medium
and language, the conclusions that we can take
from this study can be limiting, as the detection
of hate speech involves other areas, domains and
languages. In general, we studied a particular as-
pect of hate speech detection which may or not be
generalizable.

Finally, due to computational limitations, all our
experiments are based on base-sized language mod-
els. It is likely that larger models, while exhibiting
similar behaviours, would lead to higher results
overall.
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A Annotation Guidelines

In the following we present the guidelines provided
to the annotator for the independent test set (Sec-
tion 4.2).

A tweet is:

• labelled as "1" ("hate speech") if it contains
any “discriminatory” (biased, bigoted or intol-
erant) or “pejorative” (prejudiced, contemptu-
ous or demeaning) speech towards individuals
or group of people.

• labelled as "0" ("not-hate-speech") if it does
not contain hate speech as defined above.

• labelled "NA" if the coder is not sure whether
the tweet contains hate speech or not.

The annotation should be based only on the text
content of the tweet. This means that the coder
should not follow any URL/media links if present.

B Hyperparameter Tuning

Table 5 lists the best hyperparameters for each of
the models used in the evaluation.

model setting learning rate epochs batch
size

warm-up
steps

TimeLMs binary 1.5857E-05 2 16 50
BERTweet binary 1.4608E-05 2 4 100
BERT binary 1.7882E-05 2 4 10
RoBERTa binary 1.0377E-05 2 4 50
TimeLMs multiclass 1.9100E-05 3 16 100
BERTweet multiclass 9.0295E-06 3 4 10
BERT multiclass 8.1260E-06 4 8 100
RoBERTa multiclass 8.1260E-06 4 16 10

Table 5: Best hyper-parameters for models trained on
the combined datasets for the binary and multiclass
settings.
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