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1 Research interests

Recently there has been an explosion of chatbot-style
systems that utilise Large Language Models (LLMs) de-
ployed in the real world. However, with this large scale
deployment, the safety of these systems is critical (Bom-
masani et al., 2021; Bender et al., 2021; Weidinger et al.,
2021; Bergman et al., 2022; Dinan et al., 2022a). While
the NLP community has traditionally explored the ethical
issues of text-based models (such as hate speech detec-
tion, inherent biases of the system etc), real-world con-
versations and dialogues differ significantly from struc-
tured, written text documents, and this brings with it its
own unique set of safety challenges.

Firstly, a central theme of generative linguistics going
back to von Humboldt, is that language is ‘an infinite use
of finite means’, i.e there exists many ways to say the
same thing. However, current research fails to account
for this inherent variability of language, which results in
a lack of robustness of these systems to: real-world use
cases, noisy perturbations to the input, or even adversarial
attacks (Jin et al., 2019; Moradi and Samwald, 2021; Wu
et al., 2021).

Additionally, in real-world interactions, words alone
don’t sufficiently communicate intended meaning; listen-
ers often arrive at meaning inferring several other speaker
cues, such as prosody or even context. However, these
unique human-like ways to communicate may be co-
opted by designers of these systems to drive up user en-
gagement, encouraging humans to relate to such systems
in human-like ways – i.e. these systems are anthropo-
morphised or personified. Assigning human characteris-
tics to dialogue systems can have consequences that could
be on one hand, harmless, e.g. referring to automated
systems by gender, but on the other, disastrous e.g., peo-
ple following the advice or instructions of a system to do
harm1. Based on these themes, I will present the research
interests in my PostDoc (§1.1 and §1.2) on safety and
robustness specific to conversational AI, including the
relevant overlap from my PhD.

1A person recently has committed suicide, allegedly as a
consequence of the harmful outputs generated from such a sys-
tem (Xiang, 2023).

1.1 Robustness in Conversational AI: How do
models perform in real-world conditions?

The real-world performance of text based models first in-
terested me in my PhD, where I focused on how robust
such models are to input transcripts arising from speech,
given that they are pre-trained on massive amounts of
written text. With this in mind, we investigated the rep-
resentations of spontaneous speech phenomena present
in speech transcripts – in particular fillers (‘uh’, ‘um’) –
using deep contextualised word embeddings. A finding
of the work was that Bi-directional Encoder Representa-
tions (BERT) (Devlin et al., 2019) already has existing
representations of fillers, and their inclusion in the input
decreased the uncertainty of the language model (Dinkar
et al., 2020), despite research to suggest that other spon-
taneous speech phenomena increase uncertainty (Sen,
2020). Thus (somewhat surprisingly), LLMs may be ro-
bust to certain kinds of spontaneous speech phenomena.

In my post-doc I shifted focus to safety-critical con-
texts, deliberating on whether there are scenarios where
models must be robust to variability. If so, what steps
can be taken to ensure such guarantees? For the former
question, it may be required legally for a chatbot to al-
ways disclose identity, such as California legislation stat-
ing ‘[...] unlawful for a bot to mislead people about its
artificial identity [...]’ (Legislature, 2018). Similar legis-
lation could be widespread in the future (Montgomery,
2023). Another scenario is that a system may give a user
false impressions of its ‘expertise’ and generate harm-
ful advice in response to medically related user queries
(Abercrombie and Rieser, 2022; Dinan et al., 2022b). In
practice it may be desirable for the system recognise med-
ical queries and avoid answering them. Thus the question
remains, on how to create and ensure such guarantees for
the output, given the inherent variability of language?

I collaborated with researchers to analyse the feasibil-
ity of applying formal verification methods to the NLP
domain (work under review). These methods ensure that
for every possible input, the output generated by a neu-
ral network satisfies the desired properties (such as con-
sistently disclosing non-human identity). The work pro-
posed semantically informed verification filters, which
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essentially creates a geometric shape around a certain em-
bedded input in a pre-trained LLM (such as a query ‘are
you a chatbot’), and guarantees that for every data point
surrounding that input within that shape, the output of the
network will generate the desired class (i.e. confirming
non-human identity). We evaluated the work on the R-U-
A-Robot dataset (Gros et al., 2021), a dataset containing
multiple adversarial ways to ask ’are you a robot’ and a
medical safety dataset (Abercrombie and Rieser, 2022), a
dataset comprised of medical queries annotated by expert
practitioners. We found that the semantically informed
filters capture not only the input, but also a large set of
perturbations and adversarial attacks, allowing for robust
representation in safety critical contexts. In the future we
plan to focus on how to apply such methods to consider
the sequentiality of dialogue, as initially asking the query
‘are you a robot’, may not have guarantees on subsequent
followup query (i.e. ‘no seriously?’).

1.2 Anthropomorphism: What is the balance
between naturalness and safety?

While a common goal of AI is to work towards more
human-like (anthropomorphic) agents, research should
also explore the trade-off between the naturalness of a
system and safety of its deployment. Consider Google
Duplex (Leviathan and Matias, 2018); a Text-to-Speech
(TTS) system for accomplishing real world tasks over
the phone. The inclusion of spontaneous speech phe-
nomena (such as hesitations) led to highly natural sound-
ing generated responses. However, these responses con-
vinced the human recipients that they were conversing
with another human, and also recieved widespread criti-
cism (Lieu, 2018).

This illusion of agency can have harmful consequences
when considering safety in conversational AI. NLP re-
searchers have begun to investigate factors that induce
personification and develop resources to mitigate such ef-
fects. However these efforts are fragmented, and many
aspects of anthropomorphism are yet to be considered.
Thus in recent work (Abercrombie et al., 2023), we dis-
cussed the linguistic factors that contribute to the anthro-
pomorphism of dialogue systems (in Dinkar et al. (2023)
with a focus on spontaneous speech phenomena), the
harms that can arise, and the recommendations that de-
signers should consider for the development, release, and
descriptions of dialogue systems.

2 Spoken dialogue system (SDS) research

With chatbot style systems being widely deployed, there
needs to be emergent research on safety and robustness,
but focusing on real world contexts and the nature of dia-
logues, rather than (brittle) performance on carefully cu-
rated datasets. Ethically, more research needs to be done

on the core set of communicative competencies truly re-
quired for different kinds of tasks in a dialogue system,
to avoid users unnecessarily personifying and relying on
the system.

3 Suggested topics for discussion
• Ethics of AI, e.g. (unnecessary) anthropomorphism

in chatbots and LLMs

• Privacy concerns and data protection, e.g. when
adding an LLM to an embodied robot, it not only
involves collecting speech/text based inputs, but po-
tentially using video surveillance to analyse input.

• Governance of AI, e.g. how can we create standards
that publicly deployed chatbots need to meet (such
as, via unit testing)?
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