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1 Research interests
Although task-oriented dialogue systems have improved,
not all users can accomplish their tasks (Takanobu et al.,
2020). The task success rate of the state-of-the-art
model (Feng et al., 2023) on the MultiWOZ dataset
(Budzianowski et al., 2018) is around 80%, indicating
room for improvement. Even for dialogue systems built
using large language models such as OpenAI’s Chat-
GPT1, the system performance is not always satisfac-
tory (Hudeček and Dušek, 2023). One possible reason
for this limited performance is that users fail to achieve
their tasks because of limited knowledge about the sys-
tem. Hence, I seek to offer a solution based on tutorials,
which provide users with system knowledge, and user
adaptation, which adapts the system’s behavior to that
of the user, thus enabling users to succeed in dialogues
without changing their behavior.

1.1 Tutorials in task-oriented dialogue systems
To develop appropriate tutorials, I am currently conduct-
ing studies on estimating a user’s task success ability.
Among previous studies on user ability estimation, Ghaz-
arian and Noorhosseini (2010) constructed an automatic
skill classifier that uses mouse movements in desktop ap-
plications to adjust the interface or content provided by
the system. Komatani et al. (2003) proposed a method
for estimating user attributes, such as the skill level with
respect to a system, and enabling the system to change
its behavior accordingly. However, those studies focused
on estimating user ability solely from user behavior. I
believe that consideration of the characteristics of users’
tasks would lead to better user ability estimation.

I proposed a method that estimates task success abil-
ity by applying item response theory (IRT) (Lord, 1980),
which is commonly used in education for estimating ex-
aminee abilities, in slot-filling task-oriented dialogue sys-
tems (Hirai et al., 2023). Specifically, I first collect di-
alogues in which the system presents each user with a
unique dialogue goal and the user must engage in a di-
alogue based on that goal. Next, by treating the correct
filling of each designated slot as a problem, I apply IRT

1https://openai.com/blog/chatgpt/

to estimate the item characteristics of slots. Finally, the
user engages in the dialogue based on the given goal, and
his/her task success ability is estimated by using the item
characteristics of filled and unfilled slots. Through ex-
periments on using the estimated task success ability to
predict the probability of a correct answer for each slot,
I found that the proposed method significantly outper-
formed baseline methods. In other words, the proposed
method could accurately estimate a user’s task success
ability.

I now seek to improve the estimation accuracy by ap-
plying recent deep-learning-based IRT methods. Addi-
tionally, I aim to investigate methods for estimating task
success ability more efficiently by not requiring the user
to engage in a complete dialogue. I also want to create an
interactive tutorial agent that poses a user with a certain
dialogue goal and estimates the user’s task success on the
basis of how the goal is handled.

1.2 User adaptation by task-oriented dialogue
systems

Tutorials can enable users to achieve tasks by changing
their behavior. In an engineering sense, however, it is
desirable to not require users to change their behavior,
which makes user adaptation a viable option. That is, if
a system can vary its behavior according to the user, then
users will be able to accomplish tasks more easily.

I am particularly interested in exploring methods to
adapt the system behavior according to a user’s task suc-
cess ability. For example, I want to develop a system that
leverages a user’s estimated task success ability to change
the vocabulary level, adjust the amount of information in-
cluded in an utterance, or adapt the parameters of recog-
nition models such as those used in speech recognition
and natural language understanding. For instance, Ohashi
and Higashinaka (2022) proposed a method that uses re-
inforcement learning to generate adaptive utterances for
users with a limited vocabulary. Such techniques using
reinforcement learning could be applied in this research.

I previously participated in the Dialogue Robot Com-
petition 2022 (DRC2022) (Minato et al., 2022). In
that competition, participants developed systems for hu-
manoid robots in a physical environment to act as counter
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salespeople for travel agencies. I consider this setting
ideal for developing user-adaptive task-oriented dialogue
systems, because many types of users visit travel agen-
cies, and salespeople must exhibit hospitality and adapt
to users as much as possible to enable them to accom-
plish tasks in an efficient, satisfactory manner. In addition
to the robot’s dialogue content, I also want to implement
multi-modal, user-dependent behaviors such as gestures
and facial expressions.

2 Spoken dialogue system (SDS) research

Multi-modal dialogue systems have the characteristic of
being able to convey information that cannot be conveyed
through text or speech alone. However, the research on
multi-modal dialogue systems is not especially extensive
when compared with research on text- or speech-based
dialogue systems. Additionally, most of the current re-
search on multi-modal dialogue systems focuses on sys-
tems that use images (Sun et al., 2022), whereas there is
limited research on dialogue robots in physical environ-
ments.

I believe that the scarcity of large-scale, multi-modal
dialogue datasets is one reason for the limited progress
in the field. It is anticipated that virtual-, augmented-,
or mixed-reality systems will be useful in constructing
multi-modal dialogue datasets at a lower cost, thus en-
abling the development of large multi-modal datasets.
Consequently, there will be an increase in research on
multi-modal dialogue systems, including those involving
robots.

3 Suggested topics for discussion

I would like to discuss the following topics:

• What information should be obtained from users
when adapting task-oriented dialogue systems to
them?

• Deep learning is commonly used in task-oriented di-
alogue systems but involves high costs for dataset
construction. What methods are available to collect
annotated, large-scale datasets efficiently?

• Can large language models be used for accurate an-
notation of task-oriented dialogue datasets?
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