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1 Research interests
Conversational grounding is an interactive process
that has been studied extensively in cognitive science,
whereby participants in a conversation check to make
sure their interlocutors understand what is being referred
to. (Clark and Brennan, 1991) propose the concept of
"common ground" which is the mutual knowledge and
mutual assumptions accumulated over the course of a
conversation between the interlocutors during this inter-
active process. This common ground is built via words,
of course, but also through the use of other modalities:
pointing to objects in the environment, nodding to indi-
cate that one has understood, eye-gaze or varying into-
nation in the speech, as pointed out by (Nakano et al.,
2003). One way of thinking about this is that these units
have an underlying uncertainty which is negotiated and
removed by the participants before getting added to the
shared information. The uncertainty comes from am-
biguities that could be in the form of spatial references
like "that car" or event references like "that was funny".
When required, these uncertainties are solved through ne-
gotiations by providing additional information from the
speaker when they sense a lack of understanding from the
listener like "the big one next to the Ferrari" or by the lis-
tener themselves by asking for clarifications such as "You
mean the blue one?". A grounding mechanism deals with
removing the ambiguity between speakers while creat-
ing a local common understanding among them. This
is important both when the model is the speaker and
when it is the listener. Without a good grounding mecha-
nism, conversations would not be robust and would of-
ten lead to misunderstandings. In fact, this is evident
in the state-of-the-art dialogue systems that are increas-
ingly using Large Language Models(LLM) as the Natu-
ral Language Understanding and Natural Language Gen-
eration modules. These LLMs are incapable of retaining
and understanding all the information exchanged with the
interlocutor during a session of conversation, as shown
by Benotti and Blackburn Benotti and Blackburn (2021).
They are also shown to be not very effective at mak-
ing sure that the listener has grounded the information.
Moreover, these LLMs do not have specific architectures
to take into consideration the possibility of negotiations,

clarifications, or cancellation of information during the
conversation. They treat the entire dialog history as one
unit where utterances are arranged according to the time.
However, many dialogs contain overlapping utterances,
and multiple independent pieces of information might be
exchanged in parallel, or interleaved. This property of
natural spoken dialog makes them unique.

While this process is essential to successful commu-
nication between humans and between humans and ma-
chines, work needs to be done on testing and building
the capabilities of current dialogue systems in manag-
ing conversational grounding using the recent progress in
LLMs such as Llama (Touvron et al., 2023), Palm (Anil
et al., 2023) and GPT4 (OpenAI, 2023). Moreover, these
models are text-only models and do not take into con-
sideration the multi-modal aspect of grounding in situ-
ated environments. These include non-verbal behaviors,
para-verbal behaviors and interaction with the environ-
ment. Removing the information present in the intona-
tion of speech can lead to the introduction of ambigu-
ities in the models. For example, an utterance that re-
peats the previous utterance can either be a confirmation
of the previous utterance or a question for clarification
depending upon the intonation. Grounding in such a con-
text becomes even more challenging than just text-based
models. While text-based large language models are able
to take advantage of the vast resources of data available
publicly for their training, corpora of multimodal data of
daily human interactions are scarce and thus need mod-
els with the ability to ground the conversations in such
low-resource settings.

Thus my research interests include testing, under-
standing, and improving the functioning of current lan-
guage models with respect to Multimodal Conversa-
tional Grounding. My Ph.D. work will build on prior re-
search, in modular dialog systems, that dealt with conver-
sational grounding such as (Traum and Allen, 1994; Paek
and Horvitz, 2000). However, since the majority of the
previous work has been done using symbolic models that
are hard to generalize, the work will take advantage of re-
cent developments in pre-trained LLMs that have shown
the ability to generalize to new scenarios.

Specifically, I propose to study and develop a
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framework for incorporating multimodal conversational
grounding capabilities into current dialog systems by ask-
ing the following questions -

1. How good are current Large Language Models with
respect to conversational grounding and where could
they be improved?

2. How can multimodal context (for example, a scene
that interlocutors are viewing) be inserted into the
LLMs to help in conversational grounding?

3. How can we make the models negotiate and align
information contained by both participants?

4. How can the grounded information be represented
and stored efficiently to use with Large Language
Models?

I further elaborate on the above questions and discuss
them with respect to the work we are doing, and that we
plan to do, in the subsections below.

1.1 Testing Capabilities of Dialog Systems
Since, the advent of LLMs, dialog models have been able
to take advantage of their capabilities to generate gram-
matically and semantically correct utterances. However,
their performance in phenomena that are specific to di-
alogs such as conversational grounding has not been stud-
ied. We are currently doing a thorough study of the per-
formance of current LLMs like Llama (Touvron et al.,
2023) and GPT4 (OpenAI, 2023). Instances from the
multi-modal dataset called Meetup (Ilinykh et al., 2019)
are used to test the models on different aspects such as
disfluencies, ambiguities, and grounding acts like repair,
cancellation, acknowledgment, etc.

1.2 Incorporating Multimodal Context
Multimodal information coming from non-verbals, para-
verbals, and the situated environment are very important
for removing ambiguities and building common grounds.
Looking at ways to provide such additional context to our
language models before processing the dialogs thus be-
comes very important for a model to successfully ground
conversations. The Meetup dataset gives us an opportu-
nity to look into ways to incorporate image context infor-
mation into LLMs. We also plan to look at other spoken
dialogs like Switchboard (Godfrey and Holliman, 1993)
to incorporate acoustic information as well.

1.3 Negotiating information for Alignment
I am interested in making the model negotiate and
align the information contained by the other interlocu-
tor, which is the main purpose of Conversational Ground-
ing. For an effective Spoken Dialog System, we would

want the system to ask for a minimum amount of clari-
fications without compromising on the ability to resolve
ambiguities. Hence, the research will look into negotiat-
ing common ground by building models that could effec-
tively work with the current LLMs.

1.4 Representing and Storing the grounded
information

In order to negotiate and ground the information ex-
changed during a conversation, we need a good and effec-
tive way to represent the grounded information for which
we might need to remove the ambiguities, that gener-
ally come in the form of additional referring expressions
where necessary. Additionally, multimodal information
from the conversations also may help us to figure out the
intents of the utterances which in turn helps us remove
ambiguities before storing the grounded information. Ex-
ploring ways to store the common ground effectively in
order to use it during dialog generation with less infer-
ence time is another important topic that the project will
look into.

2 Spoken dialogue system (SDS) research

It seems clear that spoken dialogue systems(SDS) will
start incorporating visual elements as Situated Dialogs
become more prominent with the rise of use cases such
as Embodied Conversational Agents and Social Robots,
in the coming years. I also believe that these agents will
begin to serve as Personal Assistants, capable of helping
users in learning new skills and also managing their daily
schedules. Thus, research in the field of extracting accu-
rate information from users over time and using it effec-
tively would be very important as well. Hence, further
work on grounding, including clarifying user commu-
nicative intentions through multimodal information, and
incorporating world knowledge effectively, will be essen-
tial for fulfilling the potential of Spoken Dialog Systems.

3 Suggested topics for discussion

• Do we need a different set of architectures for spo-
ken dialog systems that combine the various modal-
ities in better ways or are the current transformer-
based models the future?

• How does the advent of models like GPT4 shape
the direction of research in Spoken Dialog Systems?
What can we learn from these models that can help
build better SDS?

• Will an end-to-end dialog system be able to even-
tually replace modular dialog systems? If not, then
what are the key factors that obstruct the current or
future end-to-end models from doing so?
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