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Abstract

The world’s more than 7000 languages are writ-
ten in at least 293 scripts.1 Due to various rea-
sons, many closely related languages use dif-
ferent scripts, which poses a difficulty for mul-
tilingual pretrained language models (mPLMs)
in learning crosslingual knowledge through lex-
ical overlap. As a consequence, mPLMs are
faced with a script barrier: representations from
different scripts are located in different sub-
spaces, which can result in crosslingual trans-
fer involving languages of different scripts per-
forming suboptimally. To address this problem,
we propose TRANSLICO, a framework that
optimizes the Transliteration Contrastive Mod-
eling (TCM) objective to fine-tune an mPLM
by contrasting sentences in its training data and
their transliterations in a unified script (in our
case Latin2), which enhances uniformity in the
representation space for different scripts. Us-
ing Glot500-m (ImaniGooghari et al., 2023),
an mPLM pretrained on over 500 languages, as
our source model, we fine-tune it on a small
portion (5%) of its training data, and refer to
the resulting model as FURINA. We show
that FURINA not only better aligns representa-
tions from distinct scripts but also outperforms
the original Glot500-m on various zero-shot
crosslingual transfer tasks. Additionally, we
achieve consistent improvement in a case study
on the Indic group where the languages ex-
hibit areal features but use different scripts. We
make our code and models publicly available.3

1 Introduction

In recent years, mPLMs have made impressive
progress in various crosslingual transfer tasks (Con-
neau et al., 2018; Hu et al., 2020; Liang et al.,
2020). Such achievement is mainly due to the

*Equal contribution.
1https://worldswritingsystems.org/
2Throughout this paper we use Latin to refer to the Latin

script, not the Latin language.
3https://github.com/cisnlp/TransliCo
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Figure 1: An illustration of applying TRANSLICO to a
single batch of data during fine-tuning. The training data
is used by the two training objectives in TRANSLICO:
Masked Language Modeling (MLM) and Translitera-
tion Contrastive Modeling (TCM). MLM is applied to
both the original sentences and their Latin translitera-
tions. TCM is used to learn better-aligned cross-script
representations by contrasting the positive pairs (paired
data connected with red lines) against the negative pairs
(the remaining samples connected with blue lines).

availability of monolingual corpora of many lan-
guages (Costa-jussà et al., 2022; Adebara et al.,
2023; ImaniGooghari et al., 2023), the ameliora-
tion of model architectures suitable for scaling up
(Vaswani et al., 2017; Peng et al., 2023), as well as
the advancement of self-supervised learning objec-
tives (Devlin et al., 2019; Raffel et al., 2020; Brown
et al., 2020). Despite the fact that mPLMs present
attractive performance in high-resource languages,
those models often gain unsatisfactory results for
low-resource languages, especially when the writ-
ing systems or scripts are different from the transfer
source languages (Muller et al., 2021).

This undesired behavior is related to the script
barrier in the representation space, where different
scripts are located in different subspaces (Wen-Yi
and Mimno, 2023). To tackle this problem, translit-
eration or romanization4 is leveraged in some re-
cent work (Dhamecha et al., 2021; Muller et al.,

4Romanization is a specific type of transliteration that
involves converting non-Latin scripts into the Latin script.
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2021; Moosa et al., 2023; Purkayastha et al., 2023):
all languages from different scripts are converted
into one common script and the language model is
pretrained or adapted with transliterated data. For
testing and inference, the queries also need to be
transliterated, as the model only supports one script,
the pretraining or adaptation script of the model.

However, this line of approaches presents two
limitations. First, it does not break the script bar-
rier, rather, it circumvents it. The representations
from different scripts are still not aligned. Second,
for some tasks, e.g., question answering, it is neces-
sary to transliterate the response back to the origi-
nal script because we cannot assume that end users
know the common script. Unfortunately, transliter-
ation and transliterating back to the original script
is not immune to information loss (Amrhein and
Sennrich, 2020). The romanized words in many
languages, e.g., Chinese, Japanese, and Korean,
can be converted to different words in their original
scripts, which unfortunately leads to ambiguity.

In this paper, we present TRANSLICO, a con-
trastive learning framework to address the script
barrier in the representation space of mPLMs in a
way that overcomes the limitations of prior work.
To start with, a small portion of the data from the
pretraining corpus of an mPLM is used to generate
Latin transliteration, using Uroman5 (Hermjakob
et al., 2018). Then we create paired data using
sentences in their original script and their translit-
erations. The data is subsequently used by the two
objectives: Masked Language Modeling (MLM)
and Transliteration Contrastive Modeling (TCM).
MLM is applied to both the original sentences and
their transliterations; we use TCM to learn better-
aligned representations by contrasting the positive
pairs (paired data) against negative pairs (the re-
maining in-batch samples) as shown in Figure 1.

Using Glot500-m (ImaniGooghari et al., 2023)
as our source model, we evaluate TRANSLICO both
“globally” and “locally”. Specifically, we fine-tune
Glot500-m on 5% of its pretraining data of all lan-
guages and refer to the resulting model as FURINA.
We show that FURINA aligns representations from
different scripts better and it generally outperforms
the baselines on sentence retrieval, sequence la-
beling, and text classification tasks for different
script groups. Our ablation study indicates MLM
and TCM in TRANSLICO are both important for
achieving good crosslingual performance. We ad-

5https://github.com/isi-nlp/uroman

ditionally conduct a case study on Indic languages,
a group of languages that show areal features and
use different scripts. FURINAIndic fine-tuned by
TRANSLICO using the data from Indic languages
shows consistent improvement over the baseline.

The main contributions of this work are sum-
marized as follows: (i) We present TRANSLICO,
a simple but effective framework, to address the
script barrier in the representation space of mPLMs.
(ii) We conduct extensive and controlled experi-
ments on a variety of crosslingual tasks and show
TRANSLICO boosts performance. (iii) We show
the framework encourages the representations from
different scripts to be better aligned. (iv) In a
case study on Indic languages, we demonstrate that
TRANSLICO also works for areal languages that
have shared vocabulary but use distinct scripts.

2 Related Work

Transliteration refers to converting languages from
one script into another script (Wellisch et al., 1978).
Transliteration can increase lexical overlap, and
therefore it has been shown to substantially im-
prove the performance of neural machine transla-
tion for low-resource languages of different scripts
(Gheini and May, 2019; Goyal et al., 2020; Am-
rhein and Sennrich, 2020). Several studies also
demonstrate that transliteration can enhance the
crosslinguality of mPLMs across various dimen-
sions. For instance, Dhamecha et al. (2021) translit-
erate seven Indo-Aryan family languages into De-
vanagari and show that common-script representa-
tions facilitate fine-tuning in a multilingual sce-
nario. Purkayastha et al. (2023) show that, by
transliterating into Latin, better performance is
achieved when adapting mPLMs to new languages,
particularly for low-resource languages. More re-
cently, Moosa et al. (2023) focus on Indic lan-
guages and show that models directly pretrained
on transliterated corpora in the Latin script achieve
better performance. However, the downside is that
the model only supports one script and loses the
ability to deal with the scripts in which the lan-
guages were originally written. This is not optimal
when we expect predictions or generations in the
original scripts. In contrast to this line of work,
we aim to directly break the script barrier, instead
of circumventing it by limiting the model to one
common script. We use transliterations in our fine-
tuning framework to improve the alignment across
different scripts: the model after fine-tuning still
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supports the scripts it originally did.
Contrastive learning is a method for learning

meaningful representations by contrasting positive
pairs against negative pairs (Chopra et al., 2005;
Hadsell et al., 2006). This type of approach has
achieved great success in learning visual represen-
tations (Schroff et al., 2015; Oord et al., 2018; Chen
et al., 2020; He et al., 2020). Contrastive learning
also demonstrates its effectiveness in NLP, espe-
cially for learning sentence representations (Gao
et al., 2021; Zhang et al., 2022; Wu et al., 2022b;
Zhang et al., 2023). One major problem in con-
trastive learning is how to construct contrastive
pairs. For a monolingual scenario, depending on
specific downstream tasks, the positive pairs are
usually constituted through data transformation or
data augmentation strategies (Zhang et al., 2020;
Yan et al., 2021; Wu et al., 2022a; Xu et al., 2023a)
whereas the negative pairs are typically the remain-
ing in-batch samples (Xu et al., 2023b). In a mul-
tilingual scenario where parallel data is available,
translations from different languages can be used to
construct the positive pairs (Reimers and Gurevych,
2019; Pan et al., 2021b; Chi et al., 2021; Wei
et al., 2021). Unfortunately, large parallel corpora
are mostly available for high-resource languages.
Therefore, aiming to improve crosslinguality, es-
pecially for under-represented languages, we start
from the perspective of the script and construct pos-
itive pairs by using sentences in their original script
and their Latin transliterations that can be easily ob-
tained. Then we fine-tune an mPLM with our con-
trastive framework TRANSLICO. In this way, our
work also resembles some post-pretraining align-
ment approaches (Pan et al., 2021a; Feng et al.,
2022; Ji et al., 2023) that fine-tune a PLM using
token-level or sentence-level translations.

3 Methodology

We present TRANSLICO, a simple framework to
address the script barrier by fine-tuning a PLM on
a small portion of the data that is used to pretrain
the model. The framework consists of two training
objectives: Masked Language Modeling (Devlin
et al., 2019) and Transliteration Contrastive Model-
ing. We illustrate our framework in Figure 2 and
introduce our training objectives in the following.

3.1 Masked Language Modeling

The MLM training objective is to take an input
sentence X = [x1, x2, · · · , xn], randomly replace

a certain percentage (15% in our case) of tokens by
[mask] tokens, and then train the model to predict
the original tokens using an MLM head. Formally,
let H = [h1,h2, · · · ,hn] be the contextualized
representations at the last layer of the Transformer
model (Vaswani et al., 2017) (the output of the last
Transformer block of the model) given the input
sentence X . Following the notations used by Meng
et al. (2021), we compute the MLM loss as follows:

LMLM = E

[
−

∑

i∈M
log pMLM(xi|hi)

]

where M is the set of masked positions in the input
sentence X and pMLM(xi|hi) is the probability of
outputting the original token giving hi from the
vocabulary V , computed by the MLM head.

Instead of only performing MLM for the sen-
tences in their original scripts, we also perform
MLM for their transliterations in Latin script:
X trans = [x1, x2, · · · , xm], which are obtained by
using Uroman (Hermjakob et al., 2018). The MLM
loss for transliteration data is referred to as Ltrans

MLM.
By doing this, we can improve the crosslingual-
ity of the model across related languages that use
different scripts, as transliteration has shown to
be effective in capturing morphological inflection
(Murikinati et al., 2020) and generating shared sub-
words between related languages (Muller et al.,
2021; Dhamecha et al., 2021; Moosa et al., 2023).
The intuition is that, as all sentences are consis-
tently transliterated into Latin using the same tool,
this can bring about vocabularies that have more
shared subwords that are originally in different
scripts. The improved lexical overlap therefore en-
courages the model to generate more crosslingual
representations through MLM objective.

3.2 Transliteration Contrastive Modeling
Modeling a sentence and its transliterations sepa-
rately does not necessarily lead to a good alignment
between two types of scripts. Therefore, we pro-
pose to learn more similar and robust representa-
tions of a pair of sentences in different scripts using
the contrastive learning objective. Sentence-level
contrastive learning generally aims to align a posi-
tive pair of sentences by distinguishing them from
negative or unrelated samples of sentences (Gao
et al., 2021; Meng et al., 2021; Zhang et al., 2023).
In our framework, we simply let a positive pair be a
sentence in its original script and its transliteration
in the Latin script, and other sentences in a training
batch be the negative samples to contrast with.
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Fine-tuning Objectives:
Masked Language Modeling (MLM)
Transliteration Contrastive Modeling (TCM)

original sentence: всі люди рівні.

transliteration: vsi lyudi rivni.

transliterate

random mask

random mask

</s>

vni[mask]

[mask]

Transformer

Transformer sequence representation

sequence representation

mean pooling8th layer output:

8th layer output: mean pooling

Transliteration Contrastive Modeling

</s>

люди рівні

всі

.

vsi ly

udi

ri .

Masked Language Modeling

Figure 2: Overview of TRANSLICO. We perform Masked Language Modeling for a sentence in its original
script and its transliteration in the Latin script. Meanwhile, we calculate the sequence representations of the paired
input by mean pooling their 8th layer output (ignoring the special token except for [mask] token). We then perform
Transliteration Contrastive Modeling on the paired representations against negative pairs (not shown) in a batch.

Formally, let a training batch for TCM objective
be B = {Xorig

1 , X latn
1 , · · · , Xorig

N , X latn
N }, where N

is the batch size, Xorig
i is the ith sentence in its orig-

inal script and X latn
i is its Latin transliteration. Sim-

ilar to the setting of Meng et al. (2021), a positive
pair (X,X+) consists of a symmetrical contrast
pair, i.e., both (X

orig
i , X latn

i ) and (X latn
i , X

orig
i ),

whereas the negative samples are all the remaining
sentences in their original scripts and their translit-
erations in the training batch using a slightly abus-
ing notation: B− = B \ {X,X+}. Then the
contrastive loss is defined as follows:

LTCM = E
[
− log

exp(sim(h,h+)/τ)

exp(sim(h,h+)/τ) + NEG

]

where NEG =
∑

X−∈B− exp(sim(h,h−)/τ),
sim(·) is the similarity measure (cosine similarity
is used), τ is the temperature (set to 1 by default),
h, h+ and h− are the representations of X , X+

and X− respectively, which are computed by mean
pooling the output of the 8th layer. Choosing the
8th layer is based on previous empirical findings,
as the first layers are weak in terms of crosslingual-
ity whereas the last layers are too specialized on
the pretraining task (Jalili Sabet et al., 2020; Chang
et al., 2022). The numerator improves the align-
ment, i.e., encouraging the model to assign similar
representations to similar samples, while the de-
nominator improves the uniformity, i.e., encourag-

ing the representations to be uniformly distributed
on the unit hypersphere (Wang and Isola, 2020).

Since all sentences are expected to have repre-
sentations similar to their Latin transliterations by
the contrast training objective, this implicitly en-
courages sentences in different scripts to be in the
same subspace. Intuitively, the Latin script acts as
a bridge to connect all other scripts, and therefore
all other scripts are better aligned. We show better
script-neutrality is achieved in the representation
space compared with the original mPLM in §5.2.

3.3 Overall Training
The overall training objective of TRANSLICO is
then the sum of the MLM loss (from the original
data and the transliteration data) and the TCM loss:

Ltraining = λ1LMLM + λ2Ltrans
MLM + λ3LTCM

where λ1, λ2 and λ3 are the weights for each loss.
Following (Meng et al., 2021), we set λ1 = λ2 =
λ3 = 1, as we also find the initial losses from
each part during training are in similar magnitude.
By fine-tuning an mPLM with this overall training
objective, the model is expected to (1) not forget the
language modeling ability gained in its pretraining
phase; (2) be able to model sentences in both their
original scripts and in their Latin transliterations
and (3) learn to better align representations from
different scripts in the same subspace.
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4 Experiments

4.1 Setups

We use Glot500-m (ImaniGooghari et al., 2023),
a continued pretrained model from XLM-R (Con-
neau et al., 2020), as our source mPLM. The train-
ing data of Glot500-m is Glot500-c, which contains
1.5B sentences from 511 languages and 30 scripts
(534 language-scripts6 in total). For each language-
script, we randomly select 5% sentences from its
training set in Glot500-c as the training data. We
then concatenate these sentences from all language-
scripts and use Uroman (Hermjakob et al., 2018),
a tool for universal romanization, to transliterate
them into the Latin script. Finally, our training data
consists of around 75M pairs (a pair is a sentence
in the original script and its Latin transliteration).
Examples of Uroman transliteration are shown in
Table 1. Note that we also include the sentences
originally in Latin script and perform transliter-
ation for them. This is because we want to (1)
preserve the model’s ability to model languages
in Latin script (2) increase lexical overlap by in-
cluding data where diacritics are removed (done by
Uroman) and (3) improve the overall robustness of
the model. We show in §5.1 how the model fine-
tuned in this setting outperforms the model fine-
tuned without Latin data. The fine-tuned model
by using the proposed TRANSLICO framework is
referred to as FURINA. See §A for detailed hyper-
parameters. Except for the evaluation performed on
the original datasets discussed in the main content
below, we also evaluate the resulting models on the
transliterated datasets. That is, we use Uroman to
transliterate the datasets from the original script to
the Latin script, and then perform evaluation on the
new datasets. The performance on transliterated
datasets is shown and discussed in §D.

4.2 Downstream Tasks

Sentence Retrieval. Two datasets are consid-
ered: Tatoeba (Artetxe and Schwenk, 2019) (SR-T)
and Bible (SR-B). We select up to 1,000 English-
aligned sentences for SR-T, following the same
setting used by Hu et al. (2020); and up to 500
sentences for SR-B. We report the top-10 accuracy
for both tasks. Following Jalili Sabet et al. (2020),
the similarity is calculated by using the average of
contextualized word embeddings at the 8th layer.

6A language-script is a combination of the ISO 639-3 code
and the script.

Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA

afr_Latn 89.3 87.7 86.7 ajp_Arab 63.0 73.1 70.1 aln_Latn 54.1 49.7 54.2
amh_Ethi 63.9 65.9 63.6 ara_Arab 67.9 65.7 65.3 bam_Latn 25.1 39.5 49.7
bel_Cyrl 86.0 85.7 85.2 ben_Beng 82.0 83.9 82.2 bre_Latn 61.3 60.2 67.8
bul_Cyrl 88.6 88.3 87.3 cat_Latn 86.6 86.9 86.7 ceb_Latn 50.1 66.3 68.8
ces_Latn 84.4 84.4 83.4 cym_Latn 65.8 64.7 65.3 dan_Latn 90.3 90.1 90.7
deu_Latn 88.4 87.9 87.3 ell_Grek 88.0 83.9 82.1 eng_Latn 96.3 96.1 96.1
est_Latn 85.9 82.5 83.7 eus_Latn 71.2 61.1 63.6 fao_Latn 77.6 89.1 89.4
fas_Arab 70.3 71.3 72.1 fin_Latn 85.1 80.3 82.4 fra_Latn 85.9 86.4 87.1
gla_Latn 58.4 60.2 60.6 gle_Latn 66.1 64.8 65.5 glg_Latn 82.7 83.7 84.2
glv_Latn 27.2 52.7 54.0 grc_Grek 64.7 72.6 70.8 grn_Latn 10.5 20.1 27.4
gsw_Latn 49.1 81.0 82.4 hbo_Hebr 40.3 50.0 49.5 heb_Hebr 67.5 68.3 67.7
hin_Deva 73.2 71.2 75.7 hrv_Latn 85.2 85.4 83.6 hsb_Latn 72.1 84.0 83.7
hun_Latn 82.3 81.1 81.3 hye_Armn 84.7 83.9 84.4 hyw_Armn 79.0 81.7 82.7
ind_Latn 83.7 83.3 83.2 isl_Latn 84.4 82.8 83.7 ita_Latn 87.4 89.2 89.1
jav_Latn 73.4 73.7 74.3 jpn_Jpan 14.8 34.9 23.7 kaz_Cyrl 77.2 75.2 76.4
kmr_Latn 73.5 75.4 77.7 kor_Hang 53.6 52.5 52.6 lat_Latn 75.6 70.6 71.4
lav_Latn 85.8 82.6 83.9 lij_Latn 47.0 77.3 77.4 lit_Latn 84.2 80.2 81.8
lzh_Hani 14.5 19.4 7.4 mal_Mlym 86.3 84.6 84.9 mar_Deva 82.5 83.3 84.7
mlt_Latn 21.5 80.1 81.5 myv_Cyrl 39.2 64.3 68.3 nap_Latn 58.8 66.7 88.9
nds_Latn 57.3 76.5 77.8 nld_Latn 88.6 88.3 88.3 nor_Latn 88.3 87.5 87.4
pcm_Latn 46.7 57.9 58.2 pol_Latn 83.1 83.0 81.3 por_Latn 88.3 88.5 88.8
quc_Latn 28.7 62.0 64.3 ron_Latn 83.6 80.2 79.7 rus_Cyrl 89.0 88.8 88.0
sah_Cyrl 22.3 77.6 77.5 san_Deva 19.1 24.8 21.9 sin_Sinh 58.5 55.9 55.5
slk_Latn 84.1 84.6 83.5 slv_Latn 78.1 75.8 75.3 sme_Latn 29.8 73.9 74.6
spa_Latn 88.2 88.9 88.3 sqi_Latn 78.5 77.4 77.0 srp_Latn 85.8 84.8 83.0
swe_Latn 93.4 92.2 92.4 tam_Taml 75.6 75.0 74.4 tat_Cyrl 45.6 69.5 69.8
tel_Telu 85.7 82.2 82.4 tgl_Latn 73.3 75.0 77.1 tha_Thai 44.3 56.5 49.9
tur_Latn 73.0 70.4 72.4 uig_Arab 68.3 68.1 68.9 ukr_Cyrl 85.5 84.6 83.5
urd_Arab 59.6 65.8 70.2 vie_Latn 70.4 66.8 66.1 wol_Latn 25.6 57.1 61.0
xav_Latn 6.2 17.6 17.0 yor_Latn 22.7 63.2 64.2 yue_Hani 27.7 42.7 23.9
zho_Hani 24.6 44.5 23.4

Table 17: F1 scores of baselines and FURINA on POS.

|L| Glot500-m is better Furina is better

SR-B 369 33 336
SR-T 98 43 55
Taxi1500 351 46 305
NER 164 55 109
POS 91 40 51

Table 18

Those who are led by the Spirit of God are children of God.

Chinese original 那些被神的 引的人都是神的儿子。
transliteration naxie bei shen de ling yindao de ren dou shi shen de rzi.

Arabic original . é<Ë @ Z A 	JK.

@ Ñë é<Ë @ hðP ÑëXñ�®K
 	áK


	YË @ ½JËð

@

transliteration awlyek althyn yqwdhm rwh allh hm abna’ allh.

Ukrainian original Котрi бо Духом Божим водять ся, тi сини Божi.
transliteration Kotri bo Dukhom Bozhim vodyat sya, ti sini Bozhi.

Slovak original Tí, ktorých vedie Boží Duch, sú Božími synmi.
transliteration Ti, ktorych vedie Bozi Duch, su Bozimi synmi.

Table 1: Examples of Uroman transliteration. We select
sentences (translations of the sentence “Those who are
led by the Spirit of God are children of God.”) from
four languages that uses different scripts and translit-
erate them using Uroman. We notice some important
characteristics of Uroman: tones (for Hani script) are not
included and diacritics (for Latin script) are removed.

Text Classification. Taxi1500 (Ma et al., 2023), a
multilingual 6-class text classification dataset avail-
able in more than 1,500 languages, is used. We
select a subset of language-scripts supported by
the model for evaluation. We report the zero-shot
crosslingual performance (in macro F1 scores) us-
ing the English train set for fine-tuning and select-
ing the best model on the English dev set.

Sequence Labeling. Two types of tasks are con-
sidered: named entity recognition (NER) and Part-
Of-Speech (POS) tagging. We use WikiANN (Pan
et al., 2017) for NER and Universal Dependencies
(de Marneffe et al., 2021), version v2.11, for POS.
We report the zero-shot performance (in macro F1
scores) for both tasks.

4.3 Results and Discussion

To better illustrate how the proposed TRANSLICO

framework can influence the performance of differ-
ent scripts, we group all language-scripts by their
scripts and report the average performance for each
group. The results of XLM-R, Glot500-m, and FU-
RINA are shown in Table 2. We see an overall im-
provement for FURINA compared with Glot500-m
in each task except for SR-T. We conjecture that the
sub-optimal performance on SR-T can be related
to the domain shift and the small set of languages
supported by Tatoeba. Our fine-tuning data con-
sists of sentences of many low-resource languages
that come from genre-specific corpora such as the
Bible, which can be quite different from Tatoeba,
which is more modern in terms of the genre and
mostly only supports high-resource languages (70
out 98 languages are high-resource languages).

FURINA performs surprisingly well on ST-B. An
overall improvement of 10.9 (from 47.2 to 58.1)
is achieved. We also see a consistently large in-
crease for each script group of languages: e.g.,
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SR-B SR-T Taxi1500 NER POS

XLM-R Glot500 FURINA XLM-R Glot500 FURINA XLM-R Glot500 FURINA XLM-R Glot500 FURINA XLM-R Glot500 FURINA

Latn 16.2 45.1 57.4 55.7 69.1 73.0 22.5 52.6 59.8 60.3 66.1 67.3 68.1 74.4 75.7
Cyrl 25.5 60.3 69.0 55.5 74.4 69.7 30.2 59.8 63.6 51.8 65.3 66.2 66.7 79.3 79.5
Hani 30.4 43.4 39.8 62.0 80.5 47.7 66.6 68.2 70.1 23.1 22.2 21.9 22.2 35.5 18.2
Arab 36.3 56.4 61.4 53.6 71.8 56.3 48.5 60.8 66.5 45.0 53.4 57.7 65.8 68.8 69.3
Deva 32.1 60.3 66.8 68.6 81.8 71.9 49.5 66.6 73.2 56.9 56.2 58.9 58.3 59.8 60.8
Other 33.8 49.0 53.6 59.7 71.1 57.6 49.5 59.5 65.2 45.2 50.4 50.4 65.9 68.8 67.1
All 19.3 47.2 58.1 56.6 70.7 68.8 26.7 54.3 61.0 55.3 61.6 62.8 65.6 71.8 71.9

Table 2: Performance of FURINA and baselines on five downstream tasks across 5 seeds. We report the average
performance for groups of languages using one of the five major scripts in the fine-tuning data: Latn (Latin), Cyrl
(Cyrillic), Hani (Hani), Arab (Arabic), and Deva (Devanagari). We collect the remaining languages in the group
“Other”. In addition, we also report the average over all languages (group “All”). FURINA generally performs better
than other baselines except on SR-T. Bold (underlined): best (second-best) result for each task in each group.

SR-B SR-T Taxi1500 NER POS

Latn Other All Latn Other All Latn Other All Latn Other All Latn Other All

FURINA-Latn 52.1 58.6 53.5 65.9 62.0 64.6 56.6 65.2 58.2 66.1 53.6 61.5 73.4 66.7 70.9
- w/o TCM 41.2 58.5 44.9 57.6 67.8 61.2 52.9 63.4 54.9 66.2 54.4 61.9 72.7 65.5 70.0
- w/o MLM 31.2 26.3 30.2 40.2 25.4 35.1 44.8 52.8 46.4 66.4 48.3 59.8 72.6 66.8 70.4

FURINA+Latn 57.4 60.8 58.1 73.0 60.9 68.8 59.8 65.8 61.0 67.3 54.9 62.8 75.7 65.5 71.9
- w/o TCM 45.5 58.4 48.3 65.9 67.1 66.3 57.8 64.4 59.1 67.2 54.2 62.4 75.9 64.5 71.6
- w/o MLM 41.2 35.9 40.0 63.4 41.6 55.9 50.8 55.2 51.7 66.6 47.2 59.5 73.9 66.5 71.1

Table 3: Ablation study. We investigate the effect of incorporating Latin script data and their Uroman transliteration
(models are therefore classified into two groups: FURINA-Latn and FURINA+Latn). We also explore the influence of
the MLM and TCM objectives. The model generally performs worse when any one of the objectives is missing.
In addition, including Latin script data can improve the overall performance for both Latin script languages and
languages using other scripts on all tasks. Bold (underlined): best (second-best) result per controlled group.

12.3 for Latin script languages and 8.7 for Cyril-
lic languages. However, for Hani script (Chinese
characters) languages, we see a sudden drop in per-
formance, which can also be seen in other tasks
such as SR-T, NER, and POS. We hypothesize that
Uroman is suboptimal for Hani script because a
great deal of important information is lost in the
transliteration: both due to the removal of tones
and due to the conflation of semantically differ-
ent characters that are pronounced identically (e.g.,
氦 (helium) v.s 害 (harm), both pronounced hài
in Mandarin). In addition, Chinese characters are
logograms. Even if the transliteration contains cor-
rect tones, the transliterated words potentially lose
semantic or contextual nuances and are more prone
to ambiguity (Amrhein and Sennrich, 2020), thus
resulting in a performance drop. However, note
that Hani languages are high-resource languages,
so this result does not diminish our hypothesis that
transliteration helps low-resource languages.

For other types of tasks, we also see a consis-
tent improvement. In both NER and POS, FU-
RINA achieves better performance than Glot500-m
in 4 out of 5 script groups (except for Hani as dis-
cussed above). Compared with token-level classifi-
cation (NER and POS), we see a more prominent in-

crease in sequence-level classification (Taxi1500):
the overall F1 score is increased by 6.7 (more
than 10%) compared with Glot500-m, and FU-
RINA achieves substantially better performance for
each script group. The results indicate that the pro-
posed contrastive learning framework TRANSLICO

boosts crosslingual transfer learning, especially
for sequence-level tasks, e.g., sentence retrieval
and sentence classification. We also evaluate both
Glot500m and FURINA under the common script
scenario, i.e., transliterating the evaluation dataset
to Latin script. See the evaluation in §D.

5 Analysis

5.1 Ablation Study

We conduct ablation experiments on all five tasks,
using the same hyperparameters and Glot500-m as
the source model. Specifically, we explore the influ-
ence of MLM and TCM objectives in TRANSLICO.
In addition, we investigate the importance of in-
corporating data from Latin script languages and
classify the model variants into two groups (with
Latin script languages or without). In our prelim-
inary experiments, we also explore the weight of
the TCM loss (e.g., 0.1, 0.5, and 1) and find the
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Figure 3: (i) PCA of sentence representations from layer 8 (mean-pooling of contextualized token embeddings,
dim=768) of FURINA (Subfigure 1) and Glot500-m (Subfigure 2). Points are sentence representations. Colors
indicate scripts. (ii) Pairwise cosine similarity between centroids of scripts of FURINA (Subfigure 3) and Glot500-m
(Subfigure 4). FURINA better represents scripts in several cases, e.g., it better aligns related scripts Latn and Cyrl,
and, it better separates the unrelated scripts Cyrl and Mlym compared to Glot500-m.

influence is very small as the TCM loss quickly
goes to a small value for different weights, possibly
due to the simplicity of the contrastive task (the
initial magnitude is close though). We report the
best result for each model variant in Table 3.

The model generally performs worse when any
one of the training objectives is missing. This holds
for each group. For example, the overall accuracy
in SR-B decreases by 8.6 and 13.3 for FURINA-Latn
when TCM or MLM is missing. The only exception
is the accuracy for “Other” in SR-T. We notice
when TCM is missing, the result increases by 5.8
(FURINA-Latn) and 6.2 (FURINA+Latn). The possible
reason is as follows. The sentences from languages
using different scripts in SR-T (Tatoeba sentences
are quite simple) are already aligned pretty well.
Additionally fine-tuning the model with TCM on
a small portion of data (for many low-resource
languages the data is related to the Bible) whose
domain is different from the domain of SR-T hurts
the performance of underrepresented languages.

Interestingly, we find the introduction of TCM
and MLM objectives has a more prominent impact
on sequence-level (SR-B, SR-T, Taxi1500) than
token-level tasks (NER, POS). For example, for
FURINA-Latn, all three variants achieve competitive
overall performance on token-level tasks: around
60 and 70 F1 scores on NER and POS respectively.
This might suggest that TRANSLICO has a rela-
tively small effect on individual token representa-
tions as we use sentence-level contrastive learning.
In addition, in sequence labeling, the model may be
able to transfer prevalent classes such as verb and
noun (ImaniGooghari et al., 2023; Liu et al., 2023)
to some extent even without the explicit crosslin-
gual constraint imposed by TCM and MLM.

We also see a consistent improvement when

the Latin script data is incorporated into the fine-
tuning data. Although there is an occasional small
decrease for languages using other scripts (e.g.,
on SR-T and POS) when comparing FURINA+Latn
and FURINA-Latn, the increase for Latin script lan-
guages is prominent for each task. This is ex-
pected, as FURINA-Latn can catastrophically for-
get the knowledge gained in its pretraining phase
(Kirkpatrick et al., 2017). By incorporating the
Latin script data and their Uroman transliteration,
we can further increase lexical overlap and make
the model more robust, since Uroman has a unified
mechanism for romanization and removes all dia-
critics. For example, the word “salón” in Czech
will be the same as the French word “salon” after
Uroman removing the diacritics on “ó”.

5.2 Representation Visualization

To explore how TRANSLICO manipulates the rep-
resentation space, we visualize the sentence repre-
sentations from languages that use different scripts.
Specifically, we feed Glot500-m and FURINA with
500 sentences from the SR-B task. To facilitate
comparison, we only select 10 high-resource lan-
guages. Each language uses one of the 10 domi-
nant scripts in the vocabulary of the models (we
use GlotScript (Kargaran et al., 2024) to detect
the script of the tokens). The languages are En-
glish (Latin), Russian ( Cyrl), Chinese (Hani), Ara-
bic (Arab), Hindi (Deva), Greek (Grek), Korean
(Hang), Malayalam (Mlym), and Hebrew (Hebrew).
We obtain the sentence representations by mean-
pooling the contextualized token embeddings. We
visualize the representations of the 8th layer (also
used for SR-B and SR-T) by projecting them to
two dimensions with principal component analysis
(PCA) in Figure 3 (1st and 2nd subfigures). We
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Language pan hin ben ori asm guj mar kan tel mal tam avg

Named Entity Recognition (F1-Score)
FURINAIndic 92.5 97.1 98.6 96.5 94.5 95.7 97.2 93.9 96.7 97.2 97.0 96.1
Glot500-m 92.7 97.1 98.7 96.6 93.5 95.4 97.1 93.5 96.7 97.0 97.0 96.0
ALBERTUS 85.4 92.9 97.3 93.5 89.1 80.2 90.6 - - - - 89.9

Wikipedia Section Title Prediction (Accuracy)
FURINAIndic 81.2 83.9 85.8 83.7 85.2 84.8 85.6 84.3 96.6 83.8 83.8 85.3
Glot500-m 81.5 83.6 85.5 83.2 85.2 84.4 84.7 83.9 96.6 83.1 83.6 85.0
ALBERTUS 77.6 82.2 84.4 81.5 81.7 82.4 82.7 - - - - 81.8

Cloze Style Question Answering (Accuracy)
FURINAIndic 40.6 46.8 44.9 45.2 47.3 85.9 51.7 39.7 32.3 38.2 37.7 46.4
Glot500-m 29.8 28.8 27.7 29.4 31.8 82.7 32.1 28.9 26.3 27.5 29.3 34.0
ALBERTUS 32.8 38.5 36.4 36.0 37.4 70.2 39.5 - - - - 41.5

Table 4: Evaluation of NER, WSTP, and CSQA (zero-shot) from IndicGLUE Benchmark. FURINAIndic consistently
outperforms Glot500-m in most languages on three tasks. Bold: best result for each language in each task. We
also show ALBERTUS model trained by Moosa et al. (2023) using only romanized data for reference. ALBERTUS

cannot be compared with the other two models directly, because it uses different pretraining data.

also compute the pairwise normalized cosine sim-
ilarity between the centroid of each script group
(3rd and 4th subfigures). Additionally, we visualize
representations from every layer in Appendix E.

It can be seen that the representations from each
script roughly form an individual single cluster for
Glot500-m. In contrast, representations only form
two major clusters for FURINA, where each clus-
ter has certain related scripts. This is evidence
that Glot500-m encodes script-sensitive informa-
tion and distinct but related scripts are not well-
aligned, whereas FURINA has learned better script-
neutrality for the representations of related scripts.
The pairwise similarity also supports our argument:
e.g., FURINA has higher similarity scores among
(1) Latn, Cyrl, and Deva, and (2) Hani, Thai and
Hang, where any script in each group is related
to the rest of the scripts. This phenomenon in-
dicates that TRANSLICO is effective in address-
ing the script barrier in the representation space of
mPLMs by improving the similarity of the related
scripts. Interestingly, we observe linguistic features
and geographical proximity can also be related to
the representation subspaces. Hani, Thai and Hang
(Hangul) are in the same cluster, which might be ex-
plained by the fact that Thai, Korean, and Chinese
are spoken in adjacent areas and their vocabular-
ies are mutually influenced. With TRANSLICO,
such similarity is further exploited and thus their
representations are encouraged to be closer.

5.3 Case Study: Indic Group

To further explore TRANSLICO’s performance, we
conduct a case study on 12 languages that exhibit
areal features such as shared vocabulary. These

Lang. Sub-family Script # Sentence
asm Eastern Indo-Aryan Bengali 188.0k
bhi Eastern Indo-Aryan Devanagari 4351.4k
guj Western Indo-Aryan Gujarati 3.0k
guj Western Indo-Aryan Devanagari 4.7k
mai Eastern Indo-Aryan Devanagari 4573.8k
nep Northern Indo-Aryan Devanagari 704.5k
pan Northwestern Indo-Aryan Gurmukhi 5.3k
sin Insular Indo-Aryan Sinhala 2874.8k
ben Eastern Indo-Aryan Bengali 131.5k
hin Central Indo-Aryan Devanagari 40.9k
mar Southern Indo-Aryan Devanagari 2905.1k
ori Eastern Indo-Aryan Oriya 16.4k
sam Sanskrit Devanagari 729.2k

Table 5: The 12 languages in the Indic group used
for fine-tuning FURINAIndic. The number of sentences
shown is the result of randomly sampling 10% of sen-
tences from Glot500-c for each language.

languages are mostly from the Indo-Aryan group
and are mutually influenced with each other lin-
guistically, historically, and phonologically, but use
different scripts (Moosa et al., 2023).

Similar to the previous settings, we use Glot500-
m as our source mPLM with the training data as
the only difference. Specifically, we randomly
sample 10% of sentences from Glot500-c (Imani-
Googhari et al., 2023) for each of the 12 languages.
The details of the resulting fine-tuning dataset are
shown in Table 5. We then use Uroman to translit-
erate these sentences into the Latin script. Sub-
sequently, we create positive paired data using
these sentences and their Latin script translitera-
tions. This results in our training data consisting
of 16.5M sentence pairs. We use TRANSLICO to
fine-tune Glot500-m on the data and refer to the
final model as FURINAIndic. Following the similar
setting employed by Moosa et al. (2023), we evalu-
ate FURINAIndic with three downstream tasks from
IndicGLUE (Kakwani et al., 2020): Wikipedia Sec-
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tion Title Prediction (WSTP), Cloze Style Question
Answering (CSQA)) and a Named Entity Recog-
nition (NER) task. One major difference between
our evaluation and Moosa et al. (2023) is that we
always evaluate the languages in their original
scripts, whereas Moosa et al. (2023) evaluate on
the transliterated data in a unified script (Latin).
The details for hyperparameters of each task are
reported in §A.4. To test the crosslingual transfer
ability of FURINAIndic on the Indic group languages,
for WSTP and NER, we fine-tune the model on all
languages at once and then evaluate the model on
the test set for each language. We use CSQA to
test the zero-shot capability of FURINAIndic. We
evaluate on F1 for NER and on accuracy for WSTP
and CSQA. The results are shown in Table 4.

FURINAIndic outperforms Glot500-m on 8 out of
11 languages on the NER task, with a 0.1 slightly
higher average score than Glot500-m. We see a
similar small improvement on WSTP, where FU-
RINAIndic beats Glot500-m on most of the lan-
guages except for Panjabi. We assume the reason
for the small improvement in these two tasks is that
the model is fine-tuned on the train set of all lan-
guages (not zero-shot crosslingual transfer), which
could overshadow the benefits from TRANSLICO.
Nevertheless, the general consistent improvement
shows the effectiveness of TRANSLICO. For the
zero-shot task CSQA, we see a large increase. FU-
RINAIndic improves the average performance by
more than 12 points (from 34.0 to 46.4). Although
another competitive model, ALBERTUS (Moosa
et al., 2023), beats Glot500-m (source model of FU-
RINAIndic), FURINAIndic outperforms ALBERTUS

consistently in all languages. This indicates that
TRANSLICO enjoys the largest improvements in
zero-shot scenarios, which is exactly the desidera-
tum for most low-resource languages. Overall, the
consistent improvement demonstrates TRANSLICO

not only works well “globally” on all languages but
also “locally” on a small group of languages that
have lexical overlap but use different scripts.

6 Conclusion

In this work, we propose a novel framework
TRANSLICO to fine-tune an mPLM only using a
small portion of sentences in its pretraining corpus
and their Latin transliteration. The framework con-
trasts the sentences in their original script and their
transliterations to tackle the script barrier problem.
Using Glot500-m as our source model, we fine-

tune it using the proposed framework and present
the resulting model: FURINA. Through extensive
experiments, we show FURINA better aligns the
representations from different scripts into a com-
mon space and therefore outperforms Glot500-m
on a wide range of crosslingual transfer tasks. In
addition, we conduct a case study on Indic group
languages that are known to be mutually influenced
by each other but use different scripts. We show
TRANSLICO can also boost the performance for
the Indic group languages. We hope this framework
can inspire more future work leveraging translitera-
tion to improve crosslinguality of mPLMs.

Limitations

We propose a simple contrastive learning frame-
work TRANSLICO that aims to address the script
barrier. We show the effectiveness by using
Glot500-m as the source model and fine-tuning
it on a small portion (5%) of its pretraining data.
We would assume the proposed framework can also
be used directly for pretraining, through which the
model might benefit further from seeing more data.
However, due to a limited computation budget, we
aren’t able to pretrain a model from scratch or con-
tinued pretrain a model using the full Glot500-c
corpus. We would leave out how the proposed
framework can be integrated into efficient pretrain-
ing or continued pretraining for future work.

We see the proposed framework TRANSLICO

works “globally” when fine-tuning the model on
data of all languages scripts, and also “locally” for
a case study when only fine-tuning on the Indic-
group languages that are mutually influenced and
have extensive lexical overlap. Unfortunately, we
didn’t validate the framework further by trying
more language groups, which could further demon-
strate the usage of TRANSLICO. However, this is
beyond the scope of this paper. Nevertheless, we
hope our framework can inspire more work that
applies a similar framework and focus “locally” on
groups of languages of interest for future research.
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A Hyperparameters

A.1 Fine-tuning on Glot500-c

We fine-tune Glot500-m (ImaniGooghari et al.,
2023) on a small portion of its training data,
Glot500-c. Specifically, from each language-script,
we randomly select 5% sentences. Note that we
also consider languages that use Latin scripts when
constructing our training data (another variant is
only considering languages that do not use Latin
scripts, which we do for the ablation study de-
scribed in §5.1). Then we construct paired data by
generating the Latin transliterations for each sen-
tence using Uroman (Hermjakob et al., 2018). The
paired data is then used to fine-tune the model using
the proposed contrastive learning framework. For
the MLM objective, we use the standard mask rate
of 15% for both sentences in their original scripts
and their Uroman transliterations. The weights
for all objectives are set to 1 by default. We
use Adam optimizer (Kingma and Ba, 2015) with
(β1, β2) = (0.9, 0.999) and ϵ = 1e-6. The initial
learning rate is set to 1e-5. The effective batch size
is set to 768. Each batch contains sentence pairs
(one in its original script and one in Latin translit-
eration) randomly picked from all languages. We
set the per-GPU batch to 24, the gradient accumu-
lation to 8, and train on four RTX A6000 GPUs (
24× 8× 4 = 768). We use FP16 training (mixed
precision (Micikevicius et al., 2018)) by default.
We store checkpoints for the model every 2K steps
and apply early stopping with the best average per-
formance on downstream tasks. The model is fine-
tuned for a maximum of 3 days (roughly 1 epoch).
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indo1319 atla1278 aust1307 turk1311 sino1245 maya1287 afro1255 other all

SR-B 93 69 55 23 23 15 12 79 369
SR-T 54 2 7 7 3 0 5 20 98
Taxi1500 87 68 51 18 22 15 11 79 351
NER 94 5 12 12 7 0 6 28 164
POS 54 2 4 5 3 1 6 16 91

Table 6: The number of languages in each language family in downstream tasks.

#class measure (%)

SR-B - top-10 Acc.
SR-T - top-10 Acc.
Taxi1500 6 F1 score
NER 7 F1 score
POS 18 F1 score

Table 7: Information of downstream tasks. #class: the
number of the categories if it is a sequence-level or
token-level classification task.

Latn Cyrl Hani Arab Deva other all

SR-B 290 28 4 11 8 28 369
SR-T 64 10 3 5 2 14 98
Taxi1500 281 25 4 8 7 26 351
NER 104 17 4 10 5 24 164
POS 57 8 3 5 3 15 91

Table 8: The number of languages in each script group
in downstream tasks.

A.2 Fine-tuning on Downstream tasks

The basic information of each downstream task
dataset is shown in Table 7. The number of lan-
guages in language families and script groups for
each downstream task is shown in Table 6 and 8
respectively. We introduce the detailed hyperpa-
rameters settings in the following.

For sequence-level retrieval tasks, i.e., SR-B and
SR-T, we use English-aligned sentences (up to 500
and 1000 for SR-B and SR-T respectively) from
languages that are supported by the model. Dif-
ferent from SR-T, most of the languages in SR-B
are low-resource languages. In addition, many lan-
guages in SR-B use non-Latin scripts. The retrieval
task is performed without any training: we directly
use the model to encode all sentences, where each
sentence is represented as the average of the contex-
tual embedding at the 8th layer. We then compute
the top-10 accuracy for each pair.

For sequence-level classification tasks, i.e.,
Taxi1500, we fine-tune the model with a 6-classes
classification head on the English train set and se-
lect the best checkpoint using the English develop-
ment set. We train a model using Adam optimizer
for 40 epochs with early stopping. The learning

rate is set to 1e-5 and the effective batch size is set
to 16 (batch size of 8 and gradient accumulation of
2). The training is done on a single GTX 1080 Ti
GPU. We then evaluate the performance in a zero-
shot transfer setting by evaluating the fine-tuned
model on the test sets of all other languages. The
Macro F1 score is reported for each language.

For token-level classification tasks, i.e., NER
and POS, we fine-tune the model with a suitable
classification head (7 for NER and 18 for POS) on
the English train set and select the best checkpoint
using the English development set. We train each
model using Adam optimizer for a maximum of
10 epochs with early stopping. The learning rate
is set to 2e-5 and the effective batch size is set to
32 (batch size of 8 and gradient accumulation of 4).
The training is done on a single GTX 1080 Ti GPU.
We then evaluate the performance in a zero-shot
transfer setting by evaluating the fine-tuned model
on the test sets of all other languages. The Macro
F1 score is reported for each language.

A.3 Fine-tuning on Indic Group

We fine-tune Glot500-m (ImaniGooghari et al.,
2023) on a part of indic group languages. Specifi-
cally, we randomly sample 10% of sentences from
Glot500-c (ImaniGooghari et al., 2023) for 12 in-
dic languages (shown in table 5). Then we create
paired data by transliterating each sentence into
Latin using Uroman (Hermjakob et al., 2018). The
other settings are the same in Appendix A.1.

A.4 Evaluation on Indic Group

The information of three downstream tasks WSTP,
NER and CSQA is represented in Table 10. The
three tasks are following the same setting of Moosa
et al. (2023). For the sentence classification task
WSTP, we fine-tune the model with 4-class head on
11 indic languages all at once. We train the model
using Adam optimizer for 20 epochs. The learning
rate is set to 2e-5 and the effective batch size is set
to 256 (batch size 0f 64 and gradient accumulation
of 4). The training is done on four GTX 1080
Ti GPUs. We then evaluate the performance in a
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SR-B SR-T Taxi1500 NER POS

XLM-R Glot500 FURINA XLM-R Glot500 FURINA XLM-R Glot500 FURINA XLM-R Glot500 FURINA XLM-R Glot500 FURINA

indo1319 41.9 61.6 71.5 63.4 75.6 77.5 48.4 61.4 67.7 61.0 66.0 67.5 75.4 78.0 78.7
atla1278 5.5 45.2 56.3 29.6 50.2 52.6 13.3 48.2 58.3 46.5 59.9 60.6 24.1 60.1 62.6
aust1307 14.5 47.2 61.6 35.3 51.0 52.3 23.4 56.0 62.9 49.7 57.6 56.8 70.1 74.6 75.8
turk1311 22.3 63.3 71.3 41.6 70.2 65.8 30.9 62.2 67.0 50.7 61.9 63.3 57.3 72.2 73.0
sino1245 9.0 39.2 46.9 62.0 80.5 47.7 21.9 57.4 61.7 26.4 37.4 35.4 22.2 35.5 18.2
maya1287 3.8 20.3 39.6 - - - 11.1 47.8 56.1 - - - 28.7 62.0 64.3
afro1255 13.0 34.3 47.0 41.4 53.0 40.0 19.3 41.4 48.5 47.5 54.0 58.1 54.0 67.2 66.3
Other 14.1 36.9 46.2 56.7 69.4 64.3 20.9 50.9 56.0 50.9 56.3 57.5 54.1 60.8 61.4
All 19.3 47.2 58.1 56.6 70.7 68.8 26.7 54.3 61.0 55.3 61.6 62.8 65.6 71.8 71.9

Table 9: Aggregated performance of FURINA and baselines for each major language family. We report the
average performance for language families: indo1319 (Indo-European), atla1278 (Atlantic-Congo), aust1307
(Austronesian), turk1311 (Turkic), sino1245 (Sino-Tibetan), maya1287 (Mayan), and afro1255 (Afro-Asiatic). We
collect the remaining languages in the group “Other”. In addition, we also report the average over all languages
(group “All”). Bold (underlined): best (second-best) result for each task in each group. FURINA generally performs
better than other baselines except on Sino-Tibetan and SR-T.

|lan| |rows| #class measure (%)

WSTP 11 403k 4 Accuracy
NER 11 119k 7 F1 score
CSQA 9 135k 4 Accuracy

Table 10: Information of downstream tasks on Indic
Group languages. |lan|: languages we evaluate from
IndicGlue; #class: the number of the categories if it is a
sequence-level or token-level classification task.

crosslingual transfer setting by evaluating the fine-
tuned model on the test set of 11 indic languages.
The accuracy is reported for each language.

For token level task NER, we fine-tune the model
with a 7 classification head on 11 indic languages
all at once with 20 epochs. The learning rate is
set to 2e-5 and the effective batch size is set to 32
(batch size 0f 8 and gradient accumulation of 4).
The training is done on a single GTX 1080 Ti GPU.
We then evaluate the performance in a crosslingual
transfer setting by evaluating the fine-tuned model
on the test set of 11 indic languages. The Macro
F1 score is reported for each language.

B Futher Fine-grained Analysis

To further analyze how TRANSLICO can influence
the crosslinguality of the multilingual model, we
additionally report the aggregated results for each
language family in Table 9 and the number of lan-
guages that benefit from TRANSLICO in Table 11.
We see similar improvement as we observe for dif-
ferent script groups.

C Complete Results

We report the complete results for all tasks and
language-scripts in Table 17, 18 (SR-B), Table 19
(SR-T), Table 20, 21 (Taxi1500), Table 22 (NER),
and Table 23 (POS).

|L| Glot500-m is better FURINA is better

SR-B 369 33 336
SR-T 98 43 55
Taxi1500 351 46 305
NER 164 55 109
POS 91 40 51

Table 11: Number of languages in each task that benefits
from the proposed TRANSLICO framework. |L| is the
total number of languages for each task.

D Evaluation on Transliterated Data

We evaluate both Glot500m and FURINA under the
common script scenario. Specifically, we transliter-
ate all the data (including data of language written
in Latin script, which is consistent with how we
fine-tune the model with TRANSLICO) from down-
stream tasks to Latin script. Per-task performance
for each script group is shown in Table 12 (SR-B),
Table 13 (SR-T), Table 14 (Taxi1500), Table 15
(NER) and Table 16 (POS).

The results indicate that the models consistently
perform better when the languages are in their orig-
inal script instead of in Latin (the common script).
We hypothesize the major reason is that the mod-
els are not being manipulated with vocabulary ex-
tension for transliterated data. Nevertheless, we
observe from the results that TRANSLICO-uni gen-
erally outperforms Glot500m-uni across all tasks.
This indicates our TRANSLICO framework is also
effective for common script scenarios.

E Representation Visualization

We visualized sentence representations from all
layers of two models using PCA. Figure 5 and
Figure 4 present the sentence representations of
Glot500-m and FURINA respectively.
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(a) layer 1 (b) layer 2 (c) layer 3

(d) layer 4 (e) layer 5 (f) layer 6

(g) layer 7 (h) layer 8 (i) layer 9

(j) layer 10 (k) layer 11 (l) layer 12

Figure 4: Visualizations of sentence representations from all layers (mean-pooling the contextualized token
embeddings) of FURINA. The original dimension is 768 and we use PCA to select the first two principal components.
Each point corresponds to a sentence. Different colors indicate distinct scripts.
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(a) layer 1 (b) layer 2 (c) layer 3

(d) layer 4 (e) layer 5 (f) layer 6

(g) layer 7 (h) layer 8 (i) layer 9

(j) layer 10 (k) layer 11 (l) layer 12

Figure 5: Visualizations of sentence representations from all layers (mean-pooling the contextualized token
embeddings) of Glot500-m. The original dimension is 768 and we use PCA to select the first two principal
components. Points indicate sentence representations and different colors indicate distinct scripts.
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Glot500-m-uni Glot500-m FURINA-uni FURINA

Latn 38.7 45.1 53.8 57.4
Cyrl 19.2 60.3 47.0 69.0
Hani 5.7 43.4 10.4 39.8
Arab 5.9 56.4 22.9 61.4
Deva 9.9 60.3 32.7 66.8
Other 5.4 49.0 18.0 53.6
All 32.7 47.2 48.7 58.1

Table 12: Performance Glot500-m and FURINA on
the original and transliterated (into Latin) evaluation
dataset of SR-B. We use Glot500-m and FURINA
(resp. Glot500-m-uni and FURINA-uni) to refer to the
model performing evaluation on the original-script (resp.
transliterated) dataset. We group the performance by
scripts (for Glot500-m-uni and FURINA-uni, the script
indicates the original script of the languages).

Glot500-m-uni Glot500-m FURINA-uni FURINA

Latn 58.7 69.1 68.8 73.0
Cyrl 28.0 74.4 50.4 69.7
Hani 4.5 80.5 6.2 47.7
Arab 6.7 71.8 16.1 56.3
Deva 16.0 81.8 37.4 71.9
Other 7.0 71.1 15.7 57.6
All 43.0 70.7 54.1 68.8

Table 13: Performance Glot500-m and FURINA on
the original and transliterated (into Latin) evaluation
dataset of SR-T. We use Glot500-m and FURINA
(resp. Glot500-m-uni and FURINA-uni) to refer to the
model performing evaluation on the original-script (resp.
transliterated) dataset. We group the performance by
scripts (for Glot500-m-uni and FURINA-uni, the script
indicates the original script of the languages).

Glot500-m-uni Glot500-m FURINA-uni FURINA

Latn 50.5 52.6 48.4 59.8
Cyrl 29.6 59.8 30.6 63.6
Hani 6.9 68.2 5.2 70.1
Arab 15.4 60.8 15.6 66.5
Deva 21.6 66.6 24.1 73.2
Other 11.5 59.5 14.7 65.2
All 44.2 54.3 42.9 61.0

Table 14: Performance Glot500-m and FURINA on
the original and transliterated (into Latin) evaluation
dataset of Taxi1500. We use Glot500-m and FURINA
(resp. Glot500-m-uni and FURINA-uni) to refer to the
model performing evaluation on the original-script (resp.
transliterated) dataset. We group the performance by
scripts (for Glot500-m-uni and FURINA-uni, the script
indicates the original script of the languages).

Glot500-m-uni Glot500-m FURINA-uni FURINA

Latn 64.3 66.1 66.2 67.3
Cyrl 49.5 65.3 57.5 66.2
Hani 10.6 22.2 10.0 21.9
Arab 14.5 53.4 21.2 57.7
Deva 14.0 56.2 29.1 58.9
Other 16.6 50.4 24.6 50.4
All 49.9 61.6 54.0 62.8

Table 15: Performance Glot500-m and FURINA on
the original and transliterated (into Latin) evaluation
dataset of NER. We use Glot500-m and FURINA
(resp. Glot500-m-uni and FURINA-uni) to refer to the
model performing evaluation on the original-script (resp.
transliterated) dataset. We group the performance by
scripts (for Glot500-m-uni and FURINA-uni, the script
indicates the original script of the languages).

Glot500-m-uni Glot500-m FURINA-uni FURINA

Latn 70.0 74.4 72.5 75.7
Cyrl 51.8 79.3 63.1 79.5
Hani 22.7 35.5 23.4 18.2
Arab 28.1 68.8 46.0 69.3
Deva 33.7 59.8 46.4 60.8
Other 32.5 68.8 41.2 67.1
All 57.1 71.8 62.6 71.9

Table 16: Performance Glot500-m and FURINA on the
original and transliterated (into Latin) evaluation dataset
of POS. We use Glot500-m and FURINA (resp. Glot500-
m-uni and FURINA-uni) to refer to the model perform-
ing evaluation on the original-script (resp. transliter-
ated) dataset. We group the performance by scripts (for
Glot500-m-uni and FURINA-uni, the script indicates the
original script of the languages).
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Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA

ace_Latn 4.4 53.4 72.0 ach_Latn 4.4 40.0 50.0 acr_Latn 2.6 25.4 48.2
afr_Latn 76.8 69.4 81.4 agw_Latn 5.8 36.0 52.8 ahk_Latn 3.0 3.2 8.0
aka_Latn 5.0 57.0 53.4 aln_Latn 67.8 67.6 73.0 als_Latn 51.4 55.8 56.4
alt_Cyrl 12.6 50.8 59.2 alz_Latn 4.6 34.6 44.6 amh_Ethi 35.4 52.8 43.8
aoj_Latn 5.0 20.4 32.8 arb_Arab 7.0 14.6 35.4 arn_Latn 4.8 28.4 36.4
ary_Arab 2.8 15.2 34.2 arz_Arab 5.4 24.8 45.4 asm_Beng 26.2 66.6 73.4
ayr_Latn 4.8 52.8 63.8 azb_Arab 7.4 72.4 74.2 aze_Latn 71.0 73.0 76.0
bak_Cyrl 5.4 65.2 70.0 bam_Latn 3.4 60.2 65.0 ban_Latn 9.0 33.0 61.0
bar_Latn 13.4 40.8 67.0 bba_Latn 3.8 36.8 43.0 bbc_Latn 7.8 57.2 71.4
bci_Latn 4.4 13.2 33.2 bcl_Latn 10.2 79.8 85.8 bel_Cyrl 67.2 55.8 69.6
bem_Latn 6.6 58.2 59.0 ben_Beng 46.4 52.6 71.8 bhw_Latn 4.4 47.8 56.0
bim_Latn 4.2 52.2 63.4 bis_Latn 7.0 48.6 65.6 bod_Tibt 2.0 33.2 52.4
bqc_Latn 3.4 38.8 33.8 bre_Latn 17.6 32.8 61.4 bts_Latn 6.0 56.4 70.8
btx_Latn 11.0 59.6 71.4 bul_Cyrl 81.2 76.4 85.8 bum_Latn 4.8 38.0 45.0
bzj_Latn 7.8 75.0 84.4 cab_Latn 5.8 17.4 28.4 cac_Latn 3.6 14.8 35.0
cak_Latn 3.4 21.4 43.6 caq_Latn 3.2 30.2 45.6 cat_Latn 86.6 76.4 84.2
cbk_Latn 31.8 54.6 76.2 cce_Latn 5.2 51.8 68.2 ceb_Latn 14.2 68.0 81.4
ces_Latn 75.2 58.0 71.6 cfm_Latn 4.6 46.8 59.4 che_Cyrl 3.4 14.0 30.8
chk_Latn 5.4 41.2 59.2 chv_Cyrl 4.6 56.2 56.8 ckb_Arab 4.0 47.2 62.4
cmn_Hani 39.2 41.8 31.4 cnh_Latn 4.8 55.6 63.0 crh_Cyrl 8.8 75.2 76.0
crs_Latn 7.4 80.6 84.2 csy_Latn 3.8 50.0 64.4 ctd_Latn 4.2 59.4 63.6
ctu_Latn 2.8 21.6 35.6 cuk_Latn 5.0 22.2 40.6 cym_Latn 38.8 42.4 60.4
dan_Latn 71.6 63.2 76.2 deu_Latn 78.8 66.6 82.6 djk_Latn 4.6 40.4 56.8
dln_Latn 5.2 66.4 68.4 dtp_Latn 5.4 24.2 41.2 dyu_Latn 4.2 50.2 63.0
dzo_Tibt 2.2 36.4 52.0 efi_Latn 4.4 54.0 59.0 ell_Grek 52.6 48.6 56.6
enm_Latn 39.8 66.0 75.6 epo_Latn 64.6 56.2 75.0 est_Latn 72.0 56.4 69.8
eus_Latn 26.2 23.0 36.8 ewe_Latn 4.6 49.0 54.2 fao_Latn 24.0 73.4 82.2
fas_Arab 78.2 89.2 71.6 fij_Latn 3.8 36.4 43.8 fil_Latn 60.4 72.0 84.8
fin_Latn 75.6 53.8 68.6 fon_Latn 2.6 33.4 58.0 fra_Latn 88.6 79.2 90.8
fry_Latn 27.8 44.0 72.6 gaa_Latn 3.8 47.0 68.6 gil_Latn 5.6 36.8 52.6
giz_Latn 6.2 41.0 53.2 gkn_Latn 4.0 32.2 54.2 gkp_Latn 3.0 20.6 31.6
gla_Latn 25.2 43.0 59.4 gle_Latn 35.0 40.0 54.8 glv_Latn 5.8 47.4 58.4
gom_Latn 6.0 42.8 58.8 gor_Latn 3.8 26.0 43.0 grc_Grek 17.4 54.8 47.6
guc_Latn 3.4 13.0 21.8 gug_Latn 4.6 36.0 37.4 guj_Gujr 53.8 71.4 70.0
gur_Latn 3.8 27.0 45.6 guw_Latn 4.0 59.4 69.4 gya_Latn 3.6 41.0 51.0
gym_Latn 3.6 18.0 29.4 hat_Latn 6.0 68.2 81.2 hau_Latn 28.8 54.8 69.8
haw_Latn 4.2 38.8 61.6 heb_Hebr 25.0 21.8 21.0 hif_Latn 12.2 39.0 73.2
hil_Latn 11.0 76.2 89.2 hin_Deva 67.0 76.6 75.4 hin_Latn 13.6 43.2 64.6
hmo_Latn 6.4 48.2 60.0 hne_Deva 13.4 75.0 84.6 hnj_Latn 2.8 54.2 64.0
hra_Latn 5.2 52.2 58.0 hrv_Latn 79.8 72.6 75.6 hui_Latn 3.8 28.0 32.4
hun_Latn 76.4 56.2 70.8 hus_Latn 3.6 17.6 39.2 hye_Armn 30.8 75.2 68.6
iba_Latn 14.4 66.0 71.4 ibo_Latn 5.0 30.4 48.4 ifa_Latn 4.4 39.2 52.2
ifb_Latn 4.8 36.6 52.0 ikk_Latn 3.0 50.6 62.2 ilo_Latn 6.2 55.0 73.6
ind_Latn 82.6 72.2 77.8 isl_Latn 62.6 66.0 75.8 ita_Latn 75.4 70.0 79.2
ium_Latn 3.2 24.8 38.6 ixl_Latn 4.0 18.4 32.8 izz_Latn 2.8 25.6 45.8
jam_Latn 6.6 67.8 85.2 jav_Latn 25.4 47.4 68.0 jpn_Jpan 65.0 64.2 62.2
kaa_Cyrl 17.6 73.8 80.0 kaa_Latn 9.2 43.4 73.0 kab_Latn 3.4 20.6 35.6
kac_Latn 3.6 26.4 45.8 kal_Latn 3.4 23.2 22.8 kan_Knda 51.2 48.6 56.0
kat_Geor 54.2 51.4 51.0 kaz_Cyrl 61.4 56.8 70.2 kbp_Latn 2.6 36.0 49.6
kek_Latn 5.0 26.4 50.2 khm_Khmr 28.4 47.2 51.6 kia_Latn 4.0 33.2 49.8
kik_Latn 3.2 53.4 63.2 kin_Latn 5.0 59.4 69.0 kir_Cyrl 54.8 66.6 70.6
kjb_Latn 4.0 29.6 53.8 kjh_Cyrl 11.0 53.8 57.2 kmm_Latn 4.8 42.4 55.0
kmr_Cyrl 4.0 42.4 66.6 kmr_Latn 35.8 63.0 70.8 knv_Latn 2.8 9.0 21.2
kor_Hang 64.0 61.2 48.2 kpg_Latn 5.2 51.8 61.6 krc_Cyrl 9.2 63.0 72.8
kri_Latn 2.8 62.8 78.4 ksd_Latn 7.0 42.6 53.6 kss_Latn 2.2 6.0 13.4
ksw_Mymr 1.6 31.8 47.6 kua_Latn 4.8 43.8 54.4 lam_Latn 4.6 27.4 37.2
lao_Laoo 31.4 49.6 54.8 lat_Latn 52.2 49.6 57.0 lav_Latn 74.2 58.8 68.0
ldi_Latn 5.4 25.2 45.2 leh_Latn 5.6 58.2 67.4 lhu_Latn 2.0 5.0 14.6
lin_Latn 6.6 65.4 70.0 lit_Latn 74.4 62.4 67.8 loz_Latn 6.8 49.2 67.6
ltz_Latn 9.8 73.8 83.8 lug_Latn 4.6 49.4 49.4 luo_Latn 6.4 40.8 53.2
lus_Latn 3.8 54.4 66.0 lzh_Hani 25.0 63.4 36.8 mad_Latn 7.6 44.4 63.6
mah_Latn 4.8 35.6 50.6 mai_Deva 6.4 59.2 75.4 mal_Mlym 49.4 56.6 41.8
mam_Latn 3.8 12.8 30.2 mar_Deva 66.2 74.8 61.0 mau_Latn 2.4 3.6 7.8
mbb_Latn 3.0 33.6 50.4 mck_Latn 5.2 57.4 64.4 mcn_Latn 6.0 39.2 44.6
mco_Latn 2.6 7.0 18.6 mdy_Ethi 2.8 31.6 50.0 meu_Latn 5.6 52.0 61.2
mfe_Latn 9.0 78.6 77.2 mgh_Latn 5.2 23.6 55.0 mgr_Latn 4.0 57.6 64.6
mhr_Cyrl 6.6 48.0 55.0 min_Latn 9.4 29.0 54.6 miq_Latn 4.4 47.4 48.2
mkd_Cyrl 76.6 74.8 81.8 mlg_Latn 29.0 66.0 64.8 mlt_Latn 5.8 50.4 74.6
mos_Latn 4.2 42.8 46.2 mps_Latn 3.2 21.6 26.0 mri_Latn 4.2 48.4 72.4
mrw_Latn 6.0 52.2 61.8 msa_Latn 40.0 40.6 44.6 mwm_Latn 2.6 35.8 52.8
mxv_Latn 3.0 8.8 17.0 mya_Mymr 20.2 29.4 33.4 myv_Cyrl 4.6 35.0 62.8
mzh_Latn 4.6 36.2 49.4 nan_Latn 3.2 13.6 29.0 naq_Latn 3.0 25.0 39.2
nav_Latn 2.4 11.2 18.2 nbl_Latn 9.2 53.8 62.6 nch_Latn 4.4 21.4 46.6
ncj_Latn 4.6 25.2 49.6 ndc_Latn 5.2 40.0 55.4 nde_Latn 13.0 53.8 62.0
ndo_Latn 5.2 48.2 63.8 nds_Latn 9.6 43.0 69.2 nep_Deva 35.6 58.6 72.6
ngu_Latn 4.6 27.6 53.6 nia_Latn 4.6 29.4 44.0 nld_Latn 78.0 71.8 83.8
nmf_Latn 4.6 36.6 35.6 nnb_Latn 3.6 42.0 46.4 nno_Latn 58.4 72.6 80.0
nob_Latn 82.6 79.2 86.0 nor_Latn 81.2 86.2 85.6 npi_Deva 50.6 76.6 82.2
nse_Latn 5.2 54.8 68.0 nso_Latn 6.0 57.0 67.6 nya_Latn 4.0 60.2 64.6

Table 17: Top-10 accuracy of baselines and FURINA on SR-B (Part I).
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Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA

nyn_Latn 4.4 51.8 60.4 nyy_Latn 3.0 25.6 40.6 nzi_Latn 3.2 47.2 56.4
ori_Orya 42.6 56.0 75.2 ory_Orya 31.4 53.4 63.8 oss_Cyrl 4.2 54.8 63.8
ote_Latn 3.6 18.0 40.0 pag_Latn 8.0 61.2 76.8 pam_Latn 8.2 49.8 77.0
pan_Guru 43.2 48.8 58.0 pap_Latn 12.4 72.4 79.8 pau_Latn 4.4 29.8 46.4
pcm_Latn 13.6 66.8 73.2 pdt_Latn 9.2 68.6 77.0 pes_Arab 69.4 80.6 69.0
pis_Latn 6.4 57.2 74.6 pls_Latn 5.0 34.4 56.2 plt_Latn 26.6 59.8 66.8
poh_Latn 3.4 15.2 33.4 pol_Latn 79.2 63.8 78.6 pon_Latn 5.6 21.6 36.2
por_Latn 81.6 76.6 84.4 prk_Latn 3.6 49.8 58.8 prs_Arab 79.4 88.8 72.8
pxm_Latn 3.2 24.0 40.8 qub_Latn 4.6 43.4 40.6 quc_Latn 3.6 24.8 46.2
qug_Latn 4.8 50.8 66.8 quh_Latn 4.6 56.2 62.2 quw_Latn 6.2 49.2 58.6
quy_Latn 4.6 61.4 53.6 quz_Latn 4.8 68.0 65.4 qvi_Latn 4.4 46.8 70.6
rap_Latn 3.2 25.6 41.4 rar_Latn 3.2 26.6 36.8 rmy_Latn 6.8 34.6 61.8
ron_Latn 72.2 66.6 77.4 rop_Latn 4.6 46.0 62.6 rug_Latn 3.6 49.0 64.4
run_Latn 5.4 54.6 65.0 rus_Cyrl 75.8 71.2 77.2 sag_Latn 6.0 52.4 61.6
sah_Cyrl 6.2 45.8 60.2 san_Deva 13.8 27.2 38.4 san_Latn 4.6 9.8 17.2
sba_Latn 2.8 37.6 58.2 seh_Latn 6.4 74.6 82.0 sin_Sinh 44.8 45.0 53.4
slk_Latn 75.2 63.6 74.6 slv_Latn 63.6 51.8 67.6 sme_Latn 6.8 47.8 55.2
smo_Latn 4.4 36.0 61.8 sna_Latn 7.0 43.0 58.8 snd_Arab 52.2 66.6 71.4
som_Latn 22.2 33.0 52.8 sop_Latn 5.2 31.2 54.0 sot_Latn 6.0 52.2 72.6
spa_Latn 81.2 80.0 84.4 sqi_Latn 58.2 63.4 70.8 srm_Latn 4.0 32.4 45.4
srn_Latn 6.8 79.8 81.4 srp_Cyrl 83.0 81.2 85.6 srp_Latn 85.0 81.2 84.4
ssw_Latn 4.8 47.0 58.4 sun_Latn 22.4 43.0 63.8 suz_Deva 3.6 34.2 44.8
swe_Latn 79.8 78.0 84.0 swh_Latn 47.8 66.4 74.6 sxn_Latn 4.8 25.8 49.6
tam_Taml 42.8 52.0 54.8 tat_Cyrl 8.2 67.2 71.4 tbz_Latn 2.6 28.0 29.2
tca_Latn 2.4 15.4 38.4 tdt_Latn 6.2 62.2 68.4 tel_Telu 44.4 42.6 47.2
teo_Latn 5.8 26.0 27.8 tgk_Cyrl 4.6 71.2 77.8 tgl_Latn 61.0 78.6 84.4
tha_Thai 30.0 45.4 41.8 tih_Latn 5.2 51.6 67.6 tir_Ethi 7.4 43.4 54.2
tlh_Latn 7.8 72.4 73.2 tob_Latn 2.2 16.8 31.8 toh_Latn 4.0 47.2 64.4
toi_Latn 4.2 47.4 58.0 toj_Latn 4.2 15.6 30.8 ton_Latn 4.2 22.4 44.0
top_Latn 3.4 8.0 17.0 tpi_Latn 5.8 58.0 68.4 tpm_Latn 3.6 39.6 40.6
tsn_Latn 5.4 41.8 62.0 tso_Latn 5.6 50.8 65.0 tsz_Latn 5.6 27.0 39.8
tuc_Latn 2.6 31.4 38.2 tui_Latn 3.6 38.0 47.2 tuk_Cyrl 13.6 65.0 70.2
tuk_Latn 9.6 66.2 71.8 tum_Latn 5.2 66.2 64.2 tur_Latn 74.4 63.2 70.6
twi_Latn 3.8 50.0 48.0 tyv_Cyrl 6.8 46.6 63.6 tzh_Latn 6.0 25.8 48.8
tzo_Latn 3.8 16.6 34.0 udm_Cyrl 6.0 55.2 59.2 uig_Arab 45.8 56.2 71.4
uig_Latn 9.8 62.8 72.6 ukr_Cyrl 66.0 57.0 71.4 urd_Arab 47.6 65.0 67.6
uzb_Cyrl 6.2 78.8 82.4 uzb_Latn 54.8 67.6 84.0 uzn_Cyrl 5.4 87.0 84.8
ven_Latn 4.8 47.2 47.6 vie_Latn 72.8 57.8 61.4 wal_Latn 4.2 51.4 54.8
war_Latn 9.8 43.4 78.2 wbm_Latn 3.8 46.4 49.4 wol_Latn 4.6 35.8 49.0
xav_Latn 2.2 5.0 10.4 xho_Latn 10.4 40.8 62.2 yan_Latn 4.2 31.8 38.8
yao_Latn 4.4 55.2 56.0 yap_Latn 4.0 24.0 42.0 yom_Latn 4.8 42.2 57.2
yor_Latn 3.4 37.4 51.6 yua_Latn 3.8 18.2 32.2 yue_Hani 17.2 24.0 55.8
zai_Latn 6.2 38.0 47.6 zho_Hani 40.4 44.4 35.0 zlm_Latn 83.4 87.0 82.8
zom_Latn 3.6 50.2 59.2 zsm_Latn 90.2 83.0 85.0 zul_Latn 11.0 49.0 56.6

Table 18: Top-10 accuracy of baselines and FURINA on SR-B (Part II).

Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA

afr_Latn 71.9 81.1 84.7 amh_Ethi 35.1 44.6 44.0 ara_Arab 59.2 64.2 46.6
arz_Arab 32.5 63.5 40.3 ast_Latn 59.8 87.4 88.2 aze_Latn 62.6 79.9 81.9
bel_Cyrl 70.0 81.4 79.0 ben_Beng 54.1 69.4 71.3 bos_Latn 78.5 92.4 94.1
bre_Latn 10.3 19.9 21.7 bul_Cyrl 84.4 86.7 86.7 cat_Latn 72.8 78.7 84.6
cbk_Latn 33.2 49.4 59.8 ceb_Latn 15.2 41.3 42.5 ces_Latn 71.1 75.1 78.2
cmn_Hani 79.5 85.6 39.7 csb_Latn 21.3 40.3 68.4 cym_Latn 45.7 55.7 53.9
dan_Latn 91.9 91.5 94.7 deu_Latn 95.9 95.0 96.5 dtp_Latn 5.6 21.1 19.8
ell_Grek 76.2 80.2 73.5 epo_Latn 64.9 74.3 82.8 est_Latn 63.9 69.1 76.2
eus_Latn 45.9 52.7 58.8 fao_Latn 45.0 82.4 88.5 fin_Latn 81.9 72.3 72.7
fra_Latn 85.7 86.0 84.8 fry_Latn 60.1 75.1 84.4 gla_Latn 21.0 41.9 46.0
gle_Latn 32.0 50.8 51.8 glg_Latn 72.6 77.5 83.9 gsw_Latn 36.8 69.2 73.5
heb_Hebr 76.3 76.0 49.1 hin_Deva 73.8 85.6 76.0 hrv_Latn 79.6 89.8 88.9
hsb_Latn 21.5 53.6 65.2 hun_Latn 76.1 69.2 69.9 hye_Armn 64.6 83.2 66.2
ido_Latn 25.7 57.6 76.6 ile_Latn 34.6 75.6 82.9 ina_Latn 62.7 91.4 93.4
ind_Latn 84.3 88.8 86.4 isl_Latn 78.7 84.0 87.2 ita_Latn 81.3 86.4 90.0
jpn_Jpan 74.4 72.6 50.7 kab_Latn 3.7 16.4 20.0 kat_Geor 61.1 67.7 50.0
kaz_Cyrl 60.3 72.3 64.9 khm_Khmr 41.1 52.4 44.9 kor_Hang 73.4 78.0 56.2
kur_Latn 24.1 54.1 60.2 lat_Latn 33.6 42.8 46.0 lfn_Latn 32.5 59.3 62.0
lit_Latn 73.4 65.6 74.2 lvs_Latn 73.4 76.9 81.7 mal_Mlym 80.1 83.8 73.9
mar_Deva 63.5 77.9 67.8 mhr_Cyrl 6.5 34.9 30.0 mkd_Cyrl 70.5 81.4 77.5
mon_Cyrl 60.9 77.0 71.4 nds_Latn 28.8 77.1 84.8 nld_Latn 90.3 91.8 91.6
nno_Latn 70.7 87.8 90.8 nob_Latn 93.5 95.7 97.0 oci_Latn 22.9 46.9 61.7
pam_Latn 4.8 11.0 14.3 pes_Arab 83.3 87.6 73.7 pms_Latn 16.6 54.5 67.8
pol_Latn 82.6 82.4 82.8 por_Latn 91.0 90.1 91.8 ron_Latn 86.0 82.8 88.1
rus_Cyrl 89.6 91.5 84.9 slk_Latn 73.2 75.9 81.8 slv_Latn 72.1 77.0 81.2
spa_Latn 85.5 88.9 89.5 sqi_Latn 72.2 84.7 88.6 srp_Latn 78.1 90.0 90.2
swe_Latn 90.4 89.7 92.2 swh_Latn 30.3 44.1 44.6 tam_Taml 46.9 66.4 57.0
tat_Cyrl 10.3 70.3 61.3 tel_Telu 58.5 67.9 67.5 tgl_Latn 47.6 77.1 76.5
tha_Thai 56.8 78.1 35.6 tuk_Latn 16.3 63.5 65.0 tur_Latn 77.9 78.4 75.4
uig_Arab 38.8 62.6 50.7 ukr_Cyrl 77.1 83.7 80.0 urd_Arab 54.4 80.9 70.2
uzb_Cyrl 25.2 64.5 61.2 vie_Latn 85.4 87.0 73.7 war_Latn 8.0 26.2 37.7
wuu_Hani 56.1 79.7 51.6 xho_Latn 28.9 56.3 60.6 yid_Hebr 37.3 74.4 66.2
yue_Hani 50.3 76.3 51.7 zsm_Latn 81.4 91.8 88.8

Table 19: Top-10 accuracy of baselines and FURINA on SR-T.
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Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA

ace_Latn 13.4 65.6 70.5 ach_Latn 10.9 39.6 55.9 acr_Latn 8.8 51.7 67.7
afr_Latn 65.7 65.5 67.0 agw_Latn 13.9 63.0 60.6 ahk_Latn 9.3 8.9 9.1
aka_Latn 9.1 47.8 55.7 aln_Latn 53.8 59.3 62.3 als_Latn 57.8 60.9 60.9
alt_Cyrl 25.4 46.9 50.4 alz_Latn 11.8 32.4 49.3 amh_Ethi 9.3 14.1 10.1
aoj_Latn 12.2 45.2 56.4 arn_Latn 9.1 48.5 50.8 ary_Arab 14.5 39.4 43.4
arz_Arab 21.9 39.3 45.6 asm_Beng 47.3 60.9 69.6 ayr_Latn 7.7 60.7 72.3
azb_Arab 16.1 60.5 67.1 aze_Latn 64.6 68.1 73.5 bak_Cyrl 22.6 64.0 71.6
bam_Latn 7.7 58.0 60.6 ban_Latn 18.9 50.9 56.0 bar_Latn 34.1 51.5 53.5
bba_Latn 8.6 46.1 52.6 bci_Latn 8.4 28.2 41.6 bcl_Latn 31.5 52.7 63.2
bel_Cyrl 62.0 60.2 59.4 bem_Latn 15.8 49.2 60.0 ben_Beng 63.4 58.7 66.9
bhw_Latn 14.9 48.0 50.7 bim_Latn 9.1 49.8 70.2 bis_Latn 14.8 64.8 77.5
bqc_Latn 9.1 40.1 36.9 bre_Latn 30.3 38.6 44.1 btx_Latn 24.6 56.0 59.7
bul_Cyrl 69.2 66.8 69.9 bum_Latn 14.0 48.5 53.3 bzj_Latn 13.3 71.0 73.3
cab_Latn 8.0 27.7 34.6 cac_Latn 10.5 47.6 61.4 cak_Latn 10.7 60.3 67.0
caq_Latn 8.3 51.8 53.3 cat_Latn 65.6 53.9 59.8 cbk_Latn 51.8 58.6 75.7
cce_Latn 9.7 51.3 63.6 ceb_Latn 26.2 52.6 60.6 ces_Latn 67.7 57.9 55.7
cfm_Latn 9.1 69.2 73.4 che_Cyrl 11.4 24.0 26.5 chv_Cyrl 13.4 64.7 64.4
cmn_Hani 71.9 69.4 74.2 cnh_Latn 9.7 67.6 72.8 crh_Cyrl 14.7 62.7 72.3
crs_Latn 16.5 68.3 73.5 csy_Latn 11.8 65.7 69.8 ctd_Latn 9.4 64.0 69.0
ctu_Latn 13.0 53.9 62.8 cuk_Latn 14.2 40.2 48.9 cym_Latn 52.9 44.7 53.5
dan_Latn 62.1 60.3 62.0 deu_Latn 53.9 51.9 61.0 djk_Latn 14.7 61.0 60.1
dln_Latn 11.0 58.0 67.2 dtp_Latn 10.8 48.2 69.9 dyu_Latn 5.1 55.0 59.3
dzo_Tibt 4.9 66.1 65.1 efi_Latn 13.7 59.5 64.9 ell_Grek 46.6 66.5 72.6
eng_Latn 74.6 76.1 78.8 enm_Latn 57.5 75.2 74.1 epo_Latn 63.0 57.6 64.3
est_Latn 67.1 53.7 65.7 eus_Latn 22.7 27.0 28.5 ewe_Latn 7.3 45.8 58.6
fao_Latn 33.6 66.5 62.2 fas_Arab 68.7 73.6 78.5 fij_Latn 13.0 49.7 58.9
fil_Latn 53.7 54.4 69.3 fin_Latn 60.0 49.7 59.6 fon_Latn 6.2 50.0 58.8
fra_Latn 74.8 65.8 74.4 fry_Latn 40.1 42.0 55.4 gaa_Latn 5.0 52.6 51.4
gil_Latn 8.4 48.9 59.6 giz_Latn 9.0 53.6 59.5 gkn_Latn 9.7 45.8 62.6
gkp_Latn 6.0 41.7 43.0 gla_Latn 36.2 48.3 54.0 gle_Latn 40.1 40.0 44.6
glv_Latn 11.7 48.4 43.4 gom_Latn 13.0 34.4 32.5 gor_Latn 18.5 50.9 63.5
guc_Latn 8.7 36.4 47.5 gug_Latn 15.3 48.1 56.6 guj_Gujr 62.9 70.8 74.7
gur_Latn 7.4 44.3 45.1 guw_Latn 12.0 56.1 63.9 gya_Latn 5.0 50.8 53.2
gym_Latn 10.9 47.0 58.7 hat_Latn 14.5 59.1 71.3 hau_Latn 44.3 54.9 64.6
haw_Latn 9.0 52.5 47.9 heb_Hebr 17.9 35.3 46.2 hif_Latn 19.2 49.4 53.7
hil_Latn 33.8 71.1 70.9 hin_Deva 66.7 65.9 71.5 hmo_Latn 15.3 65.6 64.7
hne_Deva 41.0 74.4 72.8 hnj_Latn 15.2 69.9 72.6 hra_Latn 13.3 59.9 65.6
hrv_Latn 61.0 65.4 73.1 hui_Latn 9.3 55.4 66.9 hun_Latn 75.5 59.4 67.6
hus_Latn 10.7 47.9 51.3 hye_Armn 72.1 71.2 77.2 iba_Latn 40.7 62.4 68.1
ibo_Latn 8.0 65.3 68.1 ifa_Latn 12.5 52.2 60.3 ifb_Latn 8.9 57.0 50.4
ikk_Latn 9.5 56.5 64.3 ilo_Latn 20.0 58.7 74.0 ind_Latn 75.6 74.2 76.6
isl_Latn 60.3 50.8 60.6 ita_Latn 71.2 60.5 75.9 ium_Latn 7.4 61.5 63.4
ixl_Latn 12.6 42.2 47.7 izz_Latn 12.3 48.7 58.9 jam_Latn 18.0 56.2 63.9
jav_Latn 48.7 49.4 61.9 jpn_Jpan 71.0 61.5 68.3 kaa_Cyrl 16.7 66.4 65.9
kab_Latn 9.1 31.2 38.4 kac_Latn 11.3 56.5 62.8 kal_Latn 10.3 34.4 40.2
kan_Knda 69.9 65.6 73.5 kat_Geor 66.6 60.4 65.1 kaz_Cyrl 63.4 63.7 65.3
kbp_Latn 4.9 42.1 41.9 kek_Latn 7.7 49.7 52.4 khm_Khmr 63.6 68.6 71.4
kia_Latn 13.4 55.1 66.2 kik_Latn 6.4 46.2 58.2 kin_Latn 17.0 58.3 64.5
kir_Cyrl 61.4 65.7 69.5 kjb_Latn 8.8 53.5 63.1 kjh_Cyrl 21.6 60.3 58.0
kmm_Latn 9.1 60.9 71.7 kmr_Cyrl 9.5 45.2 60.9 knv_Latn 8.6 59.6 62.7
kor_Hang 72.7 62.5 72.4 kpg_Latn 10.6 67.8 66.6 krc_Cyrl 24.8 61.9 70.8
kri_Latn 10.8 65.7 70.0 ksd_Latn 12.7 60.1 62.4 kss_Latn 4.9 27.5 34.2
ksw_Mymr 4.9 64.3 58.6 kua_Latn 17.5 48.9 56.1 lam_Latn 12.8 35.4 50.2
lao_Laoo 73.5 74.1 75.8 lat_Latn 65.9 48.7 53.6 lav_Latn 69.9 65.0 70.7
ldi_Latn 13.7 25.5 39.6 leh_Latn 14.3 49.6 66.4 lhu_Latn 6.3 28.7 29.6
lin_Latn 12.7 54.7 70.5 lit_Latn 65.1 60.4 65.1 loz_Latn 13.8 51.5 67.5
ltz_Latn 27.2 53.5 69.5 lug_Latn 13.7 54.3 63.7 luo_Latn 10.6 45.6 55.2
lus_Latn 9.1 60.5 67.2 lzh_Hani 62.9 63.2 70.8 mad_Latn 24.6 63.6 72.8
mah_Latn 10.6 43.5 47.9 mai_Deva 30.5 62.7 72.7 mal_Mlym 10.5 5.7 10.6
mam_Latn 9.2 34.8 40.9 mar_Deva 60.7 67.1 73.9 mau_Latn 6.5 6.0 8.1
mbb_Latn 8.7 56.9 64.9 mck_Latn 18.2 52.0 61.4 mcn_Latn 10.7 41.5 43.8
mco_Latn 8.2 26.5 22.7 mdy_Ethi 4.9 56.2 68.5 meu_Latn 15.6 57.6 66.5
mfe_Latn 15.6 63.2 77.3 mgh_Latn 9.4 35.9 50.3 mgr_Latn 15.8 50.9 66.3
mhr_Cyrl 10.5 44.2 49.1 min_Latn 23.9 52.8 63.2 miq_Latn 5.2 56.2 66.2
mkd_Cyrl 74.4 76.0 77.7 mlg_Latn 38.3 51.5 60.9 mlt_Latn 14.7 53.6 64.1
mos_Latn 10.7 41.5 57.3 mps_Latn 11.6 62.5 67.1 mri_Latn 8.5 44.3 63.3
mrw_Latn 16.7 54.7 56.2 msa_Latn 43.5 51.6 61.6 mwm_Latn 6.7 61.6 67.9
mxv_Latn 11.7 20.4 32.9 mya_Mymr 50.0 61.0 70.3 myv_Cyrl 14.2 49.7 52.5
mzh_Latn 12.6 51.9 50.7 nan_Latn 6.4 29.3 36.8 naq_Latn 7.7 44.7 52.4
nav_Latn 6.9 27.4 26.0 nbl_Latn 20.2 54.3 59.0 nch_Latn 6.4 44.4 55.6
ncj_Latn 7.4 39.4 52.4 ndc_Latn 18.5 48.1 56.0 nde_Latn 20.2 54.3 59.0
ndo_Latn 16.1 44.8 56.2 nds_Latn 15.4 45.5 55.3 nep_Deva 65.9 67.9 78.6
ngu_Latn 10.9 52.4 56.4 nld_Latn 66.4 64.0 68.1 nmf_Latn 11.9 48.7 51.9
nnb_Latn 10.9 49.3 63.7 nno_Latn 59.4 69.0 66.0 nob_Latn 67.9 56.4 63.7
nor_Latn 67.1 54.8 67.7 npi_Deva 65.2 64.4 81.2 nse_Latn 15.7 46.3 61.1
nso_Latn 15.8 57.5 71.9 nya_Latn 16.0 65.2 66.0 nyn_Latn 15.6 38.7 51.6
nyy_Latn 8.1 37.0 47.4 nzi_Latn 6.5 38.7 52.2 ori_Orya 63.0 73.2 73.4
ory_Orya 61.8 71.9 73.4 oss_Cyrl 9.4 47.9 60.3 ote_Latn 5.5 41.3 47.6
pag_Latn 22.0 61.1 59.9 pam_Latn 25.8 48.5 50.2 pan_Guru 64.8 70.1 74.7

Table 20: F1 scores of baselines and FURINA on Taxi1500 (Part I).
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pap_Latn 36.3 60.9 76.3 pau_Latn 15.6 42.2 49.7 pcm_Latn 31.8 70.6 60.9
pdt_Latn 18.1 57.6 66.3 pes_Arab 72.6 74.3 73.3 pis_Latn 12.5 68.1 69.1
pls_Latn 16.2 54.9 60.6 plt_Latn 32.3 49.8 59.4 poh_Latn 12.7 55.9 55.7
pol_Latn 68.8 60.9 76.7 pon_Latn 7.9 62.7 64.8 por_Latn 73.4 62.6 74.7
prk_Latn 11.2 63.3 67.2 prs_Arab 74.4 69.8 78.5 pxm_Latn 11.5 44.4 48.7
qub_Latn 10.1 64.3 70.6 quc_Latn 15.3 54.3 61.7 qug_Latn 12.0 67.1 73.6
quh_Latn 12.1 70.1 75.2 quw_Latn 11.2 58.9 65.9 quy_Latn 11.1 71.4 74.4
quz_Latn 12.5 71.7 76.5 qvi_Latn 7.6 66.7 71.3 rap_Latn 5.4 61.3 64.8
rar_Latn 9.0 53.0 64.1 rmy_Latn 16.0 51.6 57.7 ron_Latn 67.0 58.6 75.8
rop_Latn 13.6 59.7 70.1 rug_Latn 6.2 54.0 69.7 run_Latn 17.7 50.9 59.9
rus_Cyrl 68.9 67.7 75.5 sag_Latn 11.9 50.7 58.2 sah_Cyrl 14.8 68.0 67.1
sba_Latn 7.9 53.1 52.5 seh_Latn 13.4 51.4 61.5 sin_Sinh 65.8 59.3 73.0
slk_Latn 72.6 65.2 62.8 slv_Latn 66.6 62.6 75.6 sme_Latn 12.3 50.9 44.6
smo_Latn 12.8 57.8 68.6 sna_Latn 14.4 38.9 60.3 snd_Arab 66.4 65.8 72.8
som_Latn 41.7 39.0 46.0 sop_Latn 12.7 39.0 48.2 sot_Latn 15.3 48.0 70.7
spa_Latn 74.0 64.7 75.9 sqi_Latn 74.4 71.5 79.5 srm_Latn 14.1 57.6 68.9
srn_Latn 15.9 69.7 71.6 srp_Latn 67.8 67.7 73.4 ssw_Latn 14.9 48.0 59.6
sun_Latn 52.9 49.8 56.8 suz_Deva 16.4 63.8 61.6 swe_Latn 74.6 64.9 75.7
swh_Latn 61.3 59.1 67.5 sxn_Latn 13.1 51.5 56.7 tam_Taml 62.9 66.2 72.3
tat_Cyrl 27.8 66.4 67.7 tbz_Latn 6.9 53.1 53.2 tca_Latn 9.4 51.6 51.3
tdt_Latn 15.9 68.9 70.7 tel_Telu 68.7 66.6 69.4 teo_Latn 14.2 29.4 35.3
tgk_Cyrl 9.8 66.6 70.8 tgl_Latn 53.7 54.4 69.3 tha_Thai 68.8 61.9 69.5
tih_Latn 12.8 57.4 72.9 tir_Ethi 19.5 54.0 71.7 tlh_Latn 35.0 70.3 65.7
tob_Latn 7.5 59.5 54.4 toh_Latn 15.4 39.5 57.1 toi_Latn 17.6 48.0 60.5
toj_Latn 14.5 39.1 49.1 ton_Latn 9.3 61.2 63.0 top_Latn 10.7 21.0 20.9
tpi_Latn 12.9 65.6 70.4 tpm_Latn 12.1 60.4 62.0 tsn_Latn 11.4 53.4 57.4
tsz_Latn 10.5 46.4 61.0 tuc_Latn 8.7 59.7 68.2 tui_Latn 8.6 48.5 57.4
tuk_Latn 21.1 54.1 63.7 tum_Latn 13.3 47.7 70.4 tur_Latn 66.1 67.4 70.4
twi_Latn 8.9 46.7 54.0 tyv_Cyrl 17.2 58.7 63.8 tzh_Latn 11.4 47.1 58.7
tzo_Latn 7.7 41.8 50.8 udm_Cyrl 12.6 66.5 61.6 ukr_Cyrl 67.8 63.1 67.5
urd_Arab 53.6 63.3 72.8 uzb_Latn 53.3 53.0 73.2 uzn_Cyrl 11.3 66.7 71.7
ven_Latn 10.9 45.6 50.7 vie_Latn 68.8 72.7 72.1 wal_Latn 17.4 43.0 60.3
war_Latn 21.9 48.0 60.3 wbm_Latn 10.8 62.4 68.9 wol_Latn 15.2 37.8 43.9
xav_Latn 10.3 42.9 39.5 xho_Latn 20.7 52.2 58.4 yan_Latn 11.1 53.1 61.4
yao_Latn 13.5 45.7 68.5 yap_Latn 10.6 48.1 52.6 yom_Latn 14.4 39.8 48.6
yor_Latn 14.6 51.6 60.2 yua_Latn 12.4 36.5 51.3 yue_Hani 60.1 70.1 64.8
zai_Latn 14.2 50.1 44.3 zho_Hani 71.4 70.1 70.4 zlm_Latn 73.9 73.5 76.4
zom_Latn 11.4 57.8 73.7 zsm_Latn 72.9 71.9 73.6 zul_Latn 25.9 58.6 67.8

Table 21: F1 scores of baselines and FURINA on Taxi1500 (Part II).
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ace_Latn 33.7 43.2 43.2 afr_Latn 75.7 74.9 76.1 als_Latn 61.8 80.2 76.0
amh_Ethi 41.8 41.7 40.0 ara_Arab 45.4 55.9 66.0 arg_Latn 73.7 75.8 79.9
arz_Arab 48.0 51.4 59.0 asm_Beng 53.3 66.7 65.5 ast_Latn 80.2 83.1 85.3
aym_Latn 36.0 44.7 46.1 aze_Latn 63.6 63.6 67.7 bak_Cyrl 36.6 59.0 58.6
bar_Latn 57.5 72.4 75.7 bel_Cyrl 73.2 73.9 75.1 ben_Beng 65.5 73.9 74.9
bih_Deva 50.0 58.9 57.1 bod_Tibt 0.0 34.6 33.5 bos_Latn 74.5 72.0 74.2
bre_Latn 59.5 62.7 65.1 bul_Cyrl 77.2 77.7 77.1 cat_Latn 81.8 83.7 84.0
cbk_Latn 52.9 54.3 51.4 ceb_Latn 54.9 48.8 51.7 ces_Latn 77.7 77.5 77.5
che_Cyrl 15.3 60.9 56.3 chv_Cyrl 58.7 76.9 79.3 ckb_Arab 33.7 74.9 74.9
cos_Latn 56.5 54.6 58.0 crh_Latn 40.7 52.1 56.5 csb_Latn 54.1 56.5 57.6
cym_Latn 58.4 62.5 61.1 dan_Latn 81.1 80.8 81.9 deu_Latn 74.7 74.2 76.5
diq_Latn 43.7 50.9 52.2 div_Thaa 0.0 50.2 47.5 ell_Grek 73.7 72.5 73.4
eml_Latn 33.5 42.1 42.7 eng_Latn 82.5 83.3 83.6 epo_Latn 64.5 71.3 68.6
est_Latn 72.2 72.3 74.4 eus_Latn 59.2 57.3 59.0 ext_Latn 39.1 45.3 47.6
fao_Latn 60.2 69.3 72.7 fas_Arab 51.0 42.9 55.8 fin_Latn 75.6 73.7 75.0
fra_Latn 77.3 75.5 77.5 frr_Latn 46.8 57.0 56.0 fry_Latn 74.0 77.6 75.9
fur_Latn 42.1 56.5 56.0 gla_Latn 50.6 62.0 65.0 gle_Latn 69.3 73.2 72.6
glg_Latn 80.2 78.2 81.2 grn_Latn 39.1 51.3 52.0 guj_Gujr 60.8 59.2 56.9
hbs_Latn 61.6 60.5 69.8 heb_Hebr 51.4 46.6 49.7 hin_Deva 68.5 69.5 71.1
hrv_Latn 77.0 76.1 77.7 hsb_Latn 64.0 70.9 72.9 hun_Latn 76.1 74.4 76.7
hye_Armn 52.7 55.6 53.9 ibo_Latn 36.4 55.3 57.1 ido_Latn 59.8 79.3 81.7
ilo_Latn 55.2 73.3 78.3 ina_Latn 53.2 56.4 57.8 ind_Latn 47.8 57.5 50.9
isl_Latn 68.8 71.3 74.2 ita_Latn 76.9 78.3 79.0 jav_Latn 58.7 55.8 53.3
jbo_Latn 19.2 25.8 33.6 jpn_Jpan 19.3 15.5 15.4 kan_Knda 57.1 56.0 52.0
kat_Geor 65.7 67.1 69.1 kaz_Cyrl 42.7 48.9 52.4 khm_Khmr 39.8 38.9 40.4
kin_Latn 58.3 63.8 67.8 kir_Cyrl 45.0 45.3 43.4 kor_Hang 49.5 50.7 53.7
ksh_Latn 42.4 56.7 56.9 kur_Latn 62.2 64.3 61.9 lat_Latn 69.1 74.5 80.1
lav_Latn 73.8 71.5 73.9 lij_Latn 38.7 45.0 41.9 lim_Latn 62.6 68.7 71.7
lin_Latn 37.1 50.3 50.9 lit_Latn 71.9 72.3 73.2 lmo_Latn 67.3 67.1 72.3
ltz_Latn 49.0 68.4 68.3 lzh_Hani 15.7 11.0 10.8 mal_Mlym 62.8 61.5 61.8
mar_Deva 60.7 59.8 63.3 mhr_Cyrl 43.4 60.9 62.2 min_Latn 42.3 43.1 38.7
mkd_Cyrl 75.8 72.9 77.0 mlg_Latn 54.6 59.2 56.5 mlt_Latn 42.4 70.1 78.7
mon_Cyrl 68.7 68.0 71.0 mri_Latn 16.0 49.3 49.1 msa_Latn 60.2 65.7 69.4
mwl_Latn 44.7 47.6 45.6 mya_Mymr 50.4 53.8 47.7 mzn_Arab 39.7 40.9 46.4
nan_Latn 42.3 84.6 79.0 nap_Latn 50.9 54.3 52.6 nds_Latn 62.5 74.7 77.0
nep_Deva 63.5 60.1 60.7 nld_Latn 79.8 80.5 81.0 nno_Latn 77.1 77.0 77.5
nor_Latn 76.7 75.9 77.6 oci_Latn 63.9 67.3 75.2 ori_Orya 33.0 31.4 34.4
oss_Cyrl 31.8 55.3 48.6 pan_Guru 49.3 56.7 45.8 pms_Latn 72.1 78.1 77.1
pnb_Arab 57.8 66.9 66.1 pol_Latn 77.4 77.5 78.4 por_Latn 78.1 78.7 79.8
pus_Arab 33.8 38.3 40.9 que_Latn 56.2 63.0 69.3 roh_Latn 51.9 57.6 63.1
ron_Latn 75.0 70.6 77.5 rus_Cyrl 64.5 67.7 70.2 sah_Cyrl 45.8 73.7 73.1
san_Deva 41.9 32.9 42.1 scn_Latn 54.4 64.3 60.4 sco_Latn 80.6 88.1 83.7
sgs_Latn 44.2 64.2 63.9 sin_Sinh 52.2 53.7 59.7 slk_Latn 76.3 77.9 79.3
slv_Latn 78.8 79.2 80.6 snd_Arab 39.1 40.1 42.0 som_Latn 56.0 58.4 55.4
spa_Latn 73.4 71.0 75.0 sqi_Latn 74.9 76.2 76.2 srp_Cyrl 59.6 66.4 72.9
sun_Latn 43.7 55.9 54.1 swa_Latn 60.3 68.2 66.9 swe_Latn 71.6 65.6 70.1
szl_Latn 57.9 65.3 70.7 tam_Taml 55.1 57.5 54.5 tat_Cyrl 39.6 66.4 66.1
tel_Telu 49.4 43.0 49.3 tgk_Cyrl 26.3 63.8 68.5 tgl_Latn 69.6 76.0 73.9
tha_Thai 3.8 5.8 4.1 tuk_Latn 45.3 57.9 60.5 tur_Latn 74.8 74.4 76.6
uig_Arab 45.5 49.7 50.0 ukr_Cyrl 76.8 72.7 73.5 urd_Arab 56.3 73.0 75.6
uzb_Latn 70.7 75.3 75.7 vec_Latn 57.5 65.6 66.4 vep_Latn 57.6 68.5 74.2
vie_Latn 66.9 69.0 70.5 vls_Latn 63.2 74.6 76.0 vol_Latn 60.0 58.7 59.0
war_Latn 59.6 63.3 62.8 wuu_Hani 28.9 30.1 35.4 xmf_Geor 50.6 64.6 65.1
yid_Hebr 46.2 53.2 61.9 yor_Latn 40.7 61.6 60.4 yue_Hani 23.4 23.3 20.3
zea_Latn 68.1 67.1 67.6 zho_Hani 24.3 24.3 21.0

Table 22: F1 scores of baselines and FURINA on NER.
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Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA Language-script XLM-R Glot500-m FURINA

afr_Latn 89.3 87.7 86.7 ajp_Arab 63.0 73.1 70.1 aln_Latn 54.1 49.7 54.2
amh_Ethi 63.9 65.9 63.6 ara_Arab 67.9 65.7 65.3 bam_Latn 25.1 39.5 49.7
bel_Cyrl 86.0 85.7 85.2 ben_Beng 82.0 83.9 82.2 bre_Latn 61.3 60.2 67.8
bul_Cyrl 88.6 88.3 87.3 cat_Latn 86.6 86.9 86.7 ceb_Latn 50.1 66.3 68.8
ces_Latn 84.4 84.4 83.4 cym_Latn 65.8 64.7 65.3 dan_Latn 90.3 90.1 90.7
deu_Latn 88.4 87.9 87.3 ell_Grek 88.0 83.9 82.1 eng_Latn 96.3 96.1 96.1
est_Latn 85.9 82.5 83.7 eus_Latn 71.2 61.1 63.6 fao_Latn 77.6 89.1 89.4
fas_Arab 70.3 71.3 72.1 fin_Latn 85.1 80.3 82.4 fra_Latn 85.9 86.4 87.1
gla_Latn 58.4 60.2 60.6 gle_Latn 66.1 64.8 65.5 glg_Latn 82.7 83.7 84.2
glv_Latn 27.2 52.7 54.0 grc_Grek 64.7 72.6 70.8 grn_Latn 10.5 20.1 27.4
gsw_Latn 49.1 81.0 82.4 hbo_Hebr 40.3 50.0 49.5 heb_Hebr 67.5 68.3 67.7
hin_Deva 73.2 71.2 75.7 hrv_Latn 85.2 85.4 83.6 hsb_Latn 72.1 84.0 83.7
hun_Latn 82.3 81.1 81.3 hye_Armn 84.7 83.9 84.4 hyw_Armn 79.0 81.7 82.7
ind_Latn 83.7 83.3 83.2 isl_Latn 84.4 82.8 83.7 ita_Latn 87.4 89.2 89.1
jav_Latn 73.4 73.7 74.3 jpn_Jpan 14.8 34.9 23.7 kaz_Cyrl 77.2 75.2 76.4
kmr_Latn 73.5 75.4 77.7 kor_Hang 53.6 52.5 52.6 lat_Latn 75.6 70.6 71.4
lav_Latn 85.8 82.6 83.9 lij_Latn 47.0 77.3 77.4 lit_Latn 84.2 80.2 81.8
lzh_Hani 14.5 19.4 7.4 mal_Mlym 86.3 84.6 84.9 mar_Deva 82.5 83.3 84.7
mlt_Latn 21.5 80.1 81.5 myv_Cyrl 39.2 64.3 68.3 nap_Latn 58.8 66.7 88.9
nds_Latn 57.3 76.5 77.8 nld_Latn 88.6 88.3 88.3 nor_Latn 88.3 87.5 87.4
pcm_Latn 46.7 57.9 58.2 pol_Latn 83.1 83.0 81.3 por_Latn 88.3 88.5 88.8
quc_Latn 28.7 62.0 64.3 ron_Latn 83.6 80.2 79.7 rus_Cyrl 89.0 88.8 88.0
sah_Cyrl 22.3 77.6 77.5 san_Deva 19.1 24.8 21.9 sin_Sinh 58.5 55.9 55.5
slk_Latn 84.1 84.6 83.5 slv_Latn 78.1 75.8 75.3 sme_Latn 29.8 73.9 74.6
spa_Latn 88.2 88.9 88.3 sqi_Latn 78.5 77.4 77.0 srp_Latn 85.8 84.8 83.0
swe_Latn 93.4 92.2 92.4 tam_Taml 75.6 75.0 74.4 tat_Cyrl 45.6 69.5 69.8
tel_Telu 85.7 82.2 82.4 tgl_Latn 73.3 75.0 77.1 tha_Thai 44.3 56.5 49.9
tur_Latn 73.0 70.4 72.4 uig_Arab 68.3 68.1 68.9 ukr_Cyrl 85.5 84.6 83.5
urd_Arab 59.6 65.8 70.2 vie_Latn 70.4 66.8 66.1 wol_Latn 25.6 57.1 61.0
xav_Latn 6.2 17.6 17.0 yor_Latn 22.7 63.2 64.2 yue_Hani 27.7 42.7 23.9
zho_Hani 24.6 44.5 23.4

Table 23: F1 scores of baselines and FURINA on POS.
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