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Abstract

Metaphors in natural language are a reflection of fundamental cognitive processes such as analogical reasoning and categorisation, and are deeply rooted in everyday communication. Metaphor understanding is therefore an essential task for large language models (LLMs). We release the Metaphor Understanding Challenge Dataset (MUNCH), designed to evaluate the metaphor understanding capabilities of LLMs. The dataset provides over 10k paraphrases for sentences containing metaphor use, as well as 1.5k instances containing inapt paraphrases. The inapt paraphrases were carefully selected to serve as control to determine whether the model indeed performs full metaphor interpretation or rather resorts to lexical similarity. All apt and inapt paraphrases were manually annotated. The metaphorical sentences cover natural metaphor uses across 4 genres (academic, news, fiction, and conversation), and they exhibit different levels of novelty. Experiments with LLaMA and GPT-3.5 demonstrate that MUNCH presents a challenging task for LLMs. The dataset is freely accessible at https://github.com/xiaoyuisrain/metaphor-understanding-challenge.

1 Introduction

Large language models (LLMs), such as BERT (Devlin et al., 2019), GPT-3 (Brown et al., 2020) and LLaMA (Touvron et al., 2023), have become a common paradigm in natural language processing (NLP). Several benchmarks have been proposed to investigate the capabilities of LLMs (Srivastava, 2022; Liang et al., 2022; Hendrycks et al., 2021); and comprehensive analyses have been conducted, evaluating their performance on a range of NLU tasks (Zhong et al., 2023; Qin et al., 2023; Kocóń et al., 2023; Ye et al., 2023; Bang et al., 2023). The community has extensively examined LLM performance on question answering, summarisation, sentiment analysis, natural language inference; a few studies have also shed light on LLMs’ analogical reasoning capabilities (Czinzczoll et al., 2022; Webb et al., 2023). However, the ability of LLMs to comprehend metaphor—a fundamental linguistic and cognitive tool—is still poorly understood.

Metaphors are linguistic expressions based on conceptual mappings between a target and a source domain (Lakoff and Johnson, 1980). The verb phrase to stir excitement, for example, is based on the conceptual metaphor FEELING IS LIQUID, with FEELING (excitement) being the target domain and LIQUID (something that can be stirred) the source domain. The metaphor compares FEELING with LIQUID, introducing vividness into the description of an otherwise intangible emotional impact. Such cross-domain mappings are sets of systematic ontological correspondences, mapping concepts and their relational structure across distinct domains. Performing this mapping is an essential part of reasoning involved in the interpretation of metaphoric language (Lakoff, 2014; Grady et al., 1999; Gentner and Markman, 1997).

Humans use metaphors so naturally and frequently that they largely fly under our radar. In
one of the largest metaphor corpora annotated by linguists, the VU Amsterdam Metaphor Corpus (VUA; Steen et al., 2010b), every 8th word is metaphorical, as averaged over four different genres, including academic and conversation. LLMs, therefore, require the ability to comprehend metaphor in order to have a full command of language. As such, metaphor understanding is an essential task for evaluating the capabilities of LLMs.

Several corpora have been created that contain metaphor annotations at either word or sentence level. These include the VUA corpus (Steen et al., 2010b), the LCC metaphor datasets (Mohler et al., 2016) and the metaphor-emotion dataset of Mohamad et al. (2016), among others. These datasets have been widely used to develop and evaluate automated metaphor identification systems (see Tong et al. (2021) for a survey), but they do not contain information of how the annotated metaphors are interpreted. On the other hand, several works developed datasets with a focus on interpretation, typically casting the problem as a paraphrasing task (Shutova, 2010; Bizzoni and Lappin, 2018; Joseph et al., 2023). Yet, those datasets were often small in scale (containing 200–1000 instances) and were not designed to test the reasoning process by which a metaphor is interpreted, which remains an open question.

This paper presents a novel Metaphor Understanding Challenge Dataset for LLMs (MUNCH). It provides over 10k paraphrases for metaphorical sentences and 1.5k triples of a metaphorical sentence and two candidate paraphrases, which could be apt or inapt (for dataset examples see Figure 1; for statistics see Appendix A). The metaphorical sentences were extracted from VUA texts, spanning four genres (academic, news, fiction, and conversation) and featuring metaphors at different levels of novelty. Each metaphorical sentence contains a content word that is marked as metaphorically used. A candidate paraphrase replaces the metaphorical word with another word, so that the resulting sentence is the same as the reference sentence except for that one word, therefore representing a lexical substitution task. An apt paraphrase shows correct contextual interpretation of the metaphor while an inapt paraphrase uses a word that is related to a literal, source domain sense of the metaphorical word (see the examples of correct and incorrect substitution words in Figure 1). Such a setup of the task is inspired by the conceptual metaphor theory (Lakoff and Johnson, 1980) and allows us to investigate whether the model performs full metaphor interpretation by cross-domain mapping or rather resorts to more shallow lexical similarity. In order to investigate this in a more controlled fashion, we opted for a lexical substitution task. Specifically, we test whether the model consistently chooses the correct target domain paraphrase (therefore, fully interpreting the metaphor) or rather bases its decisions on lexical similarity and chooses the inapt paraphrase that is similar in meaning to the literal use of the metaphorical word.

We set up a fill-in-the-blank task to crowdsource apt paraphrases, and manually selected the best paraphrases using expert knowledge. We also manually created inapt paraphrases from WordNet synsets, so that the apt and inapt paraphrases reflect the target and source domains of the metaphors respectively. Specifically, the inapt paraphrases are synonyms or hypernyms associated with the word’s literal use (the source domain).

Using this dataset, we tested the metaphor understanding capabilities of LLaMA-13B, 30B, and GPT-3.5 zero-shot in two tasks: paraphrase judgement and paraphrase generation, as illustrated in Figure 2. Our results show that both tasks are challenging for the models. In particular, the models are prone to confuse the target and source domains of the metaphors, as they often fail to distinguish the inapt paraphrases from the apt paraphrases or reference sentences. Our experiments also reveal that LLMs’ metaphor understanding capabilities are associated with genre, metaphor novelty, and POS of the metaphorical word. The MUNCH tasks thus allow us to gain insight into how LLMs process metaphors as well as how this remarkable ability can be improved in the future.
2 Related work

Steen et al. (2010b) created VUA, which marks out metaphor-related words (MRWs) in a 4-million-word subset of the British National Corpus. MRWs are lexical units indicative of underlying cross-domain mappings; they can be directly or indirectly used, depending on their contextual meaning. Consider the sentence “A small five-year-old perched like a mosquito on the beginners’ pony”. The noun *mosquito* is a direct metaphor, as it literally means mosquito (the source domain) in this context. The verb *perched* is an indirect metaphor, because it has a more basic usage, as in “A pair of glasses were perched on the bridge of his nose”.

VUA has been widely used in studies on automated metaphor detection (Leong et al., 2018, 2020; Choi et al., 2021; Zhang and Liu, 2022; Li et al., 2023). However, the corpus does not specify the conceptual metaphors indicated by the MRWs or provide annotation for interpreting the metaphors. The corpus is not directly applicable to automated metaphor interpretation.

Shutova (2010) defined automated metaphor interpretation as a paraphrasing task: Given a metaphorical expression where a word is marked as metaphorically used, the model should replace this word with another word to render a literal paraphrase of the expression. For example, the verb phrase *stir excitement*, where *stir* is used metaphorically, should be paraphrased as *provoke excitement*.

Bizzoni and Lappin (2018) created a Metaphor Paraphrase Evaluation Corpus (MPEC), which provides correct and incorrect paraphrases for ~200 short sentences containing metaphor use; paraphrases could greatly differ from the reference sentences. Joseph et al. (2023) created the NewsMet dataset, which consists of 1k verbal metaphors in news headlines as well as their literal equivalents; incorrect paraphrases are not provided.

Several recent studies approached metaphor understanding as an inference task. The IMPLI dataset (Stowe et al., 2022) includes entailed and non-entailed sentences for ~900 metaphorical sentences. The FLUTE dataset (Chakrabarty et al., 2022b) provides entailment and contradiction pairs for 1500 metaphorical sentences (including 750 similes). Fine-tuned transformer-based models reached > 0.8 accuracies in these 2 studies in predicting the class of a given sentence pair.

Recent studies also employed multiple-choice and generative tasks to assess LLMs’ ability to reason with metaphorical language. The MiQA benchmark (Comsa et al., 2022) uses such tasks to test whether models can distinguish metaphorical and literal uses of the same words; 150 conventional metaphors are involved. The Fig-QA task (Liu et al., 2022) includes 10k similes (a type of direct metaphor) and requires models to distinguish a pair of metaphors of opposite meanings. Chakrabarty et al. (2022a) examined LLMs’ figurative language understanding by asking them to generate text after encountering an idiom or simile.

The MUNCH dataset provides 3k samples of indirect metaphors, 10k correct paraphrases, and 1.5k incorrect paraphrases. It is therefore one of the largest datasets for paraphrasing of indirect metaphors. The candidate paraphrases are also systematically different from the ones in previous datasets, as we tailored the dataset for testing LLMs’ understanding of metaphors as cross-domain mappings and correctly capturing the underlying relational structures. We summarise differences between MUNCH and previous datasets and provide more details for the latter in Appendix A.

3 Data collection: metaphor samples

The metaphor samples in our dataset were selected from the publicly available metaphor corpus VUA. Each metaphor sample is a sentence containing a highlighted MRW, the metaphorical word to be interpreted; a paraphrase uses a single word to substitute the metaphorical word. We use two criteria for selecting metaphorical sentences: novelty of the metaphor and possibility of single-word substitution. We explicate our selection process below.

The novelty criterion. We employed novelty scores from Do Dinh et al. (2018) to increase the proportion of novel metaphors in our dataset. Scores range from -1 to 1. VUA contains a large proportion of conventional metaphors: The metaphorical use of the word can be found in a dictionary of contemporary language use (Steen et al., 2010a). As LLMs might have encountered enough data for such conventional metaphor uses during pre-training, the understanding of such metaphors should be relatively easy. To render a more challenging dataset, we excluded MRWs with novelty scores below -0.3. Metaphors with a novelty score higher than -0.3 could still be conventional: The crowd workers who provided the novelty annotations in Do Dinh et al. (2018) relied on their intuition instead of a dictionary like Steen et al. (2010a).
And metaphorical uses included in dictionaries may still be considered novel by lay people. We chose -0.3 as the threshold in order to collect a large and diverse dataset as a starting point.

**The single-word criterion.** To ensure that the metaphorical sentences can be paraphrased via single-word substitution, we excluded MRWs that are marked as direct metaphors, as well as a portion of indirect metaphors. Directly used MRWs usually occur in a sequence, such as “I knew the pathway like the back of my hand”. They are thus not suitable for single-word substitution. Also, the direct metaphor back of my hand refers literally to the back of the speaker’s hand—its contextual meaning is directly associated with the source domain. This is contrary to our task setup, where apt paraphrases (contextual meaning) should be associated with target domains. We therefore opted to focus on indirect metaphors in this study.

Within the category of indirect metaphors, we filtered out new-formations, consecutive MRWs, and proper names. New-formations are words that do not have an entry in dictionary, so VUA annotated the parts that do have corresponding entries. For example, in the phrase *a rose-tinted vision of the world*, the word *rose-tinted* was a new-formation; so *rose* and *tinted* are marked as separate MRWs in VUA and received their separate novelty scores. We filtered these out because a single metaphorical word should have a single novelty score (*rose-tinted* has two), yet it is hard to paraphrase *rose* or *tinted* instead of *rose-tinted* altogether.

Likewise, we excluded cases where multiple content words marked as indirect metaphors occur consecutively, such as *take place, long road home, great leap forward*. These often involve fixed expressions or phrases that either should be replaced as a whole or should not be marked as consecutive indirect metaphors. We also excluded metaphorical words that are part of a proper name, which, like fixed expressions, need to be treated as a whole. For example, the proper name *Nord Stream* would lose its meaning if one changed the metaphorical word *stream* into another word.

4 Annotation of apt paraphrases

**Crowdsourcing task.** We constructed a fill-in-the-blank task to crowdsource (apt) paraphrases for the metaphorical sentences. Each task included 30 sentences to be paraphrased, so that the task can be finished within 30 minutes. Under each sentence, the workers were presented with a copy of the sentence where the metaphorical word is replaced with a blank; they were asked to fill the blank with a single word so that the new sentence is a semantically and grammatically apt paraphrase of the reference sentence. If they were not able to paraphrase the sentence, they were asked to explain why it was difficult. Examples of good and bad answers were provided in the instructions (see Appendix B).

The workers were recruited via Prolific1. We set prescreening criteria to only include adult (age > 18) native English speakers who were living in an English-speaking country and did not have any language-related disorders. The workers were asked to confirm within the task that they met these criteria. After giving consent to participate and reading the instructions, they were also required to correctly paraphrase a trial sentence in order to access the task. More details (worker’s consent, the trial sentence) are given in Appendix B.

We released 99 tasks in total and collected 5 data points for each of the 2970 reference sentences. We received single-word substitutions for 2953 sentences (the other 17 are presented and explained in Appendix B), and 61% of them got repeated answers—multiple workers submit the same paraphrase despite the question being open-ended. This confirms the reliability of our task.

**Expert validation.** For a selection of the reference sentences for which we later annotated inapt paraphrases (Section 5), we further validated the crowdsourced paraphrases to determine the best paraphrase for creating the triples (one metaphor sample, two candidate paraphrases).

We used both majority vote and expert knowledge to find one best paraphrase for each reference sentence. For each sentence, we first sorted the collected single-word substitutions from the most to the least popular (in terms of how many participants proposed that substitution). The apt paraphrase that was proposed by the highest number of participants was verified by the authors and selected as the best paraphrase for that reference sentence.

When multiple apt paraphrases have the same number of votes, we chose the one that is clearly within the target domain—that is, the paraphrase clearly shows that the metaphorical word is interpreted in its contextual sense. For instance, we received 5 different single-word substitutions for the metaphorical word *attack* in the sentence “...he...”
has become involved in a row over his attack on the “Pharisees” of British society”. These are remarks, views, offense, incursion, and disagreement, each proposed by a single participant. All of them can be considered apt paraphrases. We chose remarks because it clearly shows the metaphorical word attack is interpreted in the argument domain. The meaning of offense and disagreement are more abstract and could involve other conceptual domains; the paraphrases that replace attack with views and incursion respectively are still metaphorical, as view can be associated with vision and incursion, like the metaphorical word itself, is still in the domain of battle. These four are thus less preferable with regard to the purpose of our dataset.

While we managed to find one best paraphrase for most reference sentences, there are 45 for which we selected two paraphrases as the best, as the two received the same votes and are equally apt. There are also 11 sentences for which no paraphrase was selected. These are cases where the given context is insufficient for determining the contextual meaning of the metaphorical word.

5 Annotation of inapt paraphrases

Tong (2021) shows that incorrect paraphrases based on the basic sense of the metaphorical word are the least distinguishable from correct ones (i.e., paraphrases based on the contextual sense) with respect to aptness. To render truly challenging inapt paraphrases for our task, we therefore created inapt paraphrases exclusively from basic senses.

We employed WordNet for identifying basic senses and obtaining sense-specific synonyms, following the annotation guidelines presented in Appendix C. For each metaphorical word, we first locate the WordNet synsets that correspond to its more basic meaning (relative to its contextual meaning in the reference sentence). Then we go through the synonyms (or hypernyms when no synonyms are provided) under the basic-sense synsets and select those that are clearly associated with the metaphor’s source domain and would render a grammatical (but inapt) paraphrase.

We went through all 2970 sentences released for the crowdsourcing task and found inapt paraphrases for 991 of them. After removing items lacking apt paraphrases (either because no single-word substitutions were crowdsourced or because none of the collected ones are of sufficient quality), we created 1492 triples for 728 metaphorical sentences, including 1072 triples with an apt and an inapt paraphrase, 375 triples with two inapt paraphrases, and 45 with two apt paraphrases.

Inter-annotator agreement. From the 991 sentences for which inapt paraphrases were identified, we randomly selected 200 to be annotated by a second annotator. The annotator was a PhD candidate in linguistics specialising in metaphor research. We explained the annotation process to the second annotator through a meeting and the guidelines in Appendix C. The Gwet’s gamma coefficient for the agreement between the two expert annotators is 0.84.

6 Data analysis

The dataset contains approximately the same number of samples from academic and news genres, and fewer samples from fiction and conversation, as shown in Table 1. These metaphor samples cover metaphorical use of content words in all four parts of speech. Noun and verb MRWs are of a higher proportion compared to adjectives and adverbs. In news and fiction, these two categories have similar percentages. The academic genre contains more noun MRWs than verbs whereas in conversation the situation is reversed: Half of the metaphorical words are verbs, while the percentage of nouns is similar to that of adjectives and adverbs.

As we excluded MRWs of novelty scores lower than -0.3, the metaphor samples exhibit a wider range of novelty scores above 0 than below 0 (see Appendix D). Meanwhile, a large proportion of the metaphor samples could be considered only slightly novel or conventional (novelty scores between -0.3 and 0.3). Metaphor samples of the highest novelty scores can be from any of the four genres. Despite their different proportion in the entire dataset (Table 1), all four genres include metaphor samples across all levels of perceived novelty.

We also examined the cosine similarity between the metaphorical words and apt and inapt substitu-
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**Figure 3:** Distribution of the cosine similarity between target-apt, target-inapt, and apt-inapt pairs.

Since the inapt paraphrases were based on the more basic meaning of the MRWs (section 5), we expected inapt substitution words to be more similar to the metaphorical words than apt substitution words. We computed the cosine similarity scores using `glove-wiki-gigaword-300` embeddings (Pennington et al., 2014), accessed through the `gensim` Python library. Figure 3 shows the distribution of cosine similarity scores for 1006 triples, excluding the ones containing out-of-vocabulary words. Surprisingly, the target-apt pairs tend to have higher cosine similarity scores than the target-inapt pairs. The plot suggests that the 3 pairs are distinguishable in terms of cosine similarity scores, with target-apt pairs being the most similar, and apt-inapt the least similar. This might be associated with the fact that our metaphorical sentences were sampled from VUA, which, being representative of metaphor use in natural discourse, includes a large percentage of conventional metaphors. Nonetheless, the majority of the cosine similarity scores are above 0, and the 3 pairs still share a wide range of similarity scores. The distribution plot is therefore also suggestive of the reliability of our dataset, as well as its potential challenge for LLMs.

### 7 Model evaluation

We evaluated LLaMA-13B, LLaMA-30B, and GPT-3.5 in each of the 6 conditions, using 3 prompts for each condition (the prompts are listed in Appendix E).

#### 7.1 Paraphrase judgement

We evaluate the LLMs in a prompting setup. We test the models' ability to interpret metaphor under different conditions. In the first scenario, we prompt the model by providing the reference sentence with the metaphorical word highlighted and two candidate replacement words for it (Word-judgement). In the second scenario, each of the candidate replacement words is embedded in the sentence (Sentence-judgement). In both cases the model needs to solve a multiple choice task. Besides providing the apt and inapt paraphrases (Options A and B) as answer options, we also complement them with Option C, that both candidates are correct, or Option D, that neither are correct. See Figure 2 for an example. We expect Word-judgement to be more challenging, as the model would need an additional inference step compared to sentence judgement, to replace the metaphorical word with the two given options and (implicitly) form the intended paraphrases.

For both Word-judgement and Sentence-judgement setups, we further investigate whether it makes a difference if the model is explicitly “told” that the task is to paraphrase a metaphor or not. This results in three further conditions: Implicit (not mentioning metaphor in the prompt), Metaphor-Sent (revealing that the reference sentence contains a metaphor), and Metaphor-Word (revealing that the specific highlighted word in the sentence is metaphorically used). The Implicit condition corresponds best to the real-life application of LLMs, where the model needs to be able to interpret metaphors without being instructed that metaphors are there.

We tested LLaMA-13B and 30B, and GPT-3.5 in each of the 6 conditions, using 3 prompts for each condition (the prompts are listed in Appendix E).
Table 2: Mean (SD) accuracies across 3 prompts for each paraphrase judgement condition.

<table>
<thead>
<tr>
<th></th>
<th>LLaMA-13B</th>
<th>LLaMA-30B</th>
<th>GPT-3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word-judge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Implicit</td>
<td>.28 (.18)</td>
<td>.21 (.10)</td>
<td>.23 (.10)</td>
</tr>
<tr>
<td>M-Sent</td>
<td>.30 (.16)</td>
<td>.19 (.09)</td>
<td>.20 (.10)</td>
</tr>
<tr>
<td>M-Word</td>
<td>.33 (.18)</td>
<td>.21 (.08)</td>
<td>.20 (.08)</td>
</tr>
<tr>
<td>Sent-judge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Implicit</td>
<td>.13 (.06)</td>
<td>.14 (.03)</td>
<td>.17 (.07)</td>
</tr>
<tr>
<td>M-Sent</td>
<td>.12 (.07)</td>
<td>.17 (.03)</td>
<td>.16 (.06)</td>
</tr>
<tr>
<td>M-Word</td>
<td>.10 (.08)</td>
<td>.27 (.05)</td>
<td>.21 (.02)</td>
</tr>
</tbody>
</table>

Table 3: Mean (SD) performance across 3 prompts in the paraphrase generation task. Recall@10 does not apply to GPT-3.5 as the OpenAI API only allows access to the top-5 answers.

<table>
<thead>
<tr>
<th></th>
<th>MRR</th>
<th>Recall@5</th>
<th>Recall@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLaMA-13B</td>
<td>.53 (.02)</td>
<td>.22 (.02)</td>
<td>.33 (.02)</td>
</tr>
<tr>
<td>LLaMA-30B</td>
<td>.47 (.03)</td>
<td>.28 (.02)</td>
<td>.40 (.03)</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>.54 (.02)</td>
<td>.32 (.01)</td>
<td>-</td>
</tr>
</tbody>
</table>

7.2 Paraphrase generation

The purpose of this task is to compare model and human performance in paraphrasing metaphorically used words. The prompts were thus designed to be semantically close to the instructions in our crowdsourcing task (Section 4). The model answers were generated in two steps (see Figure 5).

We first let the models generate a single token—this allowed us to access the models’ ranking of all tokens in their vocabulary. Of these, we selected the ones that match human annotations and let the models complete them into words. The completions were then compared with human annotations to determine the rank of each expected answer.

We tested the models on 3 prompts (see Appendix E) and their mean performance in terms of mean reciprocal rank (MRR), recall at top 5 paraphrases and recall at top 10 paraphrases is shown in Table 3. GPT-3.5 performed best and LLaMA-30B came second. The models’ performance was also more stable across different prompts as compared to the paraphrase judgement task. Nonetheless, all three models clearly preferred different answers as compared to human annotators.

8 Discussion

Paraphrase judgement. We looked into the type of errors the models made in paraphrase judgement. The number of each combination of expected and predicted answers for each model is in Appendix F. We found that LLaMA-30B and GPT-3.5 could ignore the semantic differences between a given sentence and an inapt paraphrase, as they tend to predict both candidates as correct when presented with one or more inapt paraphrases. LLaMA-13B, on the other hand, tends to assume that the two given candidates always contain one apt and one inapt paraphrase. Nonetheless, it did not seem capable of distinguishing the two, as it made a similar number of Option A and Option B predictions.

Paraphrase generation. We examined the top-ranked answers of the models and found 4 cate-
Categories that the ‘incorrect’ or unexpected answers could fall into. 1) **Nonsensical**: For the sentence “...for this number line I would say...”, GPT-3.5 gives *thus* as the best substitution word, ignoring the meaning of *line*, whereas LLaMA-13B repeats *number*. 2) **Lack of contextual understanding**: In “...he touched both sides of the coin...”, GPT-3.5 replaces the word *sides* with *facets*, suggesting that it neglects details of the meaning of the sentence (that a coin only has 2 sides). 3) **Ungrammatical**: On the other hand, the model may have understood the metaphor, but fails to convert its understanding into a suitable substitution word. In “...they all shared the emphasis on ‘her’...”, LLaMA-30B suggests *concorded* as the best answer, implying that the meaning of *shared* is understood, but that grammatical agreement has been sacrificed. 4) **Preference**: Finally, the disagreement between the models and human annotators may simply be a matter of preference. For “For a man whom Rebecca West ... called ‘repulsive’ and ‘treacherous’...”, crowd workers provide 4 possible answers: *revolting, disgusting, awful, and grotesque*. Both LLaMA-30B and GPT-3.5 give *odious* as the best answer. Here, both the human annotators and the models understand and can paraphrase the sentence, and it is hard to say whose answer is best.

**Factors associated with model performance.** We also examined the association between model performance and 3 factors: genre, metaphor novelty, and the POS of the metaphorical word. The details are available in Appendix F. We found metaphors of higher novelty scores to be more difficult for LLaMA-30B in paraphrase judgement, and for GPT-3.5 in paraphrase generation. The association between genre or POS and model performance tends to differ per model and task. The fiction genre, for example, is the easiest for the LLaMA models in paraphrase generation; yet it is the most difficult for GPT-3.5 in the generation task and for LLaMA-30B in the judgement task. Similarly, noun metaphors are the easiest for LLaMA-30B in the generation task and for GPT-3.5 in the judgement task. Meanwhile for GPT-3.5 in the generation task, adverb metaphors become the easiest.

To sum up, the results of the two paraphrase tasks indicate that the LLMs are unable to (fully) understand some of the metaphors in our dataset. The paraphrase judgement task further reveals that the models have difficulty distinguishing the metaphors’ source domains (implied by the inapt paraphrases) and target domains (implied by the reference sentences and apt paraphrases). This further suggests that the models are unlikely to perform reasoning across semantic domains; when they succeed in understanding the metaphor, they may still reason in ways that are different from humans. This means that for downstream NLP tasks such as opinion mining, bias detection, humour detection, and intent recognition, the LLMs could overlook the entailment of a metaphor. In machine translation as well as summarisation of highly figurative or poetic texts, the problems may manifest as incorrect or peculiar explanation of metaphors.

A direction for improvement is to mark out metaphor uses in texts and direct the model’s attention to them: In the paraphrase judgement task, the models reach higher accuracies when the metaphorical word is marked out (in the *Word-judgement* task or in a *Metaphor-Word* condition). However, since the models generally performed poorly in the experiments, the LLMs may need to be fine-tuned in order to better understand metaphors. When fine-tuning, one can consider increasing the proportion of certain metaphor types in training data, as genre, metaphor novelty, and POS of the metaphorical word are all associated with model performance. Future studies could first employ MUNCH to detect the weak points of an LLM and then curate training data accordingly.

**9 Conclusion**

We release a dataset of manually created apt and inapt paraphrases for metaphorical sentences and present two metaphor understanding tasks, which we demonstrate to be challenging for current LLMs. The errors the models make in the paraphrase generation task indicate various levels of misunderstanding of the metaphors. In the paraphrase judgement task, the models’ accuracy was lower than the random baseline in the majority of the cases; a closer look at their errors reveals that the models had difficulty in detecting the inaptness of the inapt paraphrases. The experiments also show that the models performed better when being instructed to focus on the metaphorical word, and that genre and the POS and novelty of the metaphorical word are all potential factors that affect model performance.

**10 Limitations**

We designed the metaphor understanding tasks to be representative of a lexical substitution task: The
metaphorical word is the only difference between a reference sentence and a candidate paraphrase. This setup makes it possible to examine whether LLMs indeed perform metaphor interpretation or resort to lexical similarity when they encounter metaphorically used words. At the same time, however, it also means that the models’ understanding of multi-word metaphors and direct metaphors (e.g., similes) could not be tested using our dataset.

We tested the lastest and state-of-the-art LLMs available at the time that our study was ongoing, but newer LLMs such as GPT-4 and Llama 2 emerged shortly after the completion of our study. We suggest running a data contamination test before evaluating newer LLMs using our dataset.

This study reveals that LLMs have difficulty distinguishing the target and source domains of linguistic metaphors. A more extensive analysis is desirable to uncover more differences between LLMs and humans in terms of metaphor interpretation.

11 Ethics statement

We abide by the ACL Code of Ethics. The metaphor resources used in this study are publicly available. The crowdsourcing task was approved by an ethics committee. The crowd workers received fair payment (9 GBP per hour), and no personal information was collected or stored in our database.

The metaphor samples in our dataset come from excerpts of natural discourse. They may therefore involve bias, taboo, violence, or other aspects of everyday language use that could be considered negative (we also pointed this out to the crowd workers before they gave their consent to participate, as presented in Appendix B). Nonetheless, these are integral parts of language use, and should be properly understood by NLP systems, which is precisely what this paper aims at.
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(1) the wheels of justice turn slowly
|               | #met  | met:length | #correct | correct:type | distractor | distractor:|  |
|---------------|-------|------------|----------|--------------|------------|-----------|
| **MPEC**      | 192   | 9 (4)      | 218      | s → s        | 526        | mixed     |
| **NewsMet**   | 791   | 12 (3)     | 791      | w → w        | 0          | NA        |
| **IMPLI**     | 913   | 16 (10)    | 1032     | w → p        | 281        | context change |
| **FLUTE**     | 1500  | 11 (5)     | 1500     | p → p        | 1500       | opposite meaning |
| **MiQA**      | 150   | 8 (2)      | 150      | s → s        | 150        | context change |
| **Fig-QA**    | 10256 | 9 (3)      | 10256    | s → s        | 10256      | opposite meaning |
| **MUNCH**     | 2953  | 26 (15)    | 10261    | w → w        | 1492       | paraphrase |

Table 4: Differences between MUNCH and previous datasets that provide paraphrases for metaphors: MPEC (Bizzoni and Lappin, 2018; github.com/yuri-bizzoni/Metaphor-Paraphrase), NewsMet (Joseph et al., 2023; https://github.com/AxleBlaze3/NewsMet_Metaphor_Dataset/tree/main), IMPLI (Stowe et al., 2022; github.com/UKPLab/acl2022-impli), FLUTE (Chakrabarty et al., 2022b; https://github.com/tuhinjubcse/model-in-the-loop-fig-lang), MiQA (Comsa et al., 2022), and Fig-QA (Liu et al., 2022; https://github.com/nightingal3/Fig-QA/tree/master). We present their differences regarding number of metaphor samples (#met), mean (SD) length of the metaphor samples (met:length, measured by number of words), number of correct paraphrases (#correct), the part of a metaphor sample that is replaced to create correct paraphrases (correct:type; s=sentence, p=phrase, w=word), number of distractors (#distractor), and distractor type. The numbers are calculated from the datasets available on GitHub. Note that our dataset is much more extensive than the previous ones.

The MPEC corpus is employed by two metaphor understanding tasks in BIG-Bench (Srivastava et al., 2022). The metaphor-boolean task uses a binary classification setup: Given a pair of sentences, is the second sentence a paraphrase of the first? GPT-2 only reached 0.41 accuracy on this task in a zero-shot scenario. The metaphor-understanding task consists of two subtasks: metaphor to paraphrase, which asks the model to select the correct paraphrase from 4 candidates; and paraphrase to metaphor, which requires the model to distinguish the metaphorical sentence corresponding to a given paraphrase from 3 other metaphors. GPT-2 large performed poorly on both subtasks: In a zero-shot scenario, the model gave 0.27 accuracy on the metaphor-to-paraphrase task, and 0.67 accuracy on the paraphrase-to-metaphor task.

The metaphor-literal pairs in the NewsMet dataset was created with the help of LLMs. Each news headline has a verb considered as the focus word. They first passed the headlines with the focus words masked to ALBERT (Lan et al., 2020) to obtain the first 200 words that can replace the focus word. These 200 words were then passed to a metaphor detector to obtain the top-6 metaphorical and top-6 literal candidates. Human annotators then identified the best literal counterparts for metaphorical focus words and the best metaphorical counterpart for literal focus words.

In the IMPLI example (2), the correct paraphrase (2-a) uses a phrase, paid for, to explain the metaphorically used word absorbed in the original sentence. The distractor, on the other hand, is based on the literal meaning of absorbed. Fine-tuned RoBERTa base and RoBERTa large achieved high accuracies (> 0.8) on labelling these metaphor-paraphrase and metaphor-distractor sentence pairs.

The difference between the contradict and the reference metaphor may thus be easier to detect as compared to a contradict that is more similar to the paraphrase (e.g., Actions are not more important than words).

Example (3) is extracted from the FLUTE dataset; included in the parentheses are explanations for the paraphrase and the contradict respectively. Contrary to the MUNCH dataset, the authors aimed at paraphrases that use more than one word to replace a metaphorically used word. Note that sentence (3-b) is more of a direct contradiction of the reference metaphor than the paraphrase, as it preserves the metaphorically used word louder.

(3) Actions speak louder than words.
a. Actions are more important than words. (This phrase is used to say that what someone does is more important than what they say.)

b. Actions are not louder than words. (The metaphor suggests that deeds or actions are more important than words, while the contradiction suggests that words are more important than deeds or actions.)

As example (4) shows, each metaphorical premise in the MiQA dataset is paired with a literal premise exemplifying literal use of the metaphorical word; the dataset also includes implications (the text in parenthesis) of the metaphorical and literal premises:

(4) a. I see what you mean (I understand you)
b. I see what you are pointing at (My eyes are working well)

Comsa et al. (2022) set up 2 binary-choice tasks using the MiQA dataset: (1) Given a metaphorical premise, select the correct implication; (2) given an implication, select the corresponding premise. They also set up a generative task: Given a metaphorical premise, answer whether it implies the literal conclusion. LLMs performed well on these tasks.

The Fig-QA dataset provides similes of opposite meanings as well as their implications (given in parentheses):

(5) a. The meteor was as bright as New York City (The meteor was very bright)
b. The meteor was as bright as coal (The meteor was not bright at all)

The binary-choice task is similar to MiQA: Given a metaphorical premise, select the correct implication. They also develop a generative task which prompt models to generate implications freely. Liu et al. (2022) found these tasks challenging for LLMs in zero-shot settings.

B Crowdsourcing task

The participant information sheet, which was presented to the crowd workers prior to the consent form, has a section dedicated to potential disadvantages and risks involved in participating in the study—

The sentences you will paraphrase were from a wide range of sources, including newspapers, fiction, and dialogues. You may occasionally encounter violence or taboo topics (e.g., war, crime, sex), as well as potentially disturbing opinions.

If you are concerned, you do not have to give consent; you can also withdraw anytime during the experiment.

The information sheet also explains how data collected from the study will be used. The workers were informed that their participation would remain confidential, that their response would be anonymised, and that the data would be made open access at the end of the study.

The annotation guidelines are shown in Figure 6. The trial sentence is provided in example (6), where introduce is the metaphorical word to be interpreted. Our final list of acceptable answers includes: address, advance, clarify, convey, cover, define, describe, discuss, elucidate, establish, explain, mention, present, propose, reveal, share, show, state, submit, suggest, teach, unveil.

(6) I shall now introduce the concept of an elementary charge, 1.6 x 10^-19 C, carried by an elementary particle called the electron.

Table 5 presents the 17 sentences for which none of the crowd workers were able to provide single-word substitutions for the metaphorical words. These are mainly highly conventionalised metaphors, for which it is usually difficult to find an alternative expression. There are also cases where the target word is part of a multi-part word (e.g., carry out, point of view) or a phrase (e.g., put in an appearance, get rid of). These stem from annotation mistakes in VUA: According to the MIPVU procedure, VUA should have marked the entire word or phrase as a single annotation unit. We still collected paraphrases for these cases as there were no suitable way to filter them out automatically.

C Inapt paraphrase annotation

The guidelines for inapt paraphrase annotation are presented in Figure 7.

D Novelty distribution of MUNCH metaphor samples

Figure 8 presents the novelty distribution of the metaphor samples in MUNCH.
The summer’s sprawl begins to be oppressive at this stage in the year and trigger fingers are itching to snip back overgrown mallows, clear out the mildewing foliage of golden rod and reduce the overpowering bulk of bullyboy ground cover.

The red and green of the Aztec necklace links it compositionally with the indigenous plants to the ‘south’ of the painting, the pink colonial-style dress tonally blending with the skyscrapers to the ‘north’.

Nine out of 10 are routine calls, many of which could be carried out by mini cabs.

This example assumes that a sympathy for motorists with overwhelm any tendency to logical analysis.

There were, in fact, about a score.

Mrs Bottomley is convinced the Tory victory provides the opportunity to entrench the reforms — and to give doctors, nurses and managers the confidence to make them work.

Thus, as with biological theories, crime is seen as pathological (a disease), as something to be looked at from the medical point of view.

‘So you’ve decided to put in an appearance?’

He was in there twice, at a Wimpole Street number and again at an address in Mill Hill: Rufus H. Fletcher, MB, MRCP.

Once again he backtracks and assumes a larger unity in which conflict takes place.

no I’m alright Ann, I mean, feel a bit ba ah I mean I’m sorry I do have to buy a feel a bit of, I feel a bit dizzy you know as if I

Mick said to me last night, he said to me you can never fit not used to it, but

Now if he doesn’t get the economy right he’s gon na end up with egg on his face and

That take me nearly all the er

As this is been shared by lines int it?

Well seven nines, well ee er, it takes you so long

Take what you want and leave the rest, your mother’ll get rid of it.

Table 5: Sentences that did not receive single-word substitutions in the crowdsourcing task.
**Instructions**

Each trial gives you a sentence with a target word, for example:

- The artist **captured** her perfectly.

Your task is to paraphrase the given sentence by substituting the target word with another word. We will provide you with the original sentence with the target word removed, so you will just need to fill in the blank:

- The artist ____ her perfectly.

Some trials may provide (much) longer or shorter sentences, but there will always be only one target word in each sentence.

**What basic rules should I follow?**

*Your paraphrase should always be apt:* You should be able to use your paraphrase in real life to express the meaning of the original sentence. For the sentence above, we consider the following apt paraphrases:

- The artist **depicted** her perfectly.
- The artist **portrayed** her perfectly.

As you can see, **the substitution should be a single word:** There should be no whitespace in your substitution.

*Please also use the correct word form:* The target word **captured** should be replaced by a verb in its past tense. If you replace **captured** with **depicts** instead of **depicted**, for example, your paraphrase will be describing a present instead of a past event.

- The artist **depicts** her perfectly. (The event being described is shifted to the present.)
- The artist **depict** her perfectly. (Ungrammatical paraphrases are always inapt.)

**Can I use a dictionary?**

Yes, you can use dictionaries, thesauruses, or any other resources to help finish the task.

**Do I simply look for synonyms?**

It depends; please always read through your paraphrase to check whether your synonym fits the context.

Synonyms could render inapt paraphrases as well. For the above example, a thesaurus would list **imprison** as a synonym of **capture**, but substituting **captured** with **imprisoned** would change the sentence’s meaning:

- The artist **imprisoned** her perfectly.

Describe seems to be the right synonym, but to use it in your paraphrase, you would need to add more context, which is **not allowed** in this task:

- The artist **described** her perfectly. (The artist talked about her?)
- The artist **described** her perfectly in **the picture**.

**Can I use the same substitution for the same target word?**

You may encounter the same target word multiple times; we encourage you to find the most suitable paraphrase for each case. You can, of course, reuse a substitution if you believe that is the best option.

**What if I can’t find an apt paraphrase?**

There is a comment box at the end of each trial. Please use the space to provide your reasons when you could not find an apt paraphrase. A very short explanation will do, for example:

*Original sentence:* It’s the first time in his career he hasn’t come out on **top**.

*Your explanation:* You’d need to remove “on” as well, i.e. “he hasn’t come out as the best”.

Please therefore do not feel pressured to fill in a blank—with the target word itself, a random word, “N/A”, etc.—when you believe the target word is impossible to paraphrase given our requirements. You can also leave comments in those boxes when you have found an apt paraphrase, but this is entirely optional.

---

**Figure 6: Instructions for the paraphrasing task.**

---

**E Model evaluation details**

We accessed the LLaMA models through Hugging Face; the queries used ~880 GPU hours. Our GPT-
Guidelines for Inapt Paraphrase Annotation

1. Identify the more basic meaning

Each sentence has a highlighted word, which we call the target word. The first question provides you with all the series of the target word (from WordNet, the Macmillan Dictionary, and the Oxford English Dictionary), but with WordNet in the place of the Oxford English Dictionary.

2. Select basic meanings

For the first question (1), the original sentence sentence (1) is a metaphor (in the light of the last full week of this election campaign, is it simply does not occur to Major at all). Sentence (2) is also ambiguous and can be interpreted in different ways. Each ambiguous sentence is always considered an inapt paraphrase. If you do not find any contradiction of the original sentence, you can say so in the comment box. If you find a word that is difficult to comprehend or the target word's contextual meaning unclear, please select 'None of the above'.

3. Select the contextual sense

Sentence (3) provides you with all the series of the target word (from WordNet, the Macmillan Dictionary, and the Oxford English Dictionary), but with WordNet in the place of the Oxford English Dictionary. If you believe the target word's contextual meaning unclear, please select 'None of the above'.

4. Requirement 1: Different meanings

Now you have three options: select the contextual sense and basic sense identification steps of the original sentence. If multiple options are selected, please go through the options for each sense. If no additional question appears when you select a sense, it means this sentence does not contain related senses (like this study, so grammatical candidate paraphrases should be required). However, if you find a sentence that does not correspond to the original sentence, please select 'None of the above'.

5. Requirement 2: Wrong sense

To prompt your annotations, there are a few questions attached to each sentence. In case you have anything that needs to be expressed about the target word, you are encouraged to use English to do so. If you believe that a more basic sense is mistaken as the contextual sense, please select 'None of the above'.

6. Requirement 3: Grammar

If you believe that a more basic sense is mistaken as the contextual sense, please select 'None of the above'. Otherwise, if you believe that a more basic sense is mistaken as the contextual sense and basic sense identification steps of the original sentence, please select 'None of the above'.

7. Consider the original sentence

Overall, please keep in mind that the candidate paraphrases are not provided by humans with an attempt to paraphrase the original sentence. So please do not try to justify them (that is, to find a reason why an English speaker would paraphrase the original sentence).
Figure 8: Novelty distribution of the metaphor samples, across all genres (above) and in different genres (below). The novelty scores are extracted from Do Dinh et al. (2018).

3.5 queries through the OpenAI API cost ~255 USD.

We provide all the prompts used in this study: three prompts for each condition of the paraphrase judgement tasks, including word judgement (Table 6) and sentence judgement (Table 7); and three prompts for the paraphrase generation task (Table 8).

F Error analysis details

F.1 Paraphrase judgement

Table 9 shows the number of each expectation-vs-prediction combination for each model when it achieved the highest accuracy score across all conditions and prompts: The Metaphor-Word condition of Word-judgement for LLaMA-13B, using the third prompt (see Table 6); the Metaphot-Word condition of Sentence-judgement for LLaMA-30B, using the second prompt (see Table 7); the Implicit condition of Word-judgement for GPT-3.5, using the third prompt.

| Implicit | (1) Choose the word(s) that can replace the highlighted word in the given sentence without changing the meaning of the sentence. Sentence: (a metaphor sample) Option A: (a substitution word) Option B: (another substitution word) Option C: Both Option A and Option B Option D: Neither Option A nor Option B Correct answer: Option
(2) Select words that can replace the highlighted word in the given sentence without altering the sentence’s meaning. (…)
(3) Which of the given options can replace the highlighted word in the given sentence without altering the sentence’s meaning? (…)

| M-sent | (1) Choose the word(s) that can replace the highlighted word in the given metaphorical sentence without changing the meaning of the sentence. (…)
(2) Select words that can replace the highlighted word in the given metaphorical sentence without altering the sentence’s meaning. (…)
(3) Which of the given options can replace the highlighted word in the given metaphorical sentence without altering the sentence’s meaning? (…)

| M-word | (1) Choose the word(s) that can replace the highlighted metaphorically used word in the given sentence without changing the meaning of the sentence. (…)
(2) Select words that can replace the highlighted metaphorically used word in the given sentence without altering the sentence’s meaning. (…)
(3) Which of the given options can replace the highlighted metaphorically used word in the given sentence without altering the sentence’s meaning? (…)

Table 6: Prompts for the word judgement task.

F.2 Factors associated with model performance

Table 10 summarises the novelty scores of the metaphor samples that receive correct versus incorrect answers from the models in the two paraphrase tasks. Table 11 and 12 show model accuracies in different genres and for different POS of the metaphorical word respectively. Like in F.1, the statistics are based on the best performance of each model. In paraphrase generation, the LLaMA models achieve their respective best performance when given the first prompt (see Table 8); for GPT-3.5, it is the second prompt.
(1) Choose the correct paraphrase(s) for the given sentence.
Sentence: (a metaphor sample)
Option A: (a candidate paraphrase)
Option B: (another candidate paraphrase)
Option C: Both Option A and Option B
Option D: Neither Option A nor Option B
Correct answer: Option ...

(2) Select sentences that paraphrase the given sentence. (…)
(3) Select sentences that are semantically equivalent to the following sentence. (…)

M-sent
(1) Choose the correct paraphrase(s) for the given metaphorical sentence. (…)
(2) Select sentences that paraphrase the given metaphorical sentence. (…)
(3) Select sentences that are semantically equivalent to the following metaphorical sentence. (…)

M-word
(1) You are given a sentence where the highlighted word is metaphorically used. Choose the correct paraphrase(s) for the given sentence. (…)
(2) Given a sentence where the highlighted word is metaphorically used, select sentences that paraphrase this sentence. (…)
(3) Given a sentence where the highlighted word is metaphorically used, select sentences that are semantically equivalent to this sentence. (…)

Table 7: Prompts for the sentence judgement task.

Table 8: Prompts for the paraphrase generation task.
The blank (___) denotes the place where models are asked to provide their answers: The LLaMA models append answer after the left quotation mark (") while GPT-3.5 inserts answer between the two asterisks (*). The blank itself is not part of the prompts.

Table 9: Count for each combination of expected answer and correct or incorrect prediction when each model achieves their highest performance in the paraphrase judgement task. A/B (A or B) means one of the two candidate paraphrases is expected or predicted as the correct answer. The counts are based on the predictions of the models when they reach their respective highest accuracy in our experiments.

Table 10: Mean novelty scores of metaphor samples that each model gives correct/incorrect answers when it achieves its respective highest performance in the paraphrase judgement and paraphrase generation tasks. All standard deviations are $0.20 \pm 0.01$. Boldface denotes that the difference between correct and incorrect answers is statistically significant.

Table 11: Model accuracy in different genres when the models achieve their best performance in the paraphrase judgement and paraphrase generation tasks. The metaphor samples for the paraphrase judgement task do not cover the conversation genre. Boldface denotes statistically significant difference between the highest and lowest accuracies on the same row.
Table 12: Model accuracy per POS of the metaphorical word (Noun, Verb, Adjective, and Adverb) when each model achieves its best performance in the paraphrase judgement and paraphrase generation tasks. Boldface denotes statistically significant difference between the highest and lowest accuracies on the same row. Accuracies for adverb metaphors in the paraphrase judgement task are disregarded as the task only includes 10 adverb samples.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>V</th>
<th>A</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Judgement</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>llama-13b</td>
<td>.44</td>
<td>.47</td>
<td>.46</td>
<td>.70</td>
</tr>
<tr>
<td>llama-30b</td>
<td>.34</td>
<td>.32</td>
<td>.30</td>
<td>.30</td>
</tr>
<tr>
<td>gpt-3.5</td>
<td>.38</td>
<td>.29</td>
<td>.31</td>
<td>.30</td>
</tr>
<tr>
<td>Generation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>llama-13b</td>
<td>.18</td>
<td>.16</td>
<td>.15</td>
<td>.13</td>
</tr>
<tr>
<td>llama-30b</td>
<td>.37</td>
<td>.36</td>
<td>.32</td>
<td>.37</td>
</tr>
<tr>
<td>gpt-3.5</td>
<td>.44</td>
<td>.41</td>
<td>.40</td>
<td>.52</td>
</tr>
</tbody>
</table>