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Abstract

Identifying the training datasets that influence
a language model’s outputs is essential for min-
imizing the generation of harmful content and
enhancing its performance. Ideally, we can
measure the influence of each dataset by re-
moving it from training; however, it is pro-
hibitively expensive to retrain a model multiple
times. This paper presents UnTrac: Unlearning
Traces the influence of a training dataset on
the model’s performance. UnTrac is extremely
simple; each training dataset is unlearned by
gradient ascent, and we evaluate how much
the model’s predictions change after unlearn-
ing. Furthermore, we propose a more scalable
approach, UnTrac-Inv, which unlearns a test
dataset and evaluates the unlearned model on
training datasets. UnTrac-Inv resembles Un-
Trac, while being efficient for massive training
datasets. In the experiments, we examine if
our methods can assess the influence of pre-
training datasets on generating toxic, biased,
and untruthful content. Our methods estimate
their influence much more accurately than exist-
ing methods while requiring neither excessive
memory space nor multiple checkpoints.

1 Introduction

Large language models (LLMs) have had a signif-
icant impact on our society. They exhibit remark-
able abilities (e.g., chain-of-thought reasoning)
without being explicitly trained for such tasks. At
the same time, LLMs also pose potential risks, such
as the amplification of discrimination through the
propagation of toxic language. LLMs are trained
on a vast number of corpora via pretraining or re-
fined through finetuning on diverse tasks. Although
some efforts have been made to unravel the black
box of LLMs (e.g., Grosse et al., 2023; Feng et al.,
2023), it is still unclear which data sources cause
their unprecedented abilities and potential harms.

Ideally, we can answer this question by remov-
ing each dataset from the training datasets and as-

sessing the change in the model’s performance af-
ter retraining (leave-dataset-out). However, since
we need to retrain a model on each dataset, leave-
dataset-out is prohibitively expensive. Training
data attribution overcomes this problem by approx-
imating the influence with Hessian-based influence
functions (HIF; Koh and Liang, 2017; Koh et al.,
2019) or tracking changes in test loss during train-
ing (TracIn; Pruthi et al., 2020). However, HIF re-
quires a large memory space to approximate the in-
verse Hessian (Schioppa et al., 2022), while TracIn
generally needs multiple model checkpoints.

In this paper, we propose UnTrac, which traces
the influence of a training dataset by unlearning
it from a trained model (Figure 1). Leave-dataset-
out removes each training dataset and measures its
influence by assessing the trained model’s perfor-
mance on a test dataset. Analogous to leave-dataset-
out, UnTrac unlearns each training dataset and es-
timates its influence by assessing the unlearned
model’s performance on a test dataset. Unlearning
has been studied to eliminate sensitive data from a
trained model (Cao and Yang, 2015; Ginart et al.,
2019; Mehta et al., 2022) and has recently been
applied to LLMs (Jang et al., 2023; Chen and Yang,
2023). Following Jang et al. (2023), we unlearn a
training dataset using gradient ascent, in contrast
to the gradient descent normally used in training.
Interestingly, Schioppa et al. (2023) argued that
influence functions can be regarded as an approxi-
mation of the effect of finetuning on a number of
examples (e.g., unlearning mislabeled examples).
With UnTrac, instead of using the approximations,
we directly quantify the effect of unlearning.

When many datasets are used for training, Un-
Trac is computationally costly because unlearning
must be run for every individual training dataset.
To overcome this drawback, we propose UnTrac-
Inv as a scalable approach particularly effective for
an increasing number of training datasets. UnTrac-
Inv “unlearns” a test dataset instead of training
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Figure 1: Overview of leave-dataset-out vs. proposed methods, UnTrac and UnTrac-Inv.

datasets and evaluates the unlearned model on train-
ing datasets. UnTrac-Inv requires only a single run
of unlearning, and, as we will show, can be consid-
ered as an efficient approximation of UnTrac.

In our experiments, we first examine whether
our methods can trace influential training tasks in
the setting of finetuning. We created a dataset rep-
resenting a mixture of synthetic tasks, designed to
evaluate our method’s capability in assessing the
influence of each task. In order to make this assess-
ment more challenging, we have created task pairs
that, while semantically distinct, require responses
in the same format. Additionally, we include pairs
that are nearly identical in content but demand re-
sponses in differing formats. By estimating the
influence across these task pairs, we verify that our
methods are not overly reliant on superficial sim-
ilarities between tasks. In this controlled dataset,
we show that our methods accurately assess the
influence of training tasks, where we use the expen-
sive leave-dataset-out method as the ground-truth,
and are only slightly affected by the output format.

Next, we assess whether our methods can iden-
tify the source of harmful content generated by a
pretrained language model. Using smaller open
pretrained transformers (OPT-125M; Zhang et al.,
2022), the influence of eight pretraining datasets
is estimated. We use three test datasets: Toxigen
(Hartvigsen et al., 2022), WinoBias (Zhao et al.,
2018), and TruthfulQA (Lin et al., 2022), which
contain toxic language, biased text, and false an-
swers to various questions, respectively. We cal-
culate the ground-truth influence of each training
dataset and evaluate the correlation between the es-
timated influence and ground-truth influence. We
demonstrate that our methods accurately estimate
the influence of pretraining datasets, significantly

outperforming other influence functions.
Finally, we investigate how hyperparameters af-

fect the performance of our methods. We found
that UnTrac works robustly as long as we use pre-
conditioned gradient methods with higher learning
rates and a sufficient number of training iterations.
In contrast, UnTrac-Inv works well for large batch
sizes while being relatively sensitive to the learning
rate and the number of training steps.

2 Problem Formulation

Our goal is to estimate the influence of a training
dataset on the model’s predictions on a test dataset.
To formalize this goal, we assume the counterfac-
tual that a model is trained on the mixture of all
datasets except for a dataset Z: θ−Z . The ground-
truth influence of the training dataset Z on a test
dataset Z ′ is defined as Equation (1) using model
θ−Z and θ0, which is trained on all datasets D.

Itruth(Z ′,Z)=
N ′∑

j=1

L(z′j ,θ−Z)−L(z′j ,θ0)

(1)
where z′j is the j-th batch in the test dataset Z ′,
N ′ is the number of test batches, and L is the loss
function. Koh et al. (2019) use all examples in the
dataset to train the counterfactual model: θ−Z =
argminθ

∑
z∈D\Z L(z,θ). This definition overly

emphasizes the influence of large datasets, as, when
removing them, the number of training examples
drops substantially. However, when asking about
the influence of a dataset, our primary interest often
centers on whether the type of data present within
a dataset wields considerable influence. We modify
the definition of dataset’s influence so as to better
align with this research question. Thus, for every
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training dataset Z , we train a model for the same
number of training steps T instead of the entire
dataset: θ−Z = argminθ

∑T
t=1 L(zt,θ) where

zt ∼ D \ Z . This setup is practical for evaluating
the influence of datasets of different sizes.1

3 Methods

3.1 UnTrac
Here, we formally introduce UnTrac, which esti-
mates the influence of a training dataset on a test
dataset by unlearning. Let Z ′ be a test dataset, θi
be the model parameters after the i-th unlearning
step (θ0 is the trained model parameters). The influ-
ence of a training dataset Z on a test dataset Z ′ is
defined as the change in test loss due to unlearning.

I(Z ′,Z)=
N ′∑

j=1

L(z′j ,θT )−L(z′j ,θ0)

=
N ′∑

j=1

T∑

i=1

L(z′j ,θi)−L(z′j ,θi−1)

(2)

where T is the number of unlearning steps. Here,
θi is updated via gradient ascent, which maximizes
the loss of the i-th batch zi in the training dataset
Z . If we use stochastic gradient ascent, the updated
parameters can be written as Equation (3); however,
any optimizer can be used for unlearning.

θi = θi−1 + ηi∇θL(zi,θi−1) (3)

3.2 UnTrac-Inv
When many datasets are used for training, UnTrac
is computationally costly because unlearning must
be run for every training dataset. In a practical sce-
nario, we are interested in detecting which training
dataset influences a particular test dataset. Here,
we introduce UnTrac-Inv, an alternative scalable
approach that can handle an increasing number
of training datasets. UnTrac-Inv unlearns the test
dataset instead of training datasets and measures
the change in loss on the training datasets. UnTrac-
Inv computes the influence by Equation (4).

I ′(Z ′,Z)=
N∑

i=1

L(zi,θT ′)− L(zi,θ0)

=
N∑

i=1

T ′∑

j=1

L(zi,θj)− L(zi,θj−1)

(4)

1In Appendix A.1, we show the conventional leave-dataset-
out setup overestimates the influence of large datasets.

where N is the number of batches in the training
dataset, and T ′ is the number of unlearning steps.

This alternative influence can be regarded as an
approximation to UnTrac, Equation (2). Note that
θj = θj−1+ηj∇θL(z

′
j ,θj−1), and we use the first-

order approximation L(zi,θj) − L(zi,θj−1) ≈
∇θL(zi,θj−1)(θj − θj−1). Equation (2) and (4)
can then be re-approximated as Equation (5) and
(6), respectively.

I(Z ′,Z)

≈
T∑

i=1

N ′∑

j=1

ηi∇θL(zi,θi−1)
⊤∇θL(z

′
j ,θi−1)

(5)

I ′(Z ′,Z)

≈
N∑

i=1

T ′∑

j=1

ηj∇θL(zi,θj−1)
⊤∇θL(z

′
j ,θj−1)

(6)
If the number of unlearning steps is one (T =
T ′= 1), and a single batch contains all examples,
I(Z ′,Z) corresponds to I ′(Z ′,Z). This suggests
that UnTrac-Inv should work well with a small
number of unlearning steps and a large batch size.
We will empirically validate it later in Section 6.1.

4 Relation to Other Influence Functions

4.1 TracIn, GradDot & GradCos
Pruthi et al. (2020) proposed TracIn, which traces
the influence of a training example by the total
change in test loss during training. While the origi-
nal TracIn assesses the influence of individual train-
ing examples, it can be easily extended to assess a
whole dataset. As accounting for the loss reduction
at every step is computationally expensive, they
approximate it using model checkpoints, assum-
ing that every example in the training dataset is
encountered once between these checkpoints. By
approximating the loss reduction with gradients
at each checkpoint t: L(z′j ,θt) − L(z′j ,θt+1) ≈
ηt∇θL(zi,θt)

⊤∇θL(z
′
j ,θt), TracIn is defined as:

TracIn(Z ′,Z)

=
∑

t∈Tcp

N∑

i=1

N ′∑

j=1

ηt∇θL(zi,θt)
⊤∇θL(z

′
j ,θt)

(7)

where Tcp denotes the set of training steps where
the model checkpoints are saved. As using multiple
checkpoints induces substantial overhead, only the
last checkpoint is often used in practice (Schioppa
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et al., 2023), which is referred to as GradDot. Bar-
shan et al. (2020) pointed out that some outlier
training examples have significantly large gradi-
ents, leading to an overestimation of their influ-
ences. Therefore, normalizing the gradients (i.e.,
replacing the dot product with cosine similarity)
can be effective, referred to as GradCos (Han and
Tsvetkov, 2021; Akyurek et al., 2022).

4.2 Hessian-based Influence Functions

Hessian-based influence functions (HIF) are
grounded in robust statistics (Hampel, 1974; Cook
and Weisberg, 1982) and were introduced to deep
learning by Koh and Liang (2017). Koh et al.
(2019) used HIF to assess the influence of multiple
training examples, and the estimated influence cor-
relates well with the ground-truth. Given a trained
model θ0, HIF estimates the influence of a training
dataset Z on a test dataset Z ′ as Equation (8).

HIF(Z ′,Z)

=
N∑

i=1

N ′∑

j=1

∇θL(zi,θ0)
⊤H−1

θ ∇θL(z
′
j ,θ0)

(8)

where Hθ is the Hessian of training loss: Hθ =
1/N

∑N
i=1∇2

θL(zi,θ0).

4.3 Connection to UnTrac & UnTrac-Inv

GradDot, GradCos, and HIF can be viewed as spe-
cial cases of UnTrac and UnTrac-Inv. Suppose a
single training batch contains all training exam-
ples. The increase in test loss after a single step of
unlearning can be approximated as Equation (9).

I(Z ′,Z)=
N ′∑

j=1

L(z′j ,θ1)− L(z′j ,θ0)

≈
N ′∑

j=1

∇θL(z
′
j ,θ0)

⊤(θ1 − θ0)

(9)

When we use SGD, Equation (9) corresponds
to GradDot by substituting θ1 − θ0 =
η0

∑N
i=1∇θL(zi,θ0). Similarly, It corresponds to

GradCos if we use RMSProp or Adam: θ1 − θ0 =
η0

∑N
i=1∇θL(zi,θ0)/∥

∑N
i=1∇θL(zi,θ0)∥, and

corresponds to HIF if we use Newton’s method:
θ1 − θ0 =

∑N
i=1H

−1
θ ∇θL(zi,θ0). In the same

way, these influence functions can also be regarded
as a special case of UnTrac-Inv. HIF can be re-
garded as providing an approximation to UnTrac.

5 Experiments

We evaluate if our methods can measure the in-
fluence of training datasets across different model
architectures (encoder-decoder and decoder-only)
and training setups (pretraining and fine-tuning).2

Since we would not generally have a validation
set (i.e., ground-truth attributions), it is impracti-
cal to tune the hyperparameters for each experi-
ment. Thus, we set the hyperparameters based on
the experimental results on Toxigen, one of the test
datasets used in Section 5.2. The same hyperparam-
eters are used across all the experiments. We use
Adam (Kingma and Ba, 2014) with a constant learn-
ing rate of 5e-5, β1 = 0.9, and β2 = 0.999, while
Adafactor is used in Section 5.1 due to memory
constraints. Gradient clipping is turned off during
unlearning. As for UnTrac, we set the batch size to
1 and run unlearning for 1 epoch. As discussed in
Section 3.2, UnTrac-Inv requires a small number of
unlearning steps and a large batch size. Hence, we
set the batch size as 256 (a single batch contains
all test examples) and the number of unlearning
steps (epochs) as 5. In Section 6, we discuss the
hyperparameter sensitivity of our methods.

The baseline methods are as follows:

TracIn, GradDot & GradCos We compute the
gradient w.r.t. all of the model parameters. TracIn
uses the checkpoints saved for every 128 steps in
Section 5.1 and 10,000 steps in Section 5.2.

HIF Following Koh and Liang (2017), we ap-
proximate the inverse Hessian by LISSA (Agarwal
et al., 2017), where the number of iterations is set
to 10. We also use Arnoldi iteration with low-rank
eigenvector projection following Schioppa et al.
(2022). We set the number of Arnoldi iterations to
n = 25 and the number of eigenvectors to p̃ = 25 in
Section 5.1 due to the memory constraints, while
n = 200 and p̃ = 100 in Section 5.2. Following the
previous studies, the gradients of training datasets
are normalized, and 256 training examples are used
to approximate the Hessian of training loss.

5.1 Tracing Influential Training Tasks

We examine whether UnTrac can detect influen-
tial training tasks in the setting of finetuning. If a
task is unlearned from a model, one may hypoth-
esize that the model will no longer respond in the

2The code and data are available at: https://github.
com/misonuma/untrac/. More implementation details are
noted in Appendix A.2.
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Synthetic Datasets A Input Output

Test (Task P/Format P) What is the number that comes after {0}? {1}

Train1 (Task P/Format P) Determine the number that succeeds {two}. Provide your answer in numerical form. {3}
Train2 (Task P/Format Q) Determine the number that succeeds {one}. Provide your answer in words. {two}
Train3 (Task Q/Format P) Determine the length of ‘{problem}’. Provide your answer in numerical form. {7}
Train4 (Task Q/Format Q) Determine the length of ‘{align}’. Provide your answer in words. {five}

Synthetic Datasets B Input Output

Test (Task P/Format P) What letter remains in ‘{xmais}’ after extracting ‘{s}’, ‘{x}’, ‘{m}’, ‘{i}’? {a}

Train1 (Task P/Format P) Identify the character left after removing ‘{0}’, ‘{1}’, ‘{4}’, ‘{7}’ from ‘{71b40}’. {b}
Train2 (Task P/Format Q) Identify the character left after removing ‘{6}’, ‘{7}’, ‘{5}’, ‘{2}’ from ‘{27516}’. {1}
Train3 (Task Q/Format P) Identify the part of speech of ‘{problem}’. Select your answer with the associated

letter. Choices: a. noun b. verb c. adjective d. adverb
{a}

Train4 (Task Q/Format Q) Identify the part of speech of ‘{align}’. Select your answer with the associated
number. Choices: 0. noun 1. verb 2. adjective 3. adverb

{1}

Table 1: Example of the synthetic datasets A (top) and B (bottom). {Strings in braces} are varied with each example.

Synthetic Datasets A Synthetic Datasets B

Train Dataset 1(TaskP/FmtP) 2(TaskP/FmtQ) 3(TaskQ/FmtP) 4(TaskQ/FmtQ) 1(TaskP/FmtP) 2(TaskP/FmtQ) 3(TaskQ/FmtP) 4(TaskQ/FmtQ)

GradDot 0.497 0.930 -1.680 0.253 -0.561 1.730 -0.655 -0.513
GradCos 0.993 0.573 -1.637 0.071 1.197 0.708 -1.307 -0.598
HIF (Arnoldi) 1.059 0.566 -0.026 -1.599 1.368 0.015 0.074 -1.457
HIF (LISSA) 0.156 -1.674 0.658 0.860 -0.600 1.708 -0.785 -0.323
TracIn 0.090 1.575 -1.083 -0.582 -0.174 1.638 -1.060 -0.404
UnTrac 1.443 0.344 -0.574 -1.212 1.492 0.175 -0.414 -1.253
UnTrac-Inv 0.980 1.014 -1.104 -0.891 1.056 0.905 -0.716 -1.245

Ground Truth 1.263 0.692 -1.064 -0.891 1.150 0.837 -1.025 -0.962

Table 2: Influence of the training datasets estimated by each method. The average is shown across four runs. The
values are standardized for each method to normalize the range of values. “Fmt” is the abbreviation of “Format”.

format required by the task, regardless of the in-
put. Hence, we are concerned that unlearning not
relevant tasks but those having the same answer
format as a test task may adversely affect the test
task’s performance. This may not be consistent
with the leave-dataset-out ground-truth and, thus,
lead to an overestimation of the non-relevant task’s
influence. Using synthetic datasets, we show that
UnTrac can assess the influence of training tasks
properly, regardless of the output format.

Model We use T5 (Raffel et al., 2020) as a pre-
trained encoder-decoder model. Specifically, we
use the LM-adapted T5-XL (3B), which is fine-
tuned on language modeling (Lester et al., 2021).3

Dataset We create two synthetic datasets, each
containing one test dataset and four training
datasets. The test datasets contain examples of
task P with the output format P (Task P/Format P).
The task and output format of training datasets are
set with respect to the test dataset as follows:

3https://huggingface.co/google/t5-xl-lm-adapt

1. Training dataset 1 (Task P/Format P): similar
task P with the same output format P.

2. Training dataset 2 (Task P/Format Q): similar
task P with different output format Q.

3. Training dataset 3 (Task Q/Format P): irrele-
vant task Q with the same output format P.

4. Training dataset 4 (Task Q/Format Q): irrele-
vant task Q with different output format Q.

Table 1 presents examples of the synthetic
datasets A and B. Each training dataset and test
dataset consists of 256 examples. The model is
trained for 512 steps on the mixture of the four
training datasets with a batch size of 2.

Results Table 2 presents the influence of training
datasets estimated by each method and the ground-
truth influence measured by leave-dataset-out. The
ground truth indicates that datasets 1 and 2 (tasks
similar to the test task) are more influential than
datasets 3 and 4 (tasks irrelevant to the test task).
The influence estimated by UnTrac and UnTrac-
Inv aligns well with the ground-truth influence. All
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Figure 2: The influence estimated by UnTrac (top) and UnTrac-Inv (bottom) on the synthetic datasets A (left) and B
(right). The line denotes the average across four runs, and the shaded area corresponds to 95% confidence region.

other methods assess the influence of dataset 4 as
lower than that of other datasets. However, they
tend to overestimate the influence of dataset 3 or
underestimate it for datasets 1 and 2.

Figure 2 shows the change in influence esti-
mated by UnTrac and UnTrac-Inv on the synthetic
datasets A (left) and B (right), respectively. For
both synthetic datasets, our methods estimate the
influence of datasets 1 and 2 as greater than that
of datasets 3 and 4 across unlearning steps. These
results indicate that UnTrac and UnTrac-Inv appro-
priately estimate the influence of training datasets
in terms of the relevance of tasks and do not seem
overly affected by the output format.

5.2 Tracing Influential Pretraining Corpora

LLMs sometimes generate toxic, biased, and false
content, which must be prevented to safely use
language models. We next verify that our methods
can identify the influence of a pretraining dataset
on the generation of harmful content.

Model We use an open pre-trained transformer
language model (OPT; Zhang et al., 2022). As
computing ground-truth influence for pretraining
datasets is expensive, we use a relatively small lan-
guage model with 125 million parameters.4 OPT
is pretrained for 40,000 steps with a batch size of 8
on the datasets described below.

4https://huggingface.co/facebook/opt-125m

Dataset We use eight pretraining datasets that
were used for OPT: BookCorpus (Zhu et al., 2015),
CC-Stories (Trinh and Le, 2018), CCNewsV2 (Liu
et al., 2019), and five subsets in the Pile dataset
(Gao et al., 2020): PJ Gutenberg, HackerNews,
OpenWebText2, Pile-CC, and Wikipedia. To inves-
tigate whether our methods are effective regard-
less of the dataset’s proportion, we set up two
settings: one where each pretraining dataset con-
tains an equal number of examples (40,000) and
another where they contain different numbers of ex-
amples (Pile-CC: 96,000, OpenWebText2: 64,000,
CCNewsV2: 48,000, BookCorpus: 32,000, Sto-
ries: 32,000, PJ Gutenberg: 16,000, HackerNews:
16,000, Wikipedia: 16,000). Each training example
consists of a sequence of 1,024 tokens by grouping
several examples into a sequence.

In practice, computing influences using the
whole pretraining dataset is quite expensive. Thus,
we randomly sample 10,000 examples from each
dataset to estimate its influence. To ensure that the
reported results are invariant to the choice of exam-
ples, we report the average and standard deviation
across four runs using different examples.

Regarding test datasets, we use three datasets:
Toxigen (Hartvigsen et al., 2022), WinoBias (Zhao
et al., 2018), and TruthfulQA (Lin et al., 2022).
ToxiGen collects machine-generated toxic lan-
guage against several minority groups. Winobias
contains sentences with entities corresponding to
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Equal Training Dataset Size Different Training Dataset Size

Test Dataset ToxiGen WinoBias TruthfulQA ToxiGen WinoBias TruthfulQA

GradDot -0.123±0.008 0.418±0.018 0.156±0.022 -0.250±0.007 0.446±0.015 -0.524±0.003
GradCos -0.050±0.008 0.524±0.014 0.447±0.015 -0.337±0.007 0.496±0.012 -0.401±0.004
HIF (Arnoldi) -0.068±0.023 0.559±0.010 0.250±0.024 -0.343±0.005 0.584±0.014 -0.362±0.006
HIF (LISSA) -0.040±0.328 0.389±0.117 -0.178±0.173 0.071±0.091 -0.092±0.042 -0.098±0.058
TracIn 0.207±0.010 0.082±0.013 0.591±0.014 -0.187±0.005 0.183±0.019 0.081±0.010

UnTrac 0.419±0.063 0.743±0.086 0.314±0.223 0.403±0.033 0.518±0.122 0.246±0.082
UnTrac-Inv 0.372±0.008 0.813±0.012 0.582±0.016 0.393±0.037 0.275±0.125 0.360±0.017

Table 3: Pearson correlation coefficient between the influence estimated by each method and the ground-truth
influence computed by leave-dataset-out. Each figure denotes the mean and standard deviation across four runs. For
each run, we use different 10,000 examples randomly sampled from the training dataset to compute its influence.
The highest score and the scores that lie within its standard deviation are highlighted in bold.
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Figure 3: Pearson correlation coefficient between the ground truth and the influence estimated by UnTrac (left) and
UnTrac-Inv (right) over unlearning epochs. ToxiGen is used as an evaluation dataset and the size of each training
dataset is set to be equal. The line denotes the average across four runs, and the shaded area corresponds to 95%
confidence region.

people referred to by their occupation and their
pronoun genders. TruthfulQA comprises questions
across several categories and their corresponding
untruthful answers. We measure the negative log-
probability of toxic language, biased text, and false
answers to compute the influences.

Results Table 3 shows the Pearson correlation
coefficient between the estimated influence and
the ground truth assessed by leave-dataset-out.5 As
there are only eight pretraining datasets, the correla-
tion between ground truth and estimated influences
cannot be statistically significant. Therefore, we
divided the test dataset into multiple subsets and
aggregated the correlation for each subset to en-
hance the reliability of the results. We reported the
average across 13 subsets for ToxiGen, 4 subsets
for WinoBias, and 9 subsets for TruthfulQA.

Across all datasets and settings, the estimated in-
fluence by UnTrac and UnTrac-Inv correlates well
with the ground truth. GradCos, GradDot, and

5The same tendency is confirmed when Spearman’s rank
correlation coefficient is used as a metric (Appendix A.3).

HIF (Arnoldi) perform well on Winobias. How-
ever, they show lower performance on Toxigen and
TruthfulQA specifically when the dataset sizes are
unbalanced. The performance of HIF (LISSA) is
unstable, as indicated by the high variance in its
score. While TracIn achieves a relatively higher
correlation with equally sized training datasets, its
performance declines when the sizes are different.

We found that the influences estimated by exist-
ing methods are not significantly different across
training datasets. For WinoBias and TruthfulQA,
the ground-truth influence of each pre-training
dataset does not differ that much. Thus, the ex-
isting methods achieve high correlations on those
datasets as well as ours. In contrast, on ToxiGen,
the ground-truth influences of pre-training datasets
vary significantly; Pile-CC and BookCorpus are
more influential than others. Our methods can
detect these influential datasets, while other ap-
proaches fail, leading to higher performance of our
methods on ToxiGen. These results indicate that
our methods can robustly trace the influence of
pretraining datasets regardless of their proportions.
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Optimizer SGD SGD w/momentum RMSProp Adam Adafactor

UnTrac -0.147±0.014 -0.239±0.011 0.418±0.063 0.419±0.063 0.345±0.179
UnTrac-Inv -0.100±0.069 -0.099±0.070 -0.231±0.012 0.376±0.008 0.313±0.003

Learning Rate 5e-06 1e-05 5e-05 1e-04 5e-04

UnTrac -0.127±0.302 0.312±0.311 0.419±0.063 0.377±0.040 0.329±0.015
UnTrac-Inv 0.100±0.084 0.197±0.067 0.376±0.008 0.137±0.019 0.027±0.015

Table 4: Hyperparameter sensitivity across different optimizers and learning rates. Each figure denotes the Pearson
correlation coefficient between the estimated and ground-truth influences. The mean and standard deviation across
four runs are displayed.

6 Discussion

In this section, we explore how hyperparameters
affect the performance of our methods. Following
the experiment in Section 5.2, we compute the in-
fluence of the pretraining dataset on Toxigen under
various hyperparameter settings, where the size of
each training dataset is set to be equal. By monitor-
ing the Pearson correlation coefficient between the
estimated influence and ground truth, we investi-
gate the hyperparameter sensitivity of our methods.

6.1 Sensitivity to Epoch & Batch Size

Figure 3 shows the performance of UnTrac and
UnTrac-Inv over unlearning epochs with batch
sizes of 1 and 256. On both batch sizes, UnTrac
achieves high and stable performance as the num-
ber of unlearning epochs increases. In contrast,
UnTrac-Inv shows entirely different tendencies.
When the batch size is one, UnTrac-Inv performs
poorly over the entire run of unlearning. When the
batch size is 256, the performance of UnTrac-Inv
rises for the first several epochs, while it degrades
gradually after a while. As discussed in Section
3.2, UnTrac-Inv approximates UnTrac when un-
learning is run for a small number of steps with a
large batch size. When the number of unlearning
steps is large or the batch size is small, UnTrac-Inv
deviates from UnTrac and does not perform well.

These observations may suggest why other in-
fluence functions perform worse. As mentioned in
Section 4.3, GradDot, GradCos, and HIF can be re-
garded as approximations of UnTrac (and UnTrac-
Inv) when unlearning is conducted for a single step.
As shown in Figure 3, UnTrac and UnTrac-Inv un-
derperform when the number of unlearning steps
is one. From the viewpoint of unlearning, a single
step is often insufficient to fully trace the influence
of training datasets, suggesting why other influence
functions underperform.

6.2 Sensitivity to Optimizer & Learning Rate
Here, we discuss how the choice of optimizers
and learning rate affects the performance of our
methods. Table 4 shows the performance of each
method across different optimizers and learning
rates, while fixing other hyperparameters.

Optimizer Table 4 (top) shows the performance
with various optimizers. We use SGD, SGD with
momentum (momentum = dampening = 0.9),
RMSProp (Tieleman et al., 2012; α = 0.99),
Adam, and Adafactor (Shazeer and Stern, 2018).
UnTrac performs well when RMSProp, Adam, and
Adafactor are used, indicating that a preconditioner
plays an important role in unlearning.

A similar trend can be seen for UnTrac-Inv,
though it performs worse when RMSProp is used.
We suspect this is because both Adam and Adafac-
tor use a decaying average of gradients, rather than
just the gradient for the current batch as RMSProp
and SGD do. This makes training less stochastic
and has a somewhat similar effect to using larger
batches, which is beneficial for UnTrac-Inv.

Learning Rate Table 4 (bottom) presents the per-
formance with several learning rates. UnTrac per-
forms well across various learning rates when us-
ing higher learning rates. With lower learning rates,
UnTrac does not converge and performs unstably.

In contrast, UnTrac-Inv is somewhat sensitive
to the choice of learning rate. Following the dis-
cussion in Section 3.2, UnTrac-Inv diverges from
UnTrac as unlearning proceeds. As a higher learn-
ing rate boosts the divergence, increasing the learn-
ing rate does not necessarily lead to higher perfor-
mance. However, the estimated influence correlates
positively with ground truth on any learning rate.

7 Related Work

Which training data affects the model’s prediction?
The importance of this question has been rising
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along with the emergence of LLMs trained on mas-
sive text corpora (Akyurek et al., 2022; Longpre
et al., 2023; Feng et al., 2023; Han et al., 2023;
Grosse et al., 2023). Hessian-based influence func-
tions (Hampel, 1974; Koh and Liang, 2017) are
pioneering work to address this question and are
widely used in the context of natural language pro-
cessing (Han et al., 2020; Guo et al., 2021; Yang
et al., 2023). As computing inverse Hessian is quite
expensive (Guo et al., 2021; Schioppa et al., 2022;
Grosse et al., 2023), TracIn is another promising
approach for training data attribution (Pruthi et al.,
2020). However, several studies empirically re-
ported that these methods are unstable for deep
neural networks (Basu et al., 2021; Søgaard, 2021).

While the studies above focus on a single train-
ing example, several studies consider the influences
of multiple training examples (Koh et al., 2019;
Barshan et al., 2020). Basu et al. (2020) argue
that the first-order approximation behind influence
functions is unsuitable, as removing multiple ex-
amples leads to a significant perturbation of model
parameters. Schioppa et al. (2023) theoretically
show that influence functions work well for a lim-
ited number of training steps, but are unlikely to
be good approximators of leave-one-out influences.
Therefore, they used influence functions to detect
influential training examples of mispredictions. By
flipping the label of the influential training exam-
ples and training a model on the flipped examples,
the mispredictions can be corrected with a few fine-
tuning steps. Whereas they use influence functions
to detect influential examples to be unlearned, we
use unlearning to detect influential examples.

Sampling-based attribution methods, such as
Shapley values (Ghorbani and Zou, 2019), empir-
ical influences (Feldman and Zhang, 2020), and
datamodels (Ilyas et al., 2022) are also promising
approaches for tracing influential training datasets.
However, they commonly require thousands of
pairs of training subsets and models trained on
the subsets to estimate how the combination of
training examples affects the model’s performance.
Although TRAK (Park et al., 2023), a recent
sampling-based approach, requires significantly
fewer computational resources than others, it still
requires tens of pairs of training subsets and their
corresponding trained models, which can be costly
as well as leave-dataset-out. Indeed, TRAK was
evaluated only on fine-tuning setups in its original
paper. On the other hand, we study approaches that
are scalable to large pretraining datasets.

Unlearning has been studied to remove unde-
sired data from a trained model (Cao and Yang,
2015; Golatkar et al., 2020; Sekhari et al., 2021;
Gupta et al., 2021) and has recently been used for
LLMs (Jang et al., 2023; Wang et al., 2023; Yao
et al., 2023; Maini et al., 2024; Zhang et al., 2024;
Jia et al., 2024).

8 Conclusion

This paper explored unlearning approaches to trace
the influence of training datasets. Our approach,
UnTrac, simply unlearns each training dataset and
evaluates how the model’s performance changes
on a test dataset after unlearning. UnTrac-Inv is
a more scalable approach, which unlearns a test
dataset and evaluates the unlearned model’s perfor-
mance on training datasets. Experimental results
showed that our methods can trace the influence of
training datasets with significantly higher accuracy
than existing methods. UnTrac works robustly if
we use preconditioned optimizers with high learn-
ing rates and a sufficient number of training steps.
In contrast, UnTrac-Inv is relatively sensitive to
the choice of hyperparameters, such as batch size,
learning rate, and the number of training iterations.

As our methods require the same memory foot-
print as standard training, they can be applied to
LLMs as long as we have enough memory space for
training. In future work, we hope that the effective-
ness of our methods will be investigated with even
more large models, and that our methods will be
helpful in revealing the source of LLM’s emergent
abilities, such as chain-of-thought reasoning.

Limitations

Although our methods are assessed across different
model architectures, model sizes, and training se-
tups, further empirical investigations are expected
to verify their effectiveness. We do not argue that
our methods are immediately applicable in practi-
cal use. For real-world applications, we need to
validate our methods in various settings and tasks
against leave-dataset-out, though leave-dataset-out
requires considerable computational cost.
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Figure 4: Ground-truth influence computed by leave-dataset-out. Left: each counterfactual model is trained on all
the examples except for a training dataset. Right: each counterfactual model is trained for the same number of steps.

Equal Training Dataset Size Different Training Dataset Size

Test Dataset ToxiGen WinoBias TruthfulQA ToxiGen WinoBias TruthfulQA

GradDot -0.017±0.010 0.390±0.020 0.122±0.014 -0.116±0.008 0.445±0.051 -0.483±0.010
GradCos 0.104±0.013 0.554±0.015 0.446±0.028 -0.124±0.004 0.478±0.050 -0.331±0.013
HIF (Arnoldi) -0.194±0.026 0.509±0.018 0.218±0.009 -0.231±0.007 0.513±0.009 -0.243±0.015
HIF (LISSA) -0.002±0.296 0.374±0.149 -0.191±0.199 0.009±0.024 -0.110±0.130 -0.127±0.024
TracIn 0.337±0.005 0.039±0.030 0.574±0.016 -0.037±0.009 0.201±0.003 0.020±0.043

UnTrac 0.421±0.082 0.814±0.060 0.374±0.155 0.440±0.046 0.265±0.149 0.144±0.099
UnTrac-Inv 0.118±0.018 0.854±0.010 0.571±0.025 0.284±0.058 0.249±0.148 0.265±0.014

Table 5: Spearman correlation coefficient between the influence estimated by each method and the ground-truth
influence computed by leave-dataset-out. Each figure denotes the mean and standard deviation across four runs. For
each run, we use different examples randomly sampled from the training dataset to compute its influence.

A Appendix

A.1 How to Compute Leave-Dataset-Out

Figure 4 shows the ground-truth influence as-
sessed by leave-dataset-out where the pertaining
dataset sizes are varied and ToxiGen is used as
a test dataset (see Section 5.2). Leave-dataset-
out assumes a counterfactual model that is trained
on the mixture of all training datasets D ex-
cept for a dataset Z . In the left figure, the
counterfactual model is trained on all the exam-
ples except for the training dataset Z: θ−Z =
argminθ

∑
z∈D\Z L(z,θ). The influence of large

datasets is higher because the size of D \ Z be-
comes smaller, and the performance of model θ−Z
largely depends on the dataset sizes. In the right
figure, each counterfactual model is trained for
the same number of training steps T : θ−Z =
argminθ

∑T
t=1 L(zt,θ) where zt ∼ D \ Z . This

setup does not overestimate the influence of large
datasets. In a practical scenario, we want to figure
out which training datasets should be used under a
fixed computational resource. Thus, the influence

of each training dataset should be compared under
the same number of training steps.

A.2 Implementation Details

Our code is implemented with Python v3.8.13, Py-
Torch v1.12.0 (Paszke et al., 2019), and Transform-
ers v4.18.0 (Wolf et al., 2020). In Section 5.1, we
used the synthetic datasets which are originally cre-
ated in this study. The numbers used in the output
text range from 1 to 256, while the characters and
their part of speech are collected from WordNet
(Miller, 1994, WordNet 3.0 license). Our study
was conducted under the licenses and terms of the
scientific artifacts.

Our experiments were conducted with a single
NVIDIA A100 (80GB) for each run in Section 5.1
and a single Tesla V100 (16GB) for each run in
Section 5.2. Unlearning each training dataset (Un-
Trac) takes approximately two minutes in Section
5.1 and four hours in Section 5.2. Unlearning each
test dataset (UnTrac-Inv) takes approximately one
minute in Section 5.1 and 30 minutes in Section
5.2, not including the time required for evaluation.
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A.3 Evaluation by Spearman Correlation
Table 5 shows the Spearman’s rank correlation be-
tween the estimated influence and the ground-truth
influence computed by leave-dataset-out in Section
5.2. The tendency is similar to the result shown in
Table 3, which uses the Pearson correlation as an
evaluation metric. Across all datasets and settings,
the estimated influence by UnTrac and UnTrac-Inv
correlates well with the ground truth.
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