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Abstract

How do we roll out language technologies
across a world with 7,000 languages? In one
story, we scale the successes of NLP further
into ‘low-resource’ languages, doing ever more
with less. However, this approach does not
recognise the fact that – beyond the 500 institu-
tional languages – the remaining languages are
oral vernaculars. These speech communities
interact with the outside world using a ‘con-
tact language’. I argue that contact languages
are the appropriate target for technologies like
speech recognition and machine translation,
and that the 6,500 oral vernaculars should be
approached differently. I share stories from
an Indigenous community where local people
reshaped an extractive agenda to align with
their relational agenda. I describe the emerging
paradigm of Relational NLP and explain how
it opens the way to non-extractive methods and
to solutions that enhance human agency.

1 Introduction

For over half a century this community has been de-
veloping methods for so-called ‘natural’ language
processing (NLP). By natural this community does
not mean the kinds of spoken interaction most peo-
ple would regard as natural. We mean documents
containing a textual trace of human language, as
distinct from the default kind of language to be
processed by computer, which is apparently pro-
gramming languages. I believe that generative AI
and large language models misconstrue the nature
of language, and I argue that it is time for the NLP
community to take ‘natural language’ seriously.

Meta’s project “No Language Left Behind”
promises to enable people to make “more mean-
ingful connections in their preferred or native lan-
guages, [bringing] people together on a global
scale” (Meta, 2023). Google’s Universal Speech
Model will “understand the world’s 1,000 most-
spoken languages” (Roth, 2023). The chatbots are
going massively multilingual.

(a) Communication is hostage to the machine which
must model all layers of communicative interaction

(b) Communication is amplified by the machine which
provides an imperfect but helpful assistant

Figure 1: LT4All Design Patterns: machine vs human
learning; simulating vs supporting humans; diminishing
vs enhancing agency; monolingualism vs language mix-
ing, translanguaging, and receptive multilingualism

So it was that I listened while an African scholar
described the prospects for his friend in Switzer-
land to learn ancestral food practices from her
grandmother in Nigeria. A translation app would
solve the language barrier, he mused. I sketched the
scenario (Fig. 1(a)). Yes, that’s it, he said. I asked
if this system would need to be trained on famil-
ial conversations with an interpreter in the middle,
to be replaced by his app. Which of the 20+ di-
alects of Yorùbá would he pick? It would need to
handle words for ingredients and implements that
have no translation. And how would this system
interpret the kinds of utterance that are common
between family members, whose meaning depends
on shared knowledge that the system has not been
exposed to? We sat in silence. Yes, it’s a problem,
he said, and even if it was possible, it would take
too long. I asked if the woman already knew some
Yorùbá and if she adds it to her English. Yes, she
already does that, he said, and she wants to learn
more. I drew another diagram (Fig. 1(b)).



This is an essay about designing technologies for
so-called ‘unwritten’ languages, responding to the
widely-held belief that Language Technology for
All is to be accomplished by ingesting ever more
languages into massively multilingual models.

I examine the epistemics of language work
that is assumed by these technology-driven ap-
proaches: First Wave NLP with symbolic methods
and language-as-code, and Second Wave NLP with
subsymbolic methods and language-as-data. I ar-
gue that, by treating all languages as bounded and
standardised (Milroy, 2001; Krämer et al., 2022),
these approaches misconstrue ‘natural’ language
and limit the possibilities for technologies. What
would a Third Wave NLP look like, one that centres
natural language in the fullest sense of ‘natural’?

I return to the fork in the road at the beginning
of AI, between Artificial and Augmentative Intelli-
gence (McCarthy, 1965; Engelbart, 1963). Is our
agenda to replicate human intelligence inside a ma-
chine, or to expand human intelligence by using
machines as tools? The former requires extraction
of behavioural data and takes over human agency,
whereas the latter carefully enhances human agency
(cf. Fig. 1). What would it be like to take the other
fork, and seek a path towards a non-extractive NLP
committed to augmentative solutions?

By sharing stories from my time in an Indige-
nous community, I reveal the ingenuity of local
people in repurposing extractive efforts and reshap-
ing deficit thinking. These stories demonstrate the
resilience of a minoritised speech community in
pivoting from deficit to strength. They show people
enacting their sovereignty and agency in shaping
their lives, landscapes, and languages, in the face of
the Eurocentric impulse to problematise the ways
that minoritised groups fall short of western norms,
beginning with the label of ‘unwritten language.’
This Indigenous habit of preserving agency is in-
structive for anyone who is ceding their agency
to technology. What would an agency-enhancing
NLP look like?

A promising answer to these questions that is
emerging in recent work, I believe, could be called
Relational NLP. Relationality was always implied
by the communicative intent that underlies lan-
guage use (Fulton, 1942). However, it cuts deeper
to the way language has been passed down, how
it is embedded in the land, woven into kinship,
and used to accomplish more-than-physical work
(Shankar and Cavanaugh, 2017; Hinton, 2022).

2 Preliminaries

Beyond the 500 institutional languages, the world’s
linguistic diversity consists of about 6,500 oral lan-
guages (Bird and Yibarbuk, 2024). If we are to
develop technologies here, we should grasp some-
thing of the nature of linguistic diversity (Sec. 2.1),
cultural diversity (Sec. 2.2); and the history of our
efforts in NLP to address them (Sec. 2.3).

2.1 Language and linguistic diversity

Language is fundamentally social. We converse
with intent. We hesitate and self-correct. We detect
misunderstandings, interrupt, clarify. We speak our
dialect using wordforms we never see written. We
add new senses to old words and invent new ex-
pressions. We sign and gesture. We use intonation
and facial expression to show that our words are
sincere, or ironic. We understand even when we
don’t recognise words (Goffman, 1955; Ong, 1982;
Tedlock, 1983; Sacks, 1986).

Oral languages have purely local functions; they
cannot be transplanted as they are embedded in
the land. People do not look up information using
their oral language, they ask an elder. Parents do
not transmit oral language to children using books,
they tell stories. Locals do not conduct business
with the outside world in the vernacular, they use
the vehicular, i.e., the ‘contact language’, or ‘trade
language’, or ‘language of wider communication’
(Basso, 1996; Fishman, 2001; Bidwell et al., 2008;
Woodward and McTaggart, 2019).

Contact languages are the legacy of imperialism,
mass media, and formal education. As such, most
contact languages are varieties of institutional lan-
guages, endowed with standardised orthographies,
literacy, and formal education, serving the agenda
of wider economic and civic participation. These
languages are the obvious target for ‘low-resource’
language processing (Bird, 2022).

Local speech varieties are characterised by vari-
ability and mixing (Fishman, 2001; Dobrin et al.,
2009; Leonard, 2017; Grosjean, 2021). Some
diglossic communities practice multilingual con-
versation, exploiting the fact that people can recog-
nise more than they can produce, a mode known
as multilingual receptive comprehension (Asher,
1969; Davies, 1976; Meakins, 2013; Singer, 2018;
Vaughan, 2021). People leverage their multilin-
gualism in the creative practice of translanguaging
(Cenoz and Gorter, 2017; Mazzaferro, 2018; Seals
and Olsen-Reeder, 2020).



2.2 Culture areas and concept spaces

Culture areas are geographical regions where we
find substantial cultural similarities in the midst of
linguistic diversity, due to shared geography and
long-term contact (Fig. 2(a); Voegelin and Voegelin
1964; Newman 1971). Traditional practices, cere-
monies, and material culture are often shared across
a culture area, with the result that many concepts
are only lexicalised within that area (Babaii et al.,
2020). “The worlds in which different societies
live are distinct worlds, not merely the same world
with different labels attached” (Sapir 1929, p209,
cited in Hinton 2022, p60). When we transit to
a new culture, many concepts are difficult to map
(Wierzbicka, 1992; Evans and Sasse, 2007; Liu
et al., 2021; Hershcovich et al., 2022a). The limited
overlap of lexicon, semantics, and genre between
oral societies and the western monoculture presents
a stumbling block for machine translation.

This issue is pervasive. For example, consider
the concept of language itself, locally considered
and collectively enacted as a social practice vs the
western notion of language as “an object isolated
from interaction” (Fig. 2(b); Hermes et al. 2022,
p63). In the intercultural space, translation requires
exegesis (Woodbury, 2007; Lowell et al., 2021),
exceeding what we can learn from parallel texts
which “only address standardized, universal stories,
and fail to explore what is culture-specific” (Evans
and Sasse, 2007, p71).

(a) Culture Areas: Zones of high cultural overlap due to shared
geography and long-term contact (Source: VividMaps)

(b) Semantic Spaces: putative translational equivalents like
‘kunwok’ language have culturally bounded meanings

Figure 2: Culture areas as the basis for distinct semantic
spaces, an alternative to a universal concept space

2.3 Three waves of NLP

First Wave NLP (1960s–1990s) consisted of rule-
based approaches, within an epistemology of
language as bounded lexico-grammatical code.
Second Wave NLP (1990s–) has been characterised
by statistical approaches, within an epistemology
of language as sequence data.

In the first wave, we have responded to the chal-
lenge of linguistic diversity with linguistic software
and grammar engineering (e.g. Lawler and Aris-
tar Dry, 1998; Nirenburg, 2009). In the second
wave, we have adapted machine learning methods
to progressively smaller datasets (e.g. Besacier et al.
2006, 2014; Adda et al. 2016; see also Figs. 7, 8).

Despite their manifold successes, the limitations
of both approaches are revealed in the way that
manipulating forms never finally accesses mean-
ings. The chatbots of the 2020s, as in the 1960s,
miss out on the world (Weizenbaum, 1966; Mc-
Dermott, 1976; Strauß, 2018; Natale, 2019; Bender
and Hanna, 2023). Their popularity owes much to
the Eliza Effect, a linguistic correlate of pareidolia,
the human habit of seeing faces in clouds.

Second Wave NLP has become unsustainable
(Hershcovich et al., 2022b; Morreale et al., 2023).
Scraping data has violated data sovereignty (Walter
and Suina, 2019; Mahelona et al., 2023). There
is no onward trajectory to language understanding
(Bender and Koller, 2020; Ghassemi et al., 2023;
Church, 2024; Messeri and Crockett, 2024). Has
Second Wave NLP run its course?

How might we get started with an NLP that
embraced language as a situated and embodied
social practice? We could move on from the lin-
ear, Shannon-Weaver model of communication to
one which allows for the co-construction of mean-
ing, and which sees communication and relation-
ships as mutually constituted (Littlejohn and Foss,
2009, p177). We could take seriously the purpose
of language for sustaining relationships (Eades
2013, p62; Hermes et al. 2022, p62). We could
respect other relationships, such as the speech
community’s ownership of language (Martinez,
2000; Ting, 2023), and the Country’s embedding
of language (Basso, 1996; Steffensen, 2019; Hin-
ton, 2022). We could build ethical practices on
relationality (Taylor et al., 2019; Birhane, 2021;
Ògúnrè.mí et al., 2023; Schwartz, 2022; Carpen-
ter et al., 2024; Bird and Yibarbuk, 2024; Cooper
et al., 2024; Markl et al., 2024). But to make this
concrete, we begin with stories from a place.



3 Stories from Arnhem Land

The region of Arnhem Land in northern Australia
boasts several Aboriginal towns, established during
the first half of the 20th century in an era when
government and missions conspired to concentrate
people into settlements. In a policy reversal, the
1970’s homelands movement encouraged people to
return to their Ancestral homelands. Today, locals
move between towns and homelands during the dry
season, while staying in situ during the wet season
when the rivers come up, blocking the roads.

One such settlement is Kabulwarnamyo, with
about 50 people situated on the ‘Stone Country’
of the Arnhem Plateau at 12.765°S, 133.845°E.
This land belongs to the Mok clan and embeds the
‘mankung djang’ honey dreaming story. The phys-
ical setting is savannah woodland punctured with
sandstone outcrops and ravines. For five months of
the year, the only access to the community is via
light plane. This community is the central point
for the land management work of the Warddeken
Indigenous ranger program (Yibarbuk et al., 2001;
Garde et al., 2009; Russell-Smith et al., 2009).

One of the Warddeken rangers is Kamarrang
Stuart Guymala (Fig. 3), a member of the Bordoh
clan and one of the few remaining speakers of the
Kundedjnjenghmi dialect of Kunwinjku. He is well
respected as a fire fighter and buffalo hunter, and
is a long-time member of Nabarlek, an Aboriginal
band that has toured internationally.

I am descended from German and English set-
tlers, with training in computer science and lin-
guistics and experience of working with minori-
tised language groups in West Africa, Melane-
sia, and Amazonia. For thirty years I focussed
on what technology could do for ‘endangered’
languages: improving orthography (Bird, 1999b),
curating lexical data (Bird and Tadadjeu, 1997),
‘helping’ linguists (Bird, 1999a; Bird et al., 2009),
preserving languages (Bird and Simons, 2003),
capturing audio (Bird et al., 2014), and deployment
on mobile devices (Bird, 2018). In 2015, I tried to
bring this work to Aboriginal Australia, and began
working in Arnhem Land where I was ‘adopted’ by
a local family (Bird, 2016). In 2017, I came to
Kabulwarnamyo to support language work in
a school and ranger program, and through the
patience of local people, gradually relinquished
many colonial assumptions and began to take
local agency and self-determination seriously (Bird,
2020).

Figure 3: The author, with principal language teacher
Kamarrang (holding notebooks at Kamarrang’s request)

3.1 Language work
Kunwinjku is the main language of West Arnhem,
spoken by about 2,000 people. It is a polysyn-
thetic language with complex verb morphology and
noun incorporation (Evans, 2003; Lane and Bird,
2019). It has a rich vocabulary to articulate the
kinship system (Garde, 2013). Kunwinjku is under-
going language shift (Marley, 2020). “Community
members and elders are concerned that younger
generations are not attaining a comprehensive
vocabulary in Kunwinjku, which can only be
reached through learning and practising language
on country, as such a large percentage of the Kun-
winjku vernacular is related to the natural environ-
ment” (Warddeken, 2021, p66).

To support this agenda, I began to make language
resources with the help of Kamarrang. One day, I
tried to extricate him from his ranger duties, with:

(1) ji-rA-j kAne-éArk-durkmiri gun-wOk
2-come-IMP 12-together-work IV-talk
Come and do language work with me

The rangers burst out laughing. Our ‘work’ was
‘bimbun’ drawing in notebooks and ‘bONun’ drink-
ing tea, whereas ‘durkmiri’ is ceremonial labour
which honours ancestors and sits in a web of kin-
ship obligations. Its etymology is ‘durk-mi-ri’ pull-
COM-stand, the work of clearing grass and plants
from ceremony ground. Its range extends to physi-
cal labour, but not desk work. ‘Working’ with me
was viewed as time off.

Kamarrang’s brother jumped up, looked at his
wrist where we imagined a watch, rushed to a spot
10 metres away, sat for a moment, looked at his
wrist again, and jumped up and ran to another place.
Everyone laughed at white man’s busy work being
play-acted (cf. McRae-Williams, 2008, p188).



3.2 Guided tours for teaching from Country

The first time I recorded an audio tour, it happened
on the spur of the moment, and I followed my
adoptive Aboriginal sister around the community
while she explained various locations and explained
my language learning activities to others. This
recording captured incidental participants so we
did not use it. However, an idea was taking shape.

I noticed visitors being shown around the com-
munity, and I realised that guided tours were an
established practice. Locals wanted to ensure that
newcomers were safe and did not accidentally dis-
turb a sacred site. I asked Kamarrang ‘kAn-bolk-
bukkA-∅’ 2/1-country-teach-IMP show me around.
He objected, ‘yibENgAn g6r6k6 you know already.
I said in English, yes, but let’s pretend. He laughed,
‘mAP NArr6Pr6kme’ ok let’s try. So I turned on the
audio recorder and we set off.

In each place, Kamarrang explained what we
could see, along with its purpose and history
(Fig. 4). This was Kunwinjku audio with Coun-
try as the only interpretation. No transcription or
translation was needed. We talked about what we
had just done. I said, I can do this with other peo-
ple. . . make several recordings. He said, ‘juw’ yes,
‘éA b6lkgime NArjAwOjPr6Pr6kme k6re gungukbElE’
but now we’ll try again in English. We set off once
more, me as guide this time, and repeated the cir-
cuit while he pointed at things saying ‘ñAle nAPni’
what’s that? and I recorded plain English responses
on Kamarrang’s phone.

Instructions. For each participant, I explained
that we would walk around the community, and
they would teach me about the place. At the start
of the recording, the participant was to introduce
themselves and state their clan and country. I led
the way, following the same path and stopping in
the same 18 locations. In places which contained
plant species, I pointed and asked ‘ñAle nAPni’
what’s that, and people might name it and state
any uses they were aware of, relevant seasons, and
so on. When a word seemed significant I might
parrot the word, prompting the guide to say more
about it.

Recordings. Eight people were recorded as we
traced the same path (Fig. 4), in 16 bit 16kHz mono
using a wireless lapel microphone and a profes-
sional field recorder. Participant information is
shown in Figure 5.

Spkr Sex Age Duration

SG M 50-59 10m26s
GN M 30-39 12m20s
MM M 30-39 07m44s
GN M 30-39 06m10s
TG M 50-59 09m20s
DY M 60-69 23m30s
DM M 20-29 15m48s
RN F 40-49 15m35s

Total 1h40m53s

Figure 5: Participants in guided tour recordings

1. open-air school
2. school garden
3. teacher’s house
4. pandanus grove
5. woodland
6. pump house
7. spring
8. dreaming site
9. helipad

10. workshop
11. solar panels
12. visitor camp
13. ranger office
14. gunsafe
15. community hall
16. satellite dish
17. founder’s grave
18. main homestead

Figure 4: Tour of Kabulwarnamyo visiting 18 locations where locals shared their knowledge in Kunwinjku



Careful respeaking. This involves listening to an
audio source phrase by phrase and repeating what
was said. The original, spontaneous utterance is
reproduced in careful speech in a near-field record-
ing, as if dictating to a future transcriber (Wood-
bury, 2003; Abney and Bird, 2010; Sperber et al.,
2013). We adapted respeaking to serve our pur-
poses: I repeated what I heard, and Kamarrang
corrected mistakes and coached me on any pieces I
had missed. This was essential for morphemes that
had been phonologically reduced:

(2) a. [gAwdiri]
/gAbiri-jAw-diri/
3a-DIM-playing
the children are playing

b. [pAmp gAburkmAN]
/pAmp gA-bO-durkmAN/
pump 3-liquid-suck
the pump is sucking up water

c. [gAbindiAg6éuPgE]
/gAbindi-jAw-g6é-éuPgE/
3a/3pl-DIM-head-splash
they’re splashing water on their heads

Through this process I identified roots and af-
fixes, and checked my interpretations. I would
repeat an entire phrase, receiving further correc-
tion until I could reproduce it without error. The
recording of the respeaking was for my personal
use, not for other learners. To document the cor-
pus, I transcribed everything using the Kunwinjku
orthography (Fig. 6).

SG nahne yakngarrano kabirribidjmang kabirrimarnbun
yiman kayime yakngarra karlba yiman kayime
kangulme yakngarrano ngad karriyime colour wanjh
ngad karriyime yakngarra karlba yakngarra
ngulmeng

GN mahne manyakngarra kahdi, manyakngarra
menekke daluk kabirringobarnmang kabirrimarnbun
kabirrikinje bu kabirrimarnbun nawu basket ngong
yiman kayime kure daluk bedberre kabirridurrkmirri

MM mahne kunngobarn kobahkohbanj
kabirringobarnmang kabirrimarnbun basket.
kabirringobarnyirrme wanjh kabirrinan larrakurrme
wanjh kabirrikinje wanjh colour kabirrikurrme wanjh
kabirringobarnnjamedme basket

TG mahne ngarringeybun manyakngarra manyakngarra
kobahkohbanj kabirrimang manekke bikno karrdum
menekke kahdi kadjabdi kubuldjan kabarrimang
kobahkohbanj kabarriyirrme kabarrimarnbun...

Figure 6: Sample of orthographic transcriptions of
recordings made in a pandanus grove (high frequency
content words in boldface)

Evaluation. Every participant expressed pleasure
at this activity, and that a westerner was showing
respect for their knowledge, and learning about
the Country. No-one was bothered that I repeated
the same tour with several people. I had none of
my previous issues of people absenting themselves.
On the contrary, everyone was eager to participate.
Local participation or non-participation in my ac-
tivities was a way that I was “being participated”
(Winschiers-Theophilus et al., 2010).

This task represented a turning point in my ex-
perience of living and working in the community,
as it was the first time I was able to experience
learner-directed speech which did not pressure me
to respond in turn-taking dialogue. I was able to
learn language without reliance on transcription
and translation. The speech was always directed at
my level of proficiency, and based on what people
wanted me to learn. People mixed Kunwinjku and
English, adding redundant information.

Many participants appreciated that this activity
did not involve writing. The recent introduction of
an orthography standard for Kunwinjku had under-
mined confidence: people now knew there was a
correct way and that they did not know it, and so
setting pen to paper risked making mistakes and ex-
periencing shame (cf. Rehg, 2004; Hinton, 2014).

This corpus is not stand-alone, because the con-
tent is only meaningful when it is accessed at the
right locations. It prompts newcomers to interact
with locals in order to interpret content at their level
of understanding. This aligns with how Kunwinjku
learners are advised in the primer: “The authors
of this book are not authorities on all matters Kun-
winjku, and this book is not a bible. The best peo-
ple to help you learn both culture and language are
the real experts, the Kunwinjku people themselves.
Our aim is to have you rely on them for accurate
information” (Etherington and Etherington, 1998,
pi, emphasis in original).

This corpus suggests the kind of spontaneous
content that could be leveraged in augmentative in-
telligence scenarios (e.g. Fig. 1(b)). A mobile app
could detect the speaker’s location, track their profi-
ciency by analysing recent speech productions, and
suggest words and phrases that might be relevant.

This approach combines the existing ideas of
learning language in the context of guided tours
(Clark, 2013; Clark and Torretta, 2018), and of
recording walks for language documentation and
revitalisation (Cialone, 2019; Hermes et al., 2022).



4 Discussion

In order to learn what a non-extractive NLP might
look like, I began from a particular Country and
with the local countrymen and countrywomen who
have co-existed with this Country over countless
generations (Bidwell et al., 2008; Woodward and
McTaggart, 2019). The details were idiosyncratic
but inferences could still be made, not through
induction but abduction.

Through narratives, I centred “participants’ life
experiences, social relationships, and observable
artifacts surrounding them” (Sultana et al., 2022).
In this way, “we encounter[ed] the world as a place
in which we act – the practical tasks in which we
are engaged, and how they are accommodated into
the world – that makes the world meaningful for
us” (Dourish, 2004, p108).

I could have shared other stories from this place.
I chose this one because it includes something
recognisable: a corpus. However, the design is
relational. The corpus is inseparable from the place
where it arose. The content is based on what lo-
cals want newcomers to know. It is incomplete by
design, to prompt interpersonal engagement.

The corpus is an opportunity for many kinds
of processing. We could collect time-aligned still
images and GPS data. We could play back all com-
mentaries relevant to a location in the context of
revisiting that location. We could experience a
virtual tour using the images. We could test some-
one’s ability to produce topical words for a location.
We could aggregate the tours made by different
newcomers and curate the content by difficulty for
future newcomers. In all such enrichments, the
corpus remains non-self-contained, and it cannot
meaningfully be made portable and used elsewhere.
These are all possibilities for further investigation.

This work took place in an intercultural setting
which exposes the principal shortcoming of the first
two waves of NLP: “the assumption that there is a
cross-lingual, cross-culturally common semantics
to preserve fails when the common grounding does
not match between cultures. Two relevant aspects
here are the set of relevant concepts, closely identi-
fied with problems of lexicalisation, and common
sense, i.e., the relevant propositional knowledge
used in reasoning and entailment” (Hershcovich
et al., 2022a, p6999, emphasis in original).

One way to address this grounding problem
is to leave meaning with the embodied partici-
pants and the Country (Fig. 2(b)). We stop trying

to capture every facet of context and interaction
in the machine and rely on the situated embodi-
ment of human agents (Fig. 1). We stop making
“assumptions about information, communication,
or technology before thinking about what devel-
opment means from a community’s perspective
. . . imposing [global solutions] upon these cultures
could threaten rather than support diversity” (Srini-
vasan, 2017, p214).

Those raised inside Second Wave NLP will not
recognise this work as NLP. There are none of
the hallmarks of empiricism, like reproducibility,
or scalability, or generalisability to other places.
What is more, I have described a closed corpus at a
meeting with the special theme of open data.

Is it so audacious to propose a successor to em-
piricist NLP? Beyond the hyperbole and pareido-
lia, how good are large language models? Are
the extractive and environmental harms really so
desirable? Is translation through the mapping
and re-arrangement of strings really so ‘deep’?
Is responding to the world’s linguistic diversity
with more of the same really so imaginative?

More than this even, the agenda of Language
Technology for All rests on dubious assumptions:

1. that language technologies must be capable of
simulating human communication;

2. that the Eurocentric practice of delimiting lan-
guages should be applied globally;

3. that all languages should be standardised;
4. that all languages have a standard orthography

or would benefit from one;
5. that vernacular language literacy is universal,

or universally desirable;
6. that all people are monolingual and use a sin-

gle language for all communicative functions;
7. that all people use pure language, not routinely

mixing vernaculars, or mixing the vernacular
with the vehicular;

8. that human communication is adequately rep-
resented by the noisy-channel model;

9. that language technology scalability requires
one-size-fits-all solutions; and

10. that sufficient manipulation of linguistic forms
will ultimately arrive at meaning.

Big Tech promises to connect everyone, but
theirs is a “world of shallow diversity” (Srinivasan,
2017, p215). Big Tech claims massively multilin-
gual text translation will improve lives and save
languages and cultures (NLLB Team, 2024, p5).
Big Tech delivers text to people who do not read



or write their oral language. And so, with small,
non-standardised, genre-mismatched data, transla-
tion will be poor and technology disparities will be
amplified (Toyama, 2015; Galla, 2016). Big Tech
will tell minoritised communities to provide more
data if they want better language technologies.

In view of the risks brought about by projecting
the template of institutional languages onto the
world’s oral societies, I believe that we need to
establish Critical NLP, with the goal of exposing
and challenging the power structures enacted by
Big Tech (cf. Srinivasan, 2017, pp208f).

There is plenty of work for Second Wave NLP
in the space of institutional languages. Recall that
contact languages are institutional languages by
virtue of the history of colonial contact and mass
media. If the goal is Language Technology for All
People, we need look no further than the 500 institu-
tional languages in all their varieties, with regional
pronunciation, lexicon, and grammar, often poorly
supported even for dialects of English (Blodgett
et al., 2020; Markl and Lai, 2021).

New prospects are suggested by Third Wave
NLP: recasting language technologies as tools in
service to human agency, and building the linguistic
capacity of humans (Fig. 1(b); Lothian et al. 2019;
Steffensen 2019; Brinklow 2021; Meighan 2021);
offering translation within culture areas where
lexico-grammatical methods may suffice thanks to
the shared lexicalisation of concepts (cf. “zones of
translatability” Bird 2022, Fig. 2); moving beyond
lexico-grammatical translation to thick translation
(Evans and Sasse, 2007; Woodbury, 2007); see-
ing dialects as opportunities (Nigmatulina et al.,
2020; Markl et al., 2023); learning from HCI (Har-
rison et al., 2011; Hardy et al., 2019; Taylor et al.,
2019); rethinking language technologies as socio-
technical systems (Bow, 2019; Santy et al., 2021);
and developing methods that unravel the attach-
ment to “structural properties at the expense of
social practices” (Leonard 2017, p18; Barcham
2023).

I conclude by summarising the three waves of
NLP along seven dimensions (Fig. 7).

First Wave NLP: Second Wave NLP: Third Wave NLP:
Symbolic Language Processing Subsymbolic Language Processing Relational Language Processing
Centering formal language theory Centering machine learning Centering human agency

Epistemology: Epistemology: Epistemology:
• language as lexico-grammatical code • language as sequence data • language as embodied social practice
• a set of well-formed sentences • standard orthographies • mixed and evolving language varieties
• modules from phonetics to pragmatics • primary textuality • primary orality
• universal grammar • noisy-channel model • co-construction of meaning
• realism • empiricism • constructivism

Axiology: Axiology: Axiology:
• quality, balance, precision, coverage • quantity, generality, efficiency • agency, self-determination
• descriptive and theoretical adequacy • scalable technological solutions • sustainability, degrowth

Teleology: Teleology: Teleology:
• linguistic description • accessing the world’s information • cultural survival
• linguistic theory and typology • unlocking knowledge • knowledge transmission
• natural language interfaces • saving languages • healthy Country

Ideologies: Ideologies: Ideologies:
• boundedness, binary grammaticality • open, reusable, portable data • local ownership of language
• adult monolinguals, purism • standard language • embedding of language in the Country

Problematisations: Problematisations: Problematisations:
• the world’s languages in crisis • low-resource languages, data gaps • loss of traditional identity
• missing typological datapoints • language barriers • loss of ecological knowledge
• language shift, mixing • unwritten languages • loss of wellbeing
• loss to science • inconsistent spelling • orphaned Country

Methods: Methods: Methods:
• controlled elicitation • data capture • story work, right people / place / time
• induction of theory • induction of models • abduction to underlying causes

Resources: Resources: Resources:
• electronic text collections • large corpora • elders
• machine-readable lexicons • large language models • Country
• formal grammars • language technologies • linguistic repertoire

Figure 7: The epistemics of language work: Three waves of Natural Language Processing



(a) Language as code (b) Language as data (c) Language as social practice

Figure 8: Epistemics of language work (Fig. 7) reduced to ontologies and shoehorned into E-R diagrams

5 Conclusion

The agenda of Language Technology for All risks
perpetuating epistemic harm by centering the ex-
pectation that language is primarily textual, stan-
dardised, institutional. This misses the social func-
tion of language and renders speech communities
invisible (Leonard, 2017; Hermes et al., 2022).
There is no path from textual sequences to mean-
ing, when “meaning is irreducibly connected to
the viewpoints, interactions, histories, and local re-
sources available to those making sense of the inter-
face and therefore to some extent beyond the reach
of formalization” (Harrison et al., 2011, p388).
“We need to understand the sociocultural contexts
of speakers... Language is impossible to separate
from context – it is continually both reflecting and
creating aspects of context” (Eades, 2013, p57).

I stumbled upon a non-extractive NLP through
an extended engagement with an Indigenous com-
munity that still inhabits their ancestral Country,
and who resisted work that sought to capture, com-
modify, and carry off their language. I came to see
my attachment to technological solutions as deeply
problematic. I relinquished this agenda and began
learning to speak the local vernacular, participating
in the local lifeworld, and grasping what ‘language’
is and does locally. I started asking: what’s hap-
pening with the children, the climate, the Country
(cf. Aquino et al., 2024; Bird et al., 2024).

The theme of this ACL meeting on open data
arises in a period where researchers seek to ex-
tend NLP to the next thousand languages (Mari-
ani, 2020; Bapna et al., 2022; Javed et al., 2022).
How can we scale NLP without open data?

This is second wave thinking. We need to ap-
proach oral vernaculars differently. We need to
theorise the new paradigm of Relational NLP with
an authentic and grounded notion of language. The
notation in Figure 8 gives an inkling of the kind of

shift that I have in mind, though it over-simplifies
things. In each local place where we seek to deliver
language technologies, we need to ask: what is
language here, what does language do here? “We
should recognize the importance of designing tech-
nologies with the cultures and communities they
are supposed to serve [so] they can support not only
the local ontologies and voices of these peoples but
empower performances and practices that bind and
sustain community” (Srinivasan, 2017, p210).

The defence of Third Wave NLP rests on the
need to take natural language seriously. We re-
examine the nature of language, linguistic diversity,
and human communication. The stories I shared
represent one possible way of many. Indigenous
spaces are full of them, thanks to the habit of learn-
ing from the Country and guarding human agency.
We need but look.
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Ethical Considerations

Mitigating harm

The design of the guided tour activity considered
many risks of harm, just as there is in any data col-
lection work that seeks to quantify and capture In-
digenous populations and their knowledge (Kuku-
tai and Taylor, 2016). Of paramount importance
was that participants and community leaders would
understand how the data would be used in order
to give their informed consent. Our only way to
be sure of the uses was to keep the corpus private
and only allow for its use in the community where
it was recorded. Further risks were examined and
mitigated, as follows:

Capturing incidental speech: Recording was con-
ducted away from other members of the commu-
nity, by navigating the perimeter and avoiding in-
teractions when coming to the centre at the end.

Exposing lack of knowledge: At each location, I
asked the guide in English or in Kunwinjku “what’s
this?” or “tell me about this place”. I avoided
questions that might have been received as testing
people’s knowledge, exposing gaps.

Visiting a secret or sacred place: The route was
approved by Bulanj Dean Yibarbuk, a senior elder,
and the same route was used for all tours.

Wasting a local person’s time: Participation as a
guide was optional and it was compensated. All
participants were enthusiastic to serve as the guide.
There was no concern that I may have already
grasped some of the knowledge of the various
places visited, such that it was pointless to refresh
my memory or tell me more. On the contrary, peo-
ple had observed others giving me tours and were
interested to give their own version.

Boring locals with menial work: Only one tour
was recorded per guide, except in one instance
where the guide asked to redo the tour. The task
was always novel for participants.

Recolonising behaviours: The focus of the activ-
ity was knowledge of the Country, not valorising
or commodifying the language.

Pressuring people to participate: There was no
compulsion to participate, and all participants were
happy to share their knowledge in connection with
our ongoing relationship.

Informed Consent
All members of the community were well ac-
quainted with me, given my extended presence and
work in the ranger program and the school. They
knew their kinship relationship to me, and the terms
of address to be used. They were familiar with my
responsibilities in supporting language work in the
school and the ranger program. Everyone knew
that I was working under the supervision of Bulanj
Dean Yibarbuk, a senior elder, who had been ap-
pointed in his leadership role by the founder of the
community a decade earlier.

Everyone was familiar with the existing prac-
tice of giving guided tours to visitors, including
government officials and diplomats, and the associ-
ated prestige. As a case in point, Kamarrang asked
me to give him the tour in Australian English, so
that he could do this himself, instead of the default
Aboriginal English which carries lower prestige.

Before each tour, I reviewed the following points
with each participant:

1. my reason for being present in the community,
supporting language activities;

2. my purpose in recording guided tours in or-
der to support my learning and that of other
newcomers;

3. my interest in learning about the Country so
that I and other newcomers would behave ap-
propriately in this place, and that newcomers
and locals could work together more easily;

4. that I wanted to record the tours so that I and
other newcomers could repeat the tour later
and hear the same teaching multiple times;

5. that I would put the recordings on mobile
phones so other newcomers could listen as
they did the tour, and learn about the place;

6. that the participant should not disclose secret
knowledge;

7. that the work would be compensated at the
standard rate for cultural work; and

8. that they could stop the activity at any time,
or repeat it another day.

After the tour, I checked that each participant
was happy with what we did. One man asked to
redo the tour, and so we did this.
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