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Abstract

Despite the considerable advancements in En-
glish LLMs, the progress in building compara-
ble models for other languages has been hin-
dered due to the scarcity of tailored resources.
Our work aims to bridge this divide by introduc-
ing an expansive suite of resources specifically
designed for the development of Indic LLMs,
covering 22 languages, containing a total of
251B tokens and 74.8M instruction-response
pairs. Recognizing the importance of both data
quality and quantity, our approach combines
highly curated manually verified data, unveri-
fied yet valuable data, and synthetic data. We
build a clean, open-source pipeline for curat-
ing pre-training data from diverse sources, in-
cluding websites, PDFs, and videos, incorporat-
ing best practices for crawling, cleaning, flag-
ging, and deduplication. For instruction-fine
tuning, we amalgamate existing Indic datasets,
translate/transliterate English datasets into In-
dian languages, and utilize LLaMa2 and Mix-
tral models to create conversations grounded
in articles from Indian Wikipedia and Wiki-
how. Additionally, we address toxicity align-
ment by generating toxic prompts for multi-
ple scenarios and then generate non-toxic re-
sponses by feeding these toxic prompts to an
aligned LLaMa2 model. We hope that the
datasets, tools, and resources released as a part
of this work will not only propel the research
and development of Indic LLMs but also es-
tablish an open-source blueprint for extend-
ing such efforts to other languages. The data
and other artifacts created as part of this work
are released with permissive licenses at https:
//github.com/AI4Bharat/IndicLLMSuite

1 Introduction

Building Large Language Models (LLMs) is an
inherently data-intensive process requiring a com-
prehensive set of resources for pre-training (Raffel
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et al., 2020; Xue et al., 2021; Gao et al., 2021;
Penedo et al., 2023; Nguyen et al., 2023a; Abadji
et al., 2022) and fine-tuning (Longpre et al., 2023;
Conover et al., 2023; Köpf et al., 2023; Ding
et al., 2023a). The last year has seen remark-
able progress in building English LLMs, thanks
to open-source models (Touvron et al., 2023a,b;
Jiang et al., 2023, 2024a; Almazrouei et al., 2023)
developed using comprehensive datasets contain-
ing such resources. Nonetheless, this progress has
largely bypassed low and mid-resource languages
due to the the lack of data resulting from the lack
of open source pipelines for curating data for such
languages from diverse sources such as websites
(which require crawling and extraction), books
(which require OCR) and videos (which require
transcription). Further, for instruction fine-tuning,
English LLMs now rely on model-generated data
such as ShareGPT1, Self-Instruct (Wang et al.,
2023a), Evol-Instruct (Xu et al., 2023a), Ultra-
Chat (Ding et al., 2023a), etc. However, for low
and mid resource languages this option is not avail-
able due to lack of high quality LLMs, leading to a
chicken and egg problem, further widening the gap
between the haves and the have-nots.

A case in point is that of languages from the In-
dian sub-continent which collectively are spoken
by over 1.4 billion people. We focus on the 22
languages recognised in the 8th schedule of the
Indian constitution. These languages, despite their
significant number of speakers, receive minimal
representation in the training datasets and tokeniz-
ers of current open-source LLMs (Touvron et al.,
2023b; Jiang et al., 2024a; Almazrouei et al., 2023)
leading to a notable exclusion of their rich cultural
contexts and nuances. In this work, we address this
disparity by making the following contributions:
1. SANGRAHA: Pretraining data containing 251B
tokens2 summed up over 22 languages extracted

1https://sharegpt.com/
2We built a custom tokenizer which supports English and
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Figure 1: Overview of the different components present in INDICLLMSUITE.

from curated URLs, existing multilingual corpora,
and large-scale translations.
2. SETU: Spark-based (Zaharia et al., 2016) dis-
tributed pipeline customised for Indian languages
for extracting content from websites, PDFs and
videos, with in-built stages for cleaning, filtering,
toxicity removal and deduplication.
3. INDICALIGN - INSTRUCT: A diverse collec-
tion of 74.7 million prompt-response pairs across
22 languages collected through four methods: ag-
gregating existing Instruction Fine-Tuning (IFT)
datasets, translating English datasets into 14 In-
dian languages using an open-source translation
model, creating context-grounded conversations
from India-centric Wikipedia articles using open
source LLMs, and establishing a crowdsourcing
platform called Anudesh for prompt collection.
4. INDICALIGN - TOXIC: 123K pairs of toxic
prompt and non-toxic responses generated using
open source English LLMs and translated to 14 In-
dian languages for safety alignment of Indic LLMs.

We collectively refer to the above as INDICLLM-
SUITE. We try to balance quality and quantity
while acknowledging recent trends of using syn-
thetic data for building powerful LLMs for English
(Gunasekar et al., 2023; Li et al., 2023c) as well
as low resource languages (Nguyen et al., 2023b;
Li et al., 2023b). To ensure quality, we take help
from humans to verify websites to flag noisy or
machine translated content and to create toxicity
lists for Indian languages. On the other hand, to
ensure explicit representation of prompt-response
pairs grounded in Indian context we take the help of

Indian languages and has an average fertility of 1.3 to 2.79
across the 22 languages. We use this tokenizer for all the
reported statistics unless mentioned otherwise.

powerful open source LLMs to generate grounded
conversations from India-centric Wikipedia articles.
We recognize the need to represent diverse knowl-
edge and alignment information in Indic languages
for better performance of LLMs in Indic languages.
Hence, we undertake large-scale machine transla-
tion of rich English resources like Wikipedia as
well as English finetuning datasets into Indian lan-
guages using SOTA open-source MT models. We
thus balance source original data with translated
and LLM-generated data to create the above collec-
tion.

We believe that these choices can be replicated
across other languages to create LLMSuites. All
the code, tools and datasets developed as a part of
this work will be publicly released and hopefully
advance the development of LLMs for Indian lan-
guages. Given that LLM training is an expensive
exercise, we plan to undertake community-effort
to train LLMs, where multiple groups can pool to-
gether computing resources to build a high-quality
Indic language LLM.

2 Related Works

We organise the Related Work into 3 sections in
line with our main contributions.
Multilingual Datasets. Previous works like OS-
CAR (Abadji et al., 2022), CC100 (Conneau et al.,
2020), and mC4 (Raffel et al., 2020) are curated
from CommonCrawl dumps through extensive
cleaning stages. MADLAD-400 (Kudugunta et al.,
2023) extends to 419 languages, incorporating hu-
man audits and iterative refinement, along with lan-
guage family-specific filters. ROOTS (Laurençon
et al., 2023) and CulturaX (Nguyen et al., 2023a)
combined existing datasets and used strict clean-
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ing procedure to create data in 59 and 167 lan-
guages respectively. In contrast, we curate a list
of verified websites for Indian languages and use
a pipeline specifically built for Indian languages
to clean up data from some of the existing collec-
tions listed above. In addition to HTML documents
from web crawls, we also include PDFs and speech
transcripts from a variety of sources.
Data Curation Pipelines. For scraping websites
we rely on popular tools like Trafilatura (Barbaresi,
2021a) and jusText (Endrédy and Novák, 2013)
which are widely used in recent works (Penedo
et al., 2023; Gao et al., 2021). For language
identification, in addition to popular tools such
as, cld33, langdetect4, fasttext (Wenzek et al.,
2020), SSLID (Kudugunta et al., 2023), we use
a custom Indic language LID tool (Madhani et al.,
2023a). For ensuring high quality of the processed
data recent works have proposed rule-based ap-
proaches (Raffel et al., 2020; Xue et al., 2021; Lau-
rençon et al., 2023; Rae et al., 2021), approaches
which rely on KenLM perplexity (Wenzek et al.,
2020; Laurençon et al., 2023; Nguyen et al., 2023a)
and machine learning-based approaches (Brown
et al., 2020). In this work, we largely rely on rule
based approaches. Similarly, for filtering toxic con-
tent we use word lists (Raffel et al., 2020), block-
lists of URLs (Penedo et al., 2023), and language
specific heuristics (Kudugunta et al., 2023). Lastly,
deduplication (Broder, 1997; Charikar, 2002; Ab-
bas et al., 2023) is important to reduce memorisa-
tion (Carlini et al., 2023) and improve LLM perfor-
mance (Lee et al., 2022), especially at scale (Her-
nandez et al., 2022). In this work, we perform dedu-
plication based on URLs, and fuzzy techniques like
MinHash (Broder, 1997).
Supervised Fine-Tuning Datasets. Existing IFT
datasets either contain human-human interactions
such as Dolly (Conover et al., 2023) and OpenAs-
sistant (Köpf et al., 2023), human-GPT interac-
tions such as ShareGPT5 and WildChat (Zhao et al.,
2024) or LLM-generated instructions (Wang et al.,
2023b) typically bootstrapped with a few prompts,
such as Alpaca (Taori et al., 2023), WizardLM
(Xu et al., 2023a), Camel (Li et al., 2023a), Ultra-
chat (Ding et al., 2023a), Baize (Xu et al., 2023c)
amongst others. Multilingual instruction tuning
datasets are created from English IFT datasets us-

3https://github.com/google/cld3/
4https://github.com/shuyo/language-detection
5https://sharegpt.com/

Code SV SS SU Total Tokens

asm 292.14 11696.41 17.52 12006.0
ben 10604.46 13814.14 5608.89 30027.5
brx 1.5 - - 1.5
doi 0.064 - - 0.064
eng 12759.9 - - 12759.9
gom 10.1 - - 10.1
guj 3647.9 12934.5 597.0 17179.4
hin 12617.3 9578.7 12348.3 34544.3
kan 1778.3 12087.4 388.8 14254.5
kas 0.5 - - 0.5
mai 14.6 - - 14.6
mal 2730.8 13130.0 547.8 16408.6
mar 2827.0 10816.7 652.1 14295.8
mni 7.4 - - 7.4
npi 1822.5 10588.7 485.5 12896.7
ory 1177.1 11338.0 23.7 12538.8
pan 1075.3 9969.6 136.9 11181.8
san 1329.0 13553.5 9.8 14892.3
sat 0.3 - - 0.3
snd 258.2 - - 258.2
tam 3985.1 11859.3 1515.9 17360.3
urd 3658.1 9415.8 1328.2 14402.1
tel 3706.8 11924.5 647.4 16278.7

Total 64306.1 162707.9 24307.7 251321.0

Table 1: Number of tokens (in Millions) in each split
of Sangraha. (SV: SANGRAHA VERIFIED, SS: SAN-
GRAHA SYNTHETIC, SU: SANGRAHA UNVERIFIED)

ing machine translation of prompts and/or outputs
(Li et al., 2023b; Wei et al., 2023). In this work,
we translate existing IFT datasets to Indian lan-
guages and also create LLM-augmented conversa-
tions grounded in Indian context.

3 SANGRAHA

In this section we describe the composition and
curation of SANGRAHA spanning verified (64B),
unverified (24B) and synthetic (162B) content for
a total of 251B tokens.

3.1 Data Composition
3.1.1 Sangraha Verified
To ensure high quality, we introduce the Sangraha
Verified dataset, comprising Web Data, PDF Data,
and Speech Transcripts Data. This dataset empha-
sizes human-verified quality across various stages
of its curation.
Web Data. Our web data, constituting the major-
ity of Sangraha, diverges from traditional Com-
mon Crawl-based approaches by prioritizing data
quality. This involves manual verification of each
website before scraping. Following Kakwani et al.
(2020); Doddapaneni et al. (2023), we identify web
sources, primarily news articles, through existing
repositories and automated searches. Additionally,
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we engage volunteers to select websites in Indian
languages and English based on content quality and
cultural relevance. To enhance diversity, we man-
ually verify and add a small subset of base URLs
extracted from the mC4 corpus. The selection and
scraping processes use the webcorpus toolkit6. We
detail the process further in Appendix A.1.
PDF Data. Acknowledging the wealth of Indian
language content in undigitized books and docu-
ments, we focus on text extraction from digitized
PDFs. We download Indian language PDFs from
the Internet Archive, selecting high-quality docu-
ments through a detailed process described in Ap-
pendix A.2. Additionally, we collect documents
from different government sources including Par-
liamentary debates, magazines, textbooks, etc. We
list down the sources and their details in Appendix
A.2. For OCR, we employ GCP’s Vision tool, rec-
ognized for good performance across categories
(Dilmegani, 2023). Our future work will continue
to explore digitization and OCR of new public
sources.
Speech Transcripts. We source movie subtitles
from OpenSubtitles7, song lyrics, Mann ki Baat
transcripts following Siripragada et al. (2020), and
NPTEL transcripts8, as extended by Bhogale et al.
(2023b). These transcripts feature a substantial
amount of technical text in Indian languages. Addi-
tionally, we transcribe around 80K hours of Hindi
videos from YouTube using the Riva Conformer
ASR Model9. We plan to extend the transcription
efforts to all 22 scheduled Indian languages, with
pipeline details described in Appendix A.3.

3.1.2 Sangraha Synthetic
There is a huge disparity between the information
rich digital content and knowledge available in
English as compared to Indian languages. To ad-
dress this disparity, we introduce SANGRAHA SYN-
THETIC, an initiative aimed at democratizing ac-
cess to knowledge by translating a knowledge-rich
English corpus into Indian languages. Utilizing
INDICTRANS2 (Gala et al., 2023), we translated
the entirety of English Wikimedia into 14 Indian
languages resulting in nearly 90B tokens. Since
INDICTRANS2 operates at the sentence-level and
does not retain the document level formatting such

6https://github.com/AI4Bharat/webcorpus
7https://www.opensubtitles.org/
8https://nptel.ac.in/translation
9https://catalog.ngc.nvidia.com/orgs/nvidia/

teams/riva/models/speechtotext_hi_in_conformer

as newlines, markdowns and other structures, we
developed the SETU-TRANSLATE pipeline. This
pipeline facilitates the translation of documents and
conversations while preserving the original docu-
ment structure.

Recognising the prevalent trend of “Romanized”
Indic language usage particularly in informal set-
tings and in digital communication, we extend
Husain et al. (2024) and transliterate the above-
translated content in 14 languages to Roman script
using INDICXLIT (Madhani et al., 2023b) result-
ing in about 72B tokens. Going forward, we will
extend SANGRAHA SYNTHETIC to cover all the 22
scheduled languages of India.

3.1.3 Sangraha Unverified
We introduce the SANGRAHA UNVERIFIED split
to expand the Sangraha corpus while ensuring high
quality. This split employs a perplexity filtering
pipeline, inspired by CCNet (Wenzek et al., 2020),
with the SANGRAHA VERIFIED split serving as
the benchmark for data quality. Following this
approach, we train 5-gram Kneser-Ney models
using KenLM library (Heafield, 2011) for each
language on a sample of SANGRAHA VERIFIED

data. We then clean the entire Indic splits of CUL-
TURAX (Nguyen et al., 2023a) and MADLAD-
400 (Kudugunta et al., 2023) datasets through the
Setu data cleaning pipeline. We consider CUL-
TURAX and MADLAD-400 as these represent
the latest and most comprehensive multilingual col-
lections. We compute the perplexity for all the
resultant cleaned documents and retain only those
documents whose perplexity is below the thresh-
old chosen for that language. We describe more
details of the pipeline and the statistics for various
languages in Appendix B.

3.2 Setu: A Comprehensive Pipeline for Data
Cleaning, Filtering, and Deduplication

To clean, filter, and deduplicate Web, PDF, and
Speech data, we create Setu, a pipeline built on
Apache Spark which broadly has 4 stages - doc-
ument preparation, document cleaning and analy-
sis, flagging and filtering, and deduplication. The
document preparation stage focuses on extracting
the text from our diverse sources and creating text
documents for further processing. For Web doc-
uments, we use trafilatura (Barbaresi, 2021b) to
extract text from HTML, while the PDFs are run
through a pipeline that uses a combination of the
various bounding box related information to fil-
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Figure 2: Comparison of the number of tokens (in Mil-
lions) in - INDICCORP V1, INDICCORP V2 and SAN-
GRAHA VERIFIED + SANGRAHA UNVERIFIED

ter out pages with potential recognition issues and
noise. Text from speech data is extracted by ei-
ther cleaning the SRT files to eliminate timestamps
and other noise or by running the ASR transcripts
through INDICPUNCT (Gupta et al., 2022) punctu-
ation module to create text documents.

In the cleaning and analysis stage, we perform
in-document cleaning to reduce the noise within
a single document. We also use a multi-model
approach for language identification by combin-
ing the outputs from INDICLID (Madhani et al.,
2023a), CLD3, and NLLB (Costa-jussà et al.,
2022). We then perform analysis by computing var-
ious statistics like character, word counts, NSFW
word count, n-gram repetition ratio, etc. In the
flagging and filtering stage, we apply various filters
based on the statistics computed like line length
filters, NSFW word filters, and repetition filters
which remove noisy and toxic documents. In the
end, the deduplication stage performs fuzzy dedu-
plication using MinHashLSH implemented in text-
dedup10 repository by employing n = 5 and thresh-
old = 0.7. A detailed overview and analysis of Setu
is in Appendix D.

3.3 Data Analysis
The final statistics of SANGRAHA are shown in
Table 1.
Comparison with other Multilingual Corpora:
We compare SANGRAHA VERIFIED split with
other Indic-only corpora - INDICCORP V1 (Kak-
wani et al., 2020), INDICCORP V2 (Doddapaneni
et al., 2023) and Wikipedia. Figure 2 shows the dis-

10https://github.com/ChenghaoMou/text-dedup
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Figure 4: Percentage drop across the different stages of
Setu when cleaned on SANGRAHA VERIFIED

tribution of the number of tokens for different Indic
languages. We observe a significant increase in the
size for all languages especially in the lower re-
source languages. Overall SANGRAHA VERIFIED

contains 64.3B tokens and is 2.6× bigger than IN-
DICCORP V2. We show a detailed language-wise
comparison in Table 20 in Appendix F
Average document length comparison across lan-
guages: Figure 3 compares the average document
length across various languages in terms of number
of words. For Web Data, a single webpage is a doc-
ument whereas for PDF data, a batch of consecutive
pages is considered a document. We observe that
Dravidian languages, i.e., Tamil, Malayalam, Kan-
nada, and Telugu show considerably smaller doc-
ument lengths, primarily because these languages
are agglutinative.
How much data gets filtered by Setu? We
present a comprehensive analysis of the attrition in
token count observed across the various stages of
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the Setu pipeline in Figure 4. Notably, the Dedupli-
cation stage exhibits the most significant reduction
in tokens, which can be attributed to the fact that a
lot of web content for Indic Languages comprises
news articles with similar content disseminated
across various platforms. We show qualitative ex-
amples of the content that gets filtered out at each
stage in Appendix D. To show how Setu performs
on other corpora, we clean the entire CULTURAX
and MADLAD-400 datasets through Setu. Fig-
ure 5 shows the token drops across the stages for
both. The massive drop from Stage-1 to Stage-2
shows that both the corpora had significant amount
of noise inside documents like menus, headers, etc
despite the claims of them being clean. We show
examples of what kind of content is getting re-
moved from CULTURAX and MADLAD-400 in
Appendix C.

4 IndicAlign

INDICALIGN comprises two distinct splits: INDI-
CALIGN - INSTRUCT and INDICALIGN - TOXIC

data, each contributing to the robustness and diver-
sity of the dataset. Table 2 encapsulates the overall
statistics of INDICALIGN.

4.1 IndicAlign - Instruct

The INDICALIGN - INSTRUCT segment encom-
passes datasets that can be used to imbibe
instruction-following ability in Large Language
Models. Firstly we amalgamate different existing
Instruction Finetuning (IFT) datasets with prompts
authored by humans and responses generated by
either humans or open, license-friendly models. To
complement this human-centric approach, which is
often too expensive and time consuming, we turn
to synthetic data generation using existing chat-

aligned models following the works of Ding et al.
(2023b), Habash et al. (2022), and Xu et al. (2023b).
We ensure that our outputs are always from open,
license-friendly models and are always grounded
in context. Given limited space, the descriptions
given below are brief and we point the reader to
Appendix E for more details and examples of all
the datasets mentioned below.
Indic-ShareLlama We collect the prompts from
the first turns of ShareGPT data11 and prompt
LLAMA2-70B CHAT model (Touvron et al.,
2023b) for responses. Excluding non-English, cod-
ing, and math prompts, we translate and transliter-
ate these prompt-response pairs into 14 languages.
Dolly-Translated Following Gala et al. (2024) and
Husain et al. (2024), we translate and transliterate
DOLLY-15K (Conover et al., 2023) dataset into 14
Indic languages.
OpenAssistant-Translated We extend the efforts
of Gala et al. (2024); Husain et al. (2024) and re-
lease the translated and transliterated OPENASSIS-
TANT (Köpf et al., 2023) in 14 Indic languages.
WikiHow Wikihow is an online wiki-style platform
that serves as a valuable resource for a diverse ar-
ray of how-to articles. Gala et al. (2024) curate
around 20,400 and 6000 instruction-answer pairs
in English and Hindi. The data is formulated as a
completion task given either a question or a ques-
tion along with a few initial steps. We translated it
into 14 Indic languages.
IndoWordNet To get grammar and language
creativity data we employ IndoWordnet (Bhat-
tacharyya (2010), Panjwani et al. (2018)) to con-
struct instruction-answer pairs. Our approach in-
volves identifying a set of 21 distinct intents, such
as part-of-speech identification and sentence cre-
ation using specific words. For each intent, we
create five unique templates, both for prompts and
responses, across 18 languages. Then for every
WordNet entry, we randomly populate 20 templates,
thus creating tailored instruction-answer pairs.
Anudesh Anudesh is a crowd-sourced collection of
prompts accompanied by responses from LLAMA2-
70B CHAT model. The participants are provided
with instructions detailing the nature of interaction
expected from them. Each instruction has an Intent,
a domain, and a language instruction. The intent
describes the interaction’s goal, such as summariza-
tion or recommendation seeking. The domain spec-

11https://huggingface.co/datasets/
anon8231489123/ShareGPT_Vicuna_unfiltered
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Component Prompt
source

Response
source

Original/
Translated #Examples Avg.

Turns
Avg.

Inst. Len
Avg.

Out. Len #Lang. Lexical
Diversity

Indic ShareLlama Human Model T 21.1k 1 60.45 267.98 15 57.69
Dolly-T Human Human T 15.0k 1 12.34 59.38 15 47.23
OpenAssistant-T Human Human T 19.9k 2.98 25.72 136.37 15 59.75
WikiHow Human Human O 26.4k 1 43.85 327.95 2 23.87
IndoWordNet Human Human O 74,272.2k 1 19.74 14.84 18 37.24
Anudesh Human Model T 43.3k 1.58 12.4 149.28 20 51.69
Wiki-Conv Model Model T 144k 9.14 7.09 11.22 15 23.17
Wiki-Chat Model Model T 202k 2.8 23 227.75 15 56.67

HH-RLHF-T Human Model T 32.6k 1 14.11 64.88 15 79
Toxic Matrix Model Model T 90.3k 1 33.68 89.64 15 86.57

Table 2: Overall statistics of INDICALIGN. Dolly-T represents Dolly Translated, OpenAssistant-T represents
OpenAssistant Translated

ifies the context, like "Indian Festivals" or "Food
and Cuisine," where the interaction needs to un-
fold. Language sets the linguistic framework, guid-
ing participants to create prompts in designated
languages, including - Indic languages, English,
transliterated Indic, and a code-mix of Indic and
English. Following these instructions, participants
create prompts that are subsequently coupled with
LLAMA2-70B CHAT model’s responses, translated
to match the initial language specification.

Wiki-Conv We use Wikipedia passages and Wiki-
Infoboxes as contexts to generate conversations.
An Infobox is a fixed-format table added to
Wikipedia articles that summarizes important facts,
statistics, and important points in an easy-to-read
format. We use LLAMA2-70B CHAT (Touvron
et al., 2023b) to generate an entire conversation
in a user-assistant format in a single generation
and subsequently translate and transliterate it to 14
Indic languages using our pipeline.

Wiki-Chat Unlike WIKI-CONV, here we try to
simulate dialogues between two LLMs. We use
the Wikipedia context from WIKI-CONV to de-
termine an intent which drives the conversation
between a User LLM agent and an Assistant LLM
agent. This simulation involves four distinct LLM
agents: Intent LLM, Init User LLM, Assistant
LLM, and Next User LLM. We use LLAMA2-
70B CHAT (Touvron et al., 2023b) and MIXTRAL-
8X7B-V0.1 (Jiang et al., 2024b) to simulate the
conversations which are then translated and translit-
erated to 14 Indic languages.

We again request the reader to check Appendix
E for more details and examples (especially for In-
doWordNet, Anudesh, Wiki-Conv and Wiki-Chat).

4.2 IndicAlign - Toxic

Aligning chat models to responsibly handle toxic
prompts is a crucial aspect of developing ethically
responsible models. In this work, we present ini-
tial steps towards creating datasets aimed at re-
fining model responses to toxic inputs. We use
both human and synthetic data collection strategies
and introduce two distinct datasets: HH-RLHF-
Translated, comprising human-curated data, and
Toxic Matrix, a novel toxic alignment dataset cre-
ated synthetically.
HH-RLHF - Translated We prompt LLAMA2-
70B CHAT to classify each of the initial user
prompts from HH-RLHF (Bai et al., 2022) as ei-
ther toxic or non-toxic, along with providing the ra-
tionale for its decision. From approximately 169K
initial prompts, around 32K were identified as toxic.
We frame the response for each toxic prompt by
including a statement of inability to engage due to
the toxic nature of the prompt accompanied by the
rationale given by the model. We then translate this
into 14 Indic languages followed by transliteration
to Roman script.
Toxic Matrix We introduce a novel approach to
generate toxic alignment data synthetically using
a taxonomy with three main axes: Content-Type,
Target Group, and Prompt Style. We expand each
axis to come up with a comprehensive list of cat-
egories. Table 3 shows examples of categories
under each of the axes. We then use MISTRAL-7B
CHAT (Jiang et al., 2023) model to generate toxic
prompts for each combination of our categories.
We found MISTRAL-7B CHAT to have miniamal
safety alignment which allows it to create highly
creative toxic content. We then use another model
- LLAMA2-70B CHAT - to respond to these toxic
prompts. LLAMA2-70B CHAT is selected for its
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strong toxic alignment, meaning it either refuses
to engage with the toxic content or provides a non-
toxic response. We generate in total about 90K
toxic prompt-response pairs, all of which are trans-
lated and transliterated to 14 Indic languages.

Although previous works have shown different
ways to distill instruction following alignment from
strong models we propose this method as one of
the ways to distill toxic alignment using a com-
bination of a weakly and a strongly toxic-aligned
model. This approach, while still under develop-
ment, offers a promising direction for improving
the ethical alignment of conversational models. It’s
important to note, however, that this method is
part of an ongoing effort and not a definitive solu-
tion to ensuring toxic alignment. We propose this
taxonomy-based approach as one of the ways of
approaching this problem of generating/collecting
toxic data and thereby aligning the models.

We refer the reader to Appendix F for further
details and examples.

4.3 Analysis

Number of turns: Our curated dataset exhibits a
wide range across various dimensions. Specifically,
the range of dialogue turns spans from an average
of 9.27 to a minimum of 1, which will result in the
trained model’s capability to support dialogues of
both short and extended lengths. Furthermore, the
variation in average instruction and output lengths
will underscore the model’s proficiency in process-
ing and generating content of diverse lengths.
Lexical diversity of INDICALIGN data: To show
the lexical diversity of the prompts, following the
work of UltraChat (Ding et al., 2023b) we use
the Measure of Textual Lexical Diversity (MTLD)
score (McCarthy and Jarvis., 2010). As seen in
Table 2, the OpenAssistant dataset has the highest
lexical diversity, attributable to its sourcing from
approximately 13,500 volunteers. Additionally, the
lexical diversity of the Wiki-Chat dataset is on par
with other human-generated datasets such as Indic
ShareLlama and Dolly, indicating that our method-
ology of using intents to drive conversations, is
effective in producing prompts with diversity com-
parable to those collected from human participants.
Intent Diversity Analysis: Figure 6 depicts
the distribution of intents within the WIKI-CHAT

dataset. Notably, since we have used Wikipedia
as the context, we understandably see a majority
of the interactions revolving around Information

Information Seeking
Performing Analysis
Historical Contexts
Seeking Comparisons
Summarization
Seeking Opinions
Personal Experiences
Planning and Organization
Cultural Understanding
Biographical Information
Writing and Creativity

Figure 6: Wiki-Chat Intent Analysis - The different
kinds of intents based on which Wiki-Chat conversa-
tions are simulated

Content Type Fraudulent activities, Harassment on Ac-
cent, Vaccine Misinformation, Kidnap-
ping, Harassment on Appearance, Ethnic
Insults, Suicidal Ideation

Target Group Children with Disabilities, Bengalis, Gu-
jaratis, South Indians, Adolescents, Het-
erosexuals, Adults (30-49yrs), Sardarjis

Prompt Style Direct, Indirect, Misleading, Long Con,
Fooling, Provocative, Role-Play, Ex-
ploitative, Manipulative

Table 3: Examples for each axis in the Toxic Matrix
taxonomy

seeking. We also observe diversity of intents cen-
tered around various real-world scenarios showing
the real-world applicability of our data. We show
additional analysis of the data in Appendix E.

5 Conclusion

In summary, our work addresses the underrep-
resentation of low and mid-resource languages,
specifically focusing on the 22 constitutionally
recognised languages. We introduce INDICLLM-
SUITE, a comprehensive framework encompass-
ing SANGRAHA pretraining data, SETU a Spark-
based pipeline for data curation, INDICALIGN -
INSTRUCT a diverse prompt-response collection,
and INDICALIGN - TOXIC containing aligned toxic
responses for Indic LLMs. By striking a balance be-
tween human-verified content and model-generated
data, we aim to provide equitable access to informa-
tion for diverse linguistic communities. We encour-
age community collaboration in the costly endeavor
of LLM training, advocating for the pooling of re-
sources to build high-quality fully open source In-
dic language LLMs. Through the public release of
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our tools and datasets, we hope to inspire advance-
ments in LLM development for Indian languages
and beyond.

Limitations

While Sangraha leverages publicly available web
content, PDFs, and videos as primary data sources,
it’s crucial to acknowledge potential biases inherent
in this data, which could be inherited by any model
trained on the data. We leave the analysis on poten-
tial biases and debiasing techniques for future work.
We rely on NSFW word detection for toxic data
detection, which does not fully capture or mitigate
toxicity and sometimes results in false positives.
We call upon the community to create better toxic
data detection techniques for all Indian languages.
Despite our efforts to remove Personally Identi-
fiable Information (PII) from crowdsourced data,
there remains a risk of inadvertent inclusion. The
dataset exhibits lower representation from higher
age groups, uneven coverage across Indian states,
and a lack of comprehensive inclusion for low-
resource languages. Additionally, our method of
translating toxic prompts into Indic languages may
not adequately capture the nuanced variations in
Indian contexts.

We again call upon the community to contribute
towards enhancing data diversity, improving trans-
lation methodologies for better cultural and contex-
tual relevance, and developing more effective tools
for debiasing and ensuring ethical use.
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Domain Number of Websites

com 5926
in 817
org 446
net 250
co.in 81
tv 75
others 445

Total 8040

Table 4: Sangraha Verified Website domain statistics

Appendix
A SANGRAHA VERIFIED - Curation

Details

A.1 Curation of SANGRAHA VERIFIED- Web
Data

Here we discuss the details about curation of SAN-
GRAHA VERIFIED - Web data. Table 4 shows
the domain-level statistics of the websites in SAN-
GRAHA VERIFIED.

In this work, we adopt a three-fold strategy to
collect a comprehensive collection of websites for
scraping. Firstly, we extend the efforts of Kakwani
et al. (2020) and Doddapaneni et al. (2023) of dis-
covering web sources using existing repositories
and automated web searches, to discover a large
list of Indic language websites. But, unlike the
previous efforts, we do not restrict ourselves to just
news websites. Secondly, we identify various do-
mains such as Indian Culture, Food, Health, and
Travel, among others and enlist volunteers to gather
websites within these domains, prioritizing those
in Indic languages or English but pertinent to the
Indian context. Thirdly, we collect the base URLs
from MC4 (Xue et al., 2021), focusing on websites
with high amount of content and get them veri-
fied by volunteers. Additionally, we include all the
Indian Government websites13 which serves as a
valuable resource, given their multilingual content.

Volunteers review each website collected via au-
tomated methods and decide on acceptance or re-
jection based on the criteria defined. A website can
be rejected if either of the below conditions were
met:

• Website is non-Indic or non-English.

13https://igod.gov.in/

PDF Sources #PDFs #Pages

Internet Archive 437225 74M
eGyanKosh 5133 88K
Indian Parliament 30964 2.7M
AIR News 74353 148K
Govt. Magazines 895 46K
School Books 4315 359K
Miscellaneous 27988 4.6M

Total 507419 82M

Table 5: Sangraha PDF sources - The final statistic of
the PDFs on which OCR has been performed.

• Website is an adult, gambling, or a general
toxic website.

• Website has content that directly appears to be
machine-translated.

Figure 7 presents the verification outcomes, high-
lighting a significant rejection rate due to website
inactivity, particularly those sourced from MC4.
This means that the information in existing col-
lections if becoming outdated because of defunct
websites. We make available the verification portal
for further research utilization.

A.2 Curation of SANGRAHA VERIFIED - PDF
Data

In this section, we elaborate on the methodology
adopted for curating the SANGRAHA VERIFIED

- PDF data. Table 5 shows the detailed source-
level PDF statistics. We discuss the details of the
curation of data from each source below.

Internet Archive
Utilizing the official API of the Internet Archive14,
we collected approximately 921K PDF documents
across all Indic languages. This collection spans
diverse categories such as religious texts, news arti-
cles, fiction, educational materials, and scientific lit-
erature. We subsequently filtered out PDFs incom-
patible with GCP Vision15, specifically excluding
languages like Bodo, Dogri, Kashmiri, Konkani,
Maithili, Manipuri, and Sindhi due to their low-
resource status, with plans for future inclusion.

To optimize for quality and manage costs, OCR
was performed solely on high-quality PDFs. We

14https://archive.org/developers/
internetarchive/

15https://cloud.google.com/vision/docs/
languages
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Figure 7

first remove all the corrupted and encrypted PDFs.
Additionally, resource limitations from GCP Vi-
sion necessitated the filtering of PDFs exceeding
2000 pages. We also filter out all the PDFs having
less than 25 pages as these are often incoherent
documents such as glossaries, comics, bills, and
receipts. Quality assurance measures for OCR in-
cluded filtering out scanned PDFs with a Pixel Per
Inch (PPI) rating below 300. Additionally, we an-
alyzed images from 10 consecutive pages of each
PDF, focusing on metrics like average image area
coverage and brightness. PDFs with images were
considered for further analysis if they covered less
than 50% of the page area and had a brightness
level above 200. Table 6 shows the statistics of
PDFs filtered after each filtering stage.

eGyanKosh

eGyanKosh, India’s National Digital Repository,
serves as a repository for digital learning resources
from Open and Distance Learning Institutions, cov-
ering subjects such as History, Economics, Politi-
cal Science, Public Administration, and Sociology,
across various Indian languages.

Indian Parliament

This source comprises manually compiled sum-
maries of debates and discussions from the Indian
Parliament and various State Legislative Assem-
blies. These form a rich source of local and cul-
turally relevant data. We collect all the publicly
available Parliamentary and State Assembly mate-
rials. Table 7 shows the statistics of the state-wise
collected documents.

AIR News

All India Radio (AIR) is the national radio broad-
caster of India, a Prasar Bharati division, that
streams radio programs in all major Indian lan-
guages. Following the approach of (Bhogale et al.,
2023a), we collect news bulletins for 12 Indian lan-
guages. Table 8 shows the language level statistics
of the collected data.

Govt. Magazines

We aggregated content from magazines published
by governmental agencies, which include annual re-
ports, details on governmental schemes, initiatives,
cabinet decisions, and current affairs, published in
multiple Indian languages.
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Language Original Count After Validity Check After Page Count Check After Image Filters

Hindi 349,365 344,454 106,112 102,164
Urdu 177,867 157,121 127,495 73,966
Sanskrit 88,238 84,804 76,401 70,663
Bengali 59,636 55,023 50,825 45,272
Tamil 52,199 49,924 37,243 29,755
Telugu 50,320 48,919 40,860 38,243
Gujarati 43,677 42,021 34,514 34,038
Malayalam 34,858 31,594 11,627 4,725
Kannada 24,446 23,589 18,661 17,493
Punjabi 13,898 12,932 7,397 5,617
Marathi 9,710 9,174 7,875 7,478
Assamese 2,424 2,408 2,205 2,408
Nepali 1,545 1,497 836 671
Odia 4,972 4,733 2,439 4,732

Table 6: Statistics of PDFs filtering from Internet Archive

State Number of PDFs

Andhra Pradesh 3383
Bihar 306
Gujarat 3241
Haryana 433
Himachal Pradesh 2035
Jharkhand 124
Karnataka 8405
Kerela 2039
Madhya Pradesh 656
Maharashtra 544
Punjab 287
Rajasthan 7
Tamil Nadu 680
Indian Parliament 14896

Total 37036

Table 7: Statistics of the PDFs collected from Indian
Parliament

Language Number of PDFs

Bengali 5721
Gujarati 5586
Hindi 18560
Kannada 4888
Konkani 471
Malayalam 5665
Marathi 8958
Nepali 1686
Odia 5769
Punjabi 885
Sanskrit 730
Tamil 7002
Telugu 5555
Urdu 2877

Total 74353

Table 8: Language-wise statistics of PDFs collected
from AIR newsonair
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State Number of PDFs

Andhra Pradesh 126
Assam 61
Bihar 426
Goa 31
Haryana 31
Himachal Pradesh 1909
Karnataka 502
Kerala 121
Maharashtra 76
Manipur 70
Meghalaya 293
Mizoram 40
Nagaland 681
Odisha 41
Punjab 195
Rajasthan 186
Telangana 235
Tripura 365
West Bengal 125
National 598
Other Books 1442

Total 7554

Table 9: State-wise statistics of School textbooks col-
lected

School Textbooks
This set includes publicly available textbooks from
various Indian states and those published by the Na-
tional Council of Educational Research and Train-
ing (NCERT), providing a rich source of educa-
tional content in multiple Indian languages. Table
9 shows the statistics of the books collected from
different sources.

Miscellaneous
In addition to the categorized sources, we also in-
corporated a variety of documents from govern-
ment and public domains, focusing on content ei-
ther in Indic languages or in English with relevance
to India.

A.3 Curation of SANGRAHA VERIFIED -
Speech Data

Here we discuss the details about Speech Data split
of SANGRAHA VERIFIED component. Table 10
shows the detailed source-level statistics. We dis-
cuss the details of the curation of the data from
each source below.

Source Number of Instances

YouTube - Hindi 276K videos
Open Subtitles 14K movies
NPTEL - Transcripts 1.4K courses
Mann Ki Baat 1.4K podcasts
Others 15K

Total 309K

Table 10: Statistics of the various sources of Speech
Data collected

Youtube - Hindi

Following the approach of Bhogale et al. (2024),
we collect around 80K hours of audio data from
Youtube videos in Hindi language. We then chunk
it into smaller segments by detecting silences using
WebRTC VAD16 and get each chunk transcribed
using the Hindi Conformer model. Then, we piece
together all the transcripts to obtain the transcript
for the whole video.

OpenSubtitles

Following Gao et al. (2021), we collect all the In-
dic Language subtitles from OpenSubtitles17. We
first process the SRT files using simple regex based
patterns to remove the timestamps and extract the
text. We then define regex patterns to filter out
other noisy content like character cues, continua-
tion ellipses, etc. We then combine the different
parts to form a single document per SRT file. Table
11 shows the language-wise statistics of Subtitles.

NPTEL - Transcripts

The National Programme on Technology Enhanced
Learning (NPTEL)18 is an Indian e-learning plat-
form for university-level science, technology, engi-
neering and mathematics subjects that is jointly de-
veloped by various Indian Institutes. Although the
course content developed by NPTEL is primarily
in English, a lot of it has been manually transcribed
and translated into 11 different Indian Languages
and reviewed before being made publicly avail-
able. The translated content has been compiled
and released as course textbooks. Table 12 shows
the statistics of the course transcripts available in
different languages.

16https://github.com/wiseman/py-webrtcvad
17https://www.opensubtitles.org/
18https://nptel.ac.in/
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Language Number of Instances

Assamese 2
Bengali 2619
English 1178
Hindi 2808
Kannada 7
Malayalam 7571
Odia 3
Sindhi 30
Tamil 223
Telugu 20
Urdu 129

Total 14590

Table 11: Language wise statistics of subtitles collected
from OpenSubtitles

Language Number of Courses

Assamese 1
Bengali 91
English 523
Gujarati 106
Hindi 184
Kannada 89
Malayalam 108
Marathi 85
Punjabi 1
Tamil 150
Telugu 98

Total 1436

Table 12: Language wise statistics of the course tran-
scripts collected from NPTEL

Language Number of Instances

Assamese 63
Bengali 91
English 410
Gujarati 92
Hindi 89
Kannada 78
Malayalam 89
Marathi 90
Manipuri 65
Odia 82
Punjabi 81
Tamil 85
Telugu 89
Urdu 64

Total 1468

Table 13: Language-wise Mann Ki Baat transcripts col-
lected

Mann Ki Baat

Mann Ki Baat is an Indian Radio programme
hosted by the Indian Prime Minister usually with a
frequency of 1 per month. This is transcribed and
then manually translated into 13 Indian languages.
Table 13 shows the language wise statstics.

A.4 Setu Translate

Majority of the machine translation systems are
trained as sentence-level translators which often
struggle to preserve various entities like inter-
sentence separators, new-line characters, tab-
spaces, markdowns, bullet points, etc. Simple
sentence-tokenizers present in the packages like
NLTK (Loper and Bird, 2002) and IndicNLP Li-
brary (Kunchukuttan, 2020) are not capable of re-
taining these inter-sentence separators and mark-
downs. We introduce SETU-TRANSLATE, a ro-
bust translation pipeline for mass-translation of
both pre-training as well as Instruction fine-tuning
data while preserving the structure of the docu-
ment. Overall, SETU-TRANSLATE focuses on the
accurate identification of the parts of the document
that must be sent to the translation model and then
the replacement of the translated sentences in the
overall document thereby preserving the overall
structure of the translated document. The five main
of SETU-TRANSLATE are described in this section.
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Templating
Using regex patterns, we identify the parts of the
documents we intend to translate. The goal of this
stage is to preserve the structure of the document.
The regex patterns defined ignore markdown struc-
tures, code snippets (enclosed in backticks), bullet
points, paragraph indicators, Roman numerals, etc.,
and extract only the sentences. After performing
unicode-normalization and deduplication on the ex-
tracted sentences, a global sentence-level dataset is
created.

Inference
We binarize the data first and then utilize INDIC-
TRANS2 for translating English into Indic lan-
guages. We leverage both GPUs and TPUs for
large-scale translation. To benefit the community,
we open-source the flax port for INDICTRANS2 for
faster TPU inference.

Replace
Once we have the translated sentences, we perform
a regex-based replacement of the original sentences
with the translated ones. This ensures that only
sentences are replaced and the other structure of
the document is retained as is.

A.5 Setu Transliteration

Similar to translation, we also release the Setu
Transliteration pipeline. Since transliteration is
done at a word level and doesn’t consider the con-
text of the remaining words, we follow the normal
word replacement strategy. We maintain a contin-
uously updating mapping of Indic words to their
Roman counterparts in a prefix-based hierarchical
format which we feel is the key to speedup and
rapid access to the required word pairs.

Word Mapping Dictionary
For the creation of the initial mapping, we use
AKSHARANTAR(Madhani et al., 2023b) dataset,
which is the largest publicly available transliter-
ation dataset for Indic languages as the starting
point. We convert AKSHARANTAR into the said
prefix-based hierarchical format. This mapping is
continuously updated with the new mappings as we
discover new un-romanized words further in our
pipeline.

Word Replacement
Word level replacement has 2 main challenges: (i)
identifying words to replace while preserving the

entire document structure; and (ii) unordered re-
placement leading to sub-word replacement instead
of the entire word.. We address (i) using the same
regex-based approach used in SETU-TRANSLATE.
To address (ii), we sort the mapping based on
source-language word length in descending order
before feeding the mapping to the regex-based ‘re-
place‘ module.

Inference
During the first ‘replace‘ pass, we log the un-
romanized words whose mapping is not available
in the current word mapping dictionary. In the ‘in-
ference‘ stage, we transliterate these words using
INDICXLIT(Madhani et al., 2023b) to get an up-
dated word-mapping dictionary. We then repeat the
word-replacement until all the words are properly
romanized.

B Curation of SANGRAHA UNVERIFIED

We describe the methodology employed for curat-
ing the SANGRAHA UNVERIFIED split, leveraging
a perplexity-based filtering pipeline inspired by
CCNET (Wenzek et al., 2020).

We first randomly sample 200,000 documents
from SANGRAHA VERIFIED split for each lan-
guage. We then normalize each document by con-
verting text to lowercase, removing accents from
characters, normalizing numbers to a uniform rep-
resentation (specifically converting all digits to
"0"), replacing a predefined set of Unicode punctu-
ation with their ASCII counterparts, and removing
non-printing characters. We then train a senten-
cepiece tokenizer and tokenize all of the sampled
data. Then, we train a 5-gram Kneser-Ney models
using KenLM (Heafield, 2011) library. We binarize
these models for quicker inference.

For deciding the language-specific thresholds,
we create a validation set by sampling another
100,000 documents from SANGRAHA VERIFIED

and calculate the perplexity of each document us-
ing the trained n-gram models. We then sort the
perplexities and choose the 80th percentile value
as the threshold for each language. Table 14 shows
the thresholds chosen for each language. To prefer
more quality over volume, higher percentile thresh-
olds can be chosen, but that may result in reduced
diversity and representativeness of the resultant
data.

We clean the entire CULTURAX and MADLAD-
400 corpora using the Setu Cleaning pipeline and
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Language Min PP Max PP Mean PP PP Threshlold Total Docs Chosen Docs Filtering rate

Assamese 27.4 65155.6 1013.9 1216 25617 18713 26.9%
Bengali 6.7 22941.5 286.6 606.7 6838196 6274727 8.24%
Gujarati 7.8 23184.4 421.7 792.5 640843 586977 8.4%
Hindi 5.7 160264.7 230.44 378.8 19362407 17271194 10.8%
Kannada 8.6 25413.1 74.5 103.4 748914 623662 9.1%
Malayalam 5.6 43419.9 65.8 61.4 1723524 1012425 41.25%
Marathi 8.3 16032.2 214.2 277.8 1322324 1051722 20.4%
Nepali 7.1 20334.8 140.0 120.32 1625754 961637 40.84%
Odia 5.8 166311 160.0 170.8 61692 44298 28.1%
Punjabi 8.0 23375.0 232.6 229.7 302421 195115 35.48%
Sanskrit 32.8 5919.0 823.8 1397.7 3332 2993 10.17%
Tamil 6.2 22583.3 157.6 262.3 2416008 2089674 13.5%
Telugu 12.6 65297.8 139.3 377 930407 898991 3.37%
Urdu 2.4 25206.5 158.4 316.8 1502769 1372703 8.65%

Table 14: Perplexity Statistics of CULTURAX and MADLAD-400 datasets. Perplexity is calculated using n-gram
language models trained on data sampled from SANGRAHA VERIFIED.

de-duplicate it with the entire SANGRAHA VERI-
FIED split. Finally, we calculate the perplexities of
each document and filter out those that are above
the chosen threshold. Table 14 shows the final num-
ber of documents chosen after perplexity filtering.

B.1 Perplexity Analysis

Figure 8 shows the perplexity distributions of the
cleaned CULTURAX and MADLAD-400 data
using the n-gram language models trained on
SANGRAHA VERIFIED. we observe that certain
languages, specifically Hindi, Malayalam, and
Marathi, exhibit relatively tight distributions of
perplexity values. This indicates a higher degree
of similarity in the statistical properties of these
language datasets to the SANGRAHA VERIFIED

training data. Conversely, we note that some lan-
guages, particularly those classified as low-medium
resource, show more dispersed perplexity distribu-
tions.

C Uncleanliness of Existing Corpora

Issues with Language Identification

The evolution of Language Identification (LID)
models has predominantly focused on European
languages, leading to significant challenges in accu-
rately identifying languages from diverse linguistic
families, notably Indic languages. Kreutzer et al.
(2022) highlights a significant concern regarding
the mislabeling of languages in existing multilin-
gual corpora, an issue that undermines the relia-
bility of language identification (LID) models. In
this small study, we analyze 200,000 documents
per Indic language from the MC4 (Raffel et al.,
2020) and OSCAR (Abadji et al., 2022) datasets,

employing the INDICLID model for its superior
performance on Indic languages and support for
Romanized text (Madhani et al., 2023a). MC4 uses
only cld3 model whereas OSCAR defines an even
stricter pipeline for identifying the language. It
combines sentence-level LID and aggregates them
based on certain thresholds to classify a document
as multilingual or monolingual.

Our analysis uncovers a significant discrepancy
in the accuracy of LID across various Indic lan-
guages within the MC4 dataset. The languages
sharing a common script, such as Hindi, Marathi,
and Nepali, experience higher rates of mislabeling.
This contrasts with languages with unique scripts
showing significantly lower mismatch percentages.

Conversely, the application of a more sophis-
ticated LID methodology in the OSCAR dataset
markedly diminishes these inaccuracies, showing
the effectiveness of a refined approach to lan-
guage identification. This observation demon-
strates the necessity for the development of lan-
guage family-specific identification models (Mad-
hani et al., 2023a), as well as the incorporation of
better LID modules within data-cleaning pipelines.

Amount of Noise in Existing Corpora
We clean the entirety of CULTURAX and
MADLAD-400 datasets using our Setu cleaning
pipeline and show the drop in the number of words
and documents across the stages. This helps us
identify the type of noise present in these datasets.
Figure 5 shows the drop in the number of tokens
in these datasets respectively. We see a significant
drop in both from Stage-1 to Stage-2 showing that
a lot of noise in the form of Menu Items, Index
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lists, etc. must have crept in despite they being
cleaned using their existing cleaning pipelines. We
show a few examples of the kind of noisy text be-
ing filtered out in Figure 10. Table 21 shows the
overall statistics of the CULTURAX data filtered
out at each stage in Setu.

D Setu Data Cleaning Pipeline

Here we discuss the inner details for each stage
in the SETU. Our main goal for SETU is to open-
source a distributed and cloud-agnostic data clean-
ing pipeline for large-scale datasets so that commu-

nity is not stuck with any specific cloud provider or
compute-scale. Using spark, we are able to achieve
all the necessary requirements. Figure 11 shows
the overview of the entire pipeline.

D.1 Stage - 1: Document Preparation

This stage focuses on the extraction of text from
varied data sources, ensuring the retention of main
content while eliminating extraneous information
and then preparing the notion of a document that is
preserved throughout the pipeline. Due to the dif-
ferent modalities of content, this stage is different
for each of Web, PDF, and Speech data.

Web Documents

Preparation of the document for Web data is quite
straightforward. We use trafilatura (Barbaresi,
2021a) to extract the text from the HTML pages
that are scraped by webcorpus scraper. Although
trafilatura is reportedly the best non-commercial li-
brary (Scrapinghub, 2021), we still notice a consid-
erable amount of noise in the outputs, specifically
in dynamic webpages. Figure 12 shows an exam-
ple of noisy content extracted using trafilatura. In
Web data, each webpage after text extraction is
considered as a document.
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િસકકાઓ સ્વીકારવામા ંનહ આવતા ંહોવાની ફરયાદો, ભરૂચના અિધક જલ્લા મેજીસ્ટે્રટે 
બહાર પાડયુ ંજાહરેનામ.ુ

ભરૂચના અિધક જલ્લા મેજીસ્ટે્રટે બહાર પાડેલા એક જાહરેનામાના કારણ ેવપેારીઓ અન ે
રીકશાચાલકો સહત અન્ય વ્યવસાયકારોમા ંફફડાટ ફેલાયેલો છે. જે લોકો 5 અન ે10 
રૂિપયાના ચલણી િસકકાઓ સ્વીકારતા ંનથી તેમની સામે રાજદ્રોહનો કેસ કરવાની ચીમકી 
આપવામા ંઆવી છે.
ભરૂચ જલ્લાના ગામડાઓ અન ેશહરેી િવસ્તારમા ંભારતીય રીઝવર્વ બેન્ક RBI દ્વારા બહાર 
પાડેલા ચલણી નોટ તથા િસક્કા નહ ચલાવનારાને ટકોર કરાઈ છે. જલ્લાના ગામડાઓ 

તથા શહરેી િવસ્તારમા ંભારતીય રીઝવર્વ બેન્ક દ્વારા બહાર પાડેલ ચલણી નોટો તથા િસક્કા 
ચલાવવામા ંઆવતા નથી કે સ્વીકારવામા ંઆવતા ંનથી તેવી ફરયાદો તતં્રના ધ્યાને આવી 
હતી. ખાસ કરીન ે₹ 5 ની ચલણી નોટ તથા 10 ના િસક્કાઓ ભારતીય રીઝવર્વ બેંક દ્વારા 
માન્ય કરેલા હોવા છતા ંસ્વીકારવાની વપેારીઓ અન ેલોકો આનાકાની કરતા હોવાના 
કસ્સાઓ બહાર આવી રહ્યા ંહતા.ંજેને લઈ અિધક જલ્લા મેજીસ્ટે્રટ જે.ડી.પટેલ ેએક 
જાહરેનામ ુબહાર પાડયુ ંછે.
ચલણમા ંરહલેા નોટો કે િસક્કાઓનો અસ્વીકાર કરનાર વ્યત સામે રાજદ્રોહનો ગનુો નોંધાઇ 
શકે છે. હાલ 10 ની ચલણી નોટો જૂની અન ેઓછા પ્રમાણમા ંબજારમા ંવ્યવહારમા ંહોવા 
સામે 10 ના િસક્કા વધ ુહોવાથી તે ફરી રહ્યા ંછે.કેટલાક વપેારીઓન ેચલ્લર અન ે
િસક્કાઓનો ભાર વધ ુલાગતો હોવાથી તેઓ જાત ેજ તેમની પાસે થતા ભરાવાન ેલઈ તેનો 
લોકો પાસેથી સ્વીકાર કરવાની ચોખ્ખી ના પાડી દે છે. જોકે ભારતીય ચલણમા ંરહલેા 
કોઈપણ િસક્કા કે નોટોનો અસ્વીકાર કોઈ ફરયાદ કરે તો આવા લોકો કે વપેારીને 
રાજદ્રોહના ગનુાનો ભોગ બનાવી શકે છે.
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તથા શહરેી િવસ્તારમા ંભારતીય રીઝવર્વ બેન્ક દ્વારા બહાર પાડેલ ચલણી નોટો તથા િસક્કા 
ચલાવવામા ંઆવતા નથી કે સ્વીકારવામા ંઆવતા ંનથી તેવી ફરયાદો તતં્રના ધ્યાને આવી 
હતી. ખાસ કરીન ે₹ 5 ની ચલણી નોટ તથા 10 ના િસક્કાઓ ભારતીય રીઝવર્વ બેંક દ્વારા 
માન્ય કરેલા હોવા છતા ંસ્વીકારવાની વપેારીઓ અન ેલોકો આનાકાની કરતા હોવાના કસ્સાઓ 

બહાર આવી રહ્યા ંહતા.ંજેને લઈ અિધક જલ્લા મેજીસ્ટે્રટ જે.ડી.પટેલ ેએક જાહરેનામ ુબહાર 
પાડયુ ંછે.
ચલણમા ંરહલેા નોટો કે િસક્કાઓનો અસ્વીકાર કરનાર વ્યત સામે રાજદ્રોહનો ગનુો નોંધાઇ 
શકે છે. હાલ 10 ની ચલણી નોટો જૂની અન ેઓછા પ્રમાણમા ંબજારમા ંવ્યવહારમા ંહોવા 
સામે 10 ના િસક્કા વધ ુહોવાથી તે ફરી રહ્યા ંછે.કેટલાક વપેારીઓન ેચલ્લર અન ે
િસક્કાઓનો ભાર વધ ુલાગતો હોવાથી તેઓ જાત ેજ તેમની પાસે થતા ભરાવાન ેલઈ તેનો 
લોકો પાસેથી સ્વીકાર કરવાની ચોખ્ખી ના પાડી દે છે. જોકે ભારતીય ચલણમા ંરહલેા 
કોઈપણ િસક્કા કે નોટોનો અસ્વીકાર કોઈ ફરયાદ કરે તો આવા લોકો કે વપેારીને રાજદ્રોહના 
ગનુાનો ભોગ બનાવી શકે છે.

Cultura-X: Uncleaned Cultura-X: cleaned

(a) CULTURAX

অনলাইন ডস্ক:কািভড-১৯ এর টিকা িনেয়েছন রাজশাহী িসটি 
কেপর্মােরশেনর মাননীয় ময়র ও রাজশাহী মহানগর আওয়ামী লীগ 
সভাপিত এ.এইচ.এম খায়রুজ্জামান িলটন ও ময়েরর পিরবােরর 
সদস্যবনৃ্দ। মঙ্গলবার মহানগরীর উপশহরস্থ িনজ বাসভবেন 
কেরানাভাইরাস টিকার প্রথম ডাজ িনেয়েছন তাঁরা।রািসক ময়েরর 
পিরবােরর সদস্যেদর মেধ্য টিকা িনেয়েছন ময়রপত্নী িবিশষ্ট 
সমাজেসবী ও নারীেনত্রী শাহীন আকতার রনী, ময়রকন্যা, 
আওয়ামী লীেগর বন ও পিরেবশ িবষয়ক উপ-কিমটি ও রাজশাহী 
জলা আওয়ামী লীেগর সদস্য ডা. আিনকা ফািরহা জামান অণর্মা 
ও জামাই রাজশাহী িবশ্বিবদ্যালেয়র ক্রপ সােয়ন্স অ্যান্ড টকেনালিজ 
িবভােগর প্রভাষক মা. রজভী আহেমদ ভঁূইয়া।এ সময় ময়েরর 
বাসভবেনর কমর্মচারীেদরেক কািভড-১৯ এর টিকা প্রদান করা হয়
।

কেরানার টিকা িনেলন মাননীয় ময়র িলটন ও পিরবােরর 
সদস্যবনৃ্দ | দিনক গণঅিধকার
কেরানার টিকা িনেলন মাননীয় ময়র িলটন ও পিরবােরর 
সদস্যবনৃ্দ
প্রকািশত : 05:44 PM, 30 March 2021 Tuesday
অনলাইন ডস্ক:কািভড-১৯ এর টিকা িনেয়েছন রাজশাহী িসটি 
কেপর্মােরশেনর মাননীয় ময়র ও রাজশাহী মহানগর আওয়ামী লীগ 
সভাপিত এ.এইচ.এম খায়রুজ্জামান িলটন ও ময়েরর পিরবােরর 
সদস্যবনৃ্দ। মঙ্গলবার মহানগরীর উপশহরস্থ িনজ বাসভবেন 
কেরানাভাইরাস টিকার প্রথম ডাজ িনেয়েছন তাঁরা।রািসক ময়েরর 
পিরবােরর সদস্যেদর মেধ্য টিকা িনেয়েছন ময়রপত্নী িবিশষ্ট 
সমাজেসবী ও নারীেনত্রী শাহীন আকতার রনী, ময়রকন্যা, 
আওয়ামী লীেগর বন ও পিরেবশ িবষয়ক উপ-কিমটি ও রাজশাহী 
জলা আওয়ামী লীেগর সদস্য ডা. আিনকা ফািরহা জামান অণর্মা ও 
জামাই রাজশাহী িবশ্বিবদ্যালেয়র ক্রপ সােয়ন্স অ্যান্ড টকেনালিজ 
িবভােগর প্রভাষক মা. রজভী আহেমদ ভঁূইয়া।এ সময় ময়েরর 
বাসভবেনর কমর্মচারীেদরেক কািভড-১৯ এর টিকা প্রদান করা হয়।

MADLAD: Uncleaned MADLAD: cleaned

(b) MADLAD-400

Figure 10: Examples of noisy content being filtered out using Setu from the already "cleaned" CULTURAX and
"cleaned" MADLAD-400 data corpus. Left shows the original document and the right shows the cleaned version.
Text in Red shows the noise that is removed.
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Figure 11: Overview of the pipeline used for curating the SANGRAHA VERIFIED corpus

Ski p t he l engt hy r eadi ng.  Cl i ck ' Summar i ze Cont ent '  f or  a conci se summar y power ed 
by Vi kas AI .
West  Jai nt i a Hi l l s  dur i ng Febr uay 2022 wi t nessed t he f i r st - of - i t s- k i nd Fl y- Of f  
Event  t o demonst r at e t he use of  novel  and i nnovat i ve Dr one/ UAV t echnol ogy f or  
payl oad del i ver y,  t hat  coul d ser ve as a model  of  sol v i ng t he 1st  mi l e connect i v i t y 
i ssues f or  Lakadong Tur mer i c f ar mer s f r om t he hi nt er l and.

I ndi a pr oduces 78 per  cent  of  t he wor l d?s t ur mer i c.  I n t he year  2018- 19,  t ur mer i c 
pr oduct i on was 389 t housand t onnes,  wi t h ar ea and pr oduct i v i t y 246 t housand 
hect ar es and 5646. 34 kg per  hect ar e r espect i vel y.  The per cent age of  cur cumi n and 
ol eor esi n cont ent  i n t ur mer i c det er mi nes t he demand by t he i ndust r y al ong wi t h t he 
pr i ce.  I ndi a i s t he l ar gest  pr oducer  and expor t er  of  t ur mer i c ( APEDA,  2019) .  I ndi a 
expor t ed US$ 236. 5 mi l l i on wor t h of  t ur mer i c i n 2018 f r om US$ 182. 53 mi l l i on i n 
2017.  Tur mer i c i s a posi t i ve cr op; i t  i mpr oves heal t h and i s not  wat er  guzzl i ng.

The Lakadong Tur mer i c f r om West  Jai nt i a Hi l l s ,  Meghal aya i s one of  t he wor l d?s 
f i nest  t ur mer i c var i et i es wi t h t he hi ghest  cur cumi n cont ent  of  7- 9% ( i n compar i son 
t o 3% or  l ess i n ot her  var i et i es) .  I t  i s  f ast  becomi ng a game changer  i n t he 
economy of  t he di st r i ct .  The St at e of  Meghal aya has appl i ed f or  a Geogr aphi cal  
I ndi cat i on t ag f or  Lakadong t ur mer i c.

Lakadong Tur mer i c has been i dent i f i ed under  The One Di st r i ct ,  One Pr oduct  ( ODOP)  
I ni t i at i ve under  t he Depar t ment  f or  Pr omot i on of  I ndust r y and I nt er nal  Tr ade 
( DPI I T) ,  Mi ni st r y of  Commer ce & I ndust r y,  Mi ni st r y of  Commer ce & I ndust r y,  as a 
pr oduct  wi t h excel l ent  pot ent i al  f or  gr owt h and expor t  f or  West  Jai nt i a Hi l l s .

I nspi t e of  t he hi ghest  cur cumi n cont ent  and excel l ent  pot ent i al  f or  domest i c sal es 
and expor t ,  Lakadong t ur mer i c f aces sever e mar ket  access i ssues due t o t he 
r emot eness of  t he l ocat i on,  t opogr aphy and t er r ai n.  Thus,  buyer s have t o i ncur  
addi t i onal  cost s t o t r anspor t  t he goods f r om t he vi l l ages vi a l ocal  pi ck- up t r ucks 
t i l l  t he maj or  t r anspor t er s? l oadi ng poi nt .  Addi t i onal  cost s of  t r anspor t at i on and 
del ays i n t he same act  as bar r i er s /  di s i ncent i ves f or  t he buyer  i n t he pr ocess of  
pr ocur ement .

ODOP par t ner ed wi t h AGNI i  Mi ssi on,  one of  t he ni ne t echnol ogy mi ssi ons under  t he 
Pr i me Mi ni st er ' s Sci ence,  Technol ogy and I nnovat i on Advi sor y Counci l  t o i dent i f y 
I ndi an i nnovat i ve t echnol ogi es t hat  can pl ay a t r ansf or mat i ve r ol e i n t he 
end- t o- end pr ocessi ng of  Lakadong Tur mer i c,  st ar t i ng wi t h l ever agi ng payl oad 
dr ones ( UAVs)  t o t r anspor t  t he t ur mer i c i n l ar ge quant i t i es.  I t  i s  a f i r st  st ep 
t owar ds showcasi ng t he i nnovat i ve sol ut i ons t hat  can pr opel  1st  mi l e connect i v i t y 
whi l e usher i ng i n I ndust r i al  Revol ut i on 4. 0.

The f l yof f  event  woul d not  onl y t o gi ve a f i l l i p t o t he mandat e of  t he ODOP 
i ni t i at i ve but  al so l ever age moder n t echnol ogy as a f undament al  sol ut i on t o 
over come t he bot t l eneck of  t r anspor t at i on t hat  act s as a bar r i er  i n r eal i z i ng t he 
opt i mal  pot ent i al  of  t hi s except i onal  spi ce f r om Meghal aya.

Last  Modi f i ed :  08/ 02/ 2023
( I f  you have any comment s /  suggest i ons on t he above cont ent ,  pl ease post  t hem 
her e)
How Bl ockchai n can hel p t o boost  agr i cul t ur e sect o. . .
Mi ni st r y of  Agr i cul t ur e & Far mer s Wel f ar e i ni t i at i . . .
Pr ovi des i nf or mat i on about  Use and Appl i cat i on of  . . .
I t  pr ovi des i nf or mat i on about  t he appl i cat i on of  e. . .

Figure 12: Example showing noisy content being extracted from the HTML using trafilatura
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PDF Documents
Text Extraction from the OCR outputs from PDFs
is not as straightforward as extracting text from a
webpage. When utilizing Google Vision OCR for
extracting text from PDF documents, the output is
a structured JSON file that contains detailed infor-
mation about the detected text. This information
is organized hierarchically from larger text blocks
down to individual characters. This hierarchical
structure allows for a nuanced understanding of the
document’s layout and content. Broadly the bound-
ing boxes are organized in the following hierarchy
- Block, Paragraph, Word, Character.

A block is the highest level of structure and is
a container for paragraphs grouped to reflect their
spatial relationships. Paragraphs are subdivisions
of blocks and represent cohesive units of text, typ-
ically separated from other units by new lines or
indentation. Words are the basic units of text and
meaning within a paragraph. Each word is identi-
fied and extracted as a separate entity in the OCR
output. Characters are the most granular level of
text extraction, representing individual letters, num-
bers, punctuation marks, and other textual symbols.

Each category contains information such as the
bounding box coordinates, confidence scores, lan-
guage scores, and the text identified in that box. We
observe that directly consuming the text from the
OCR is not good as it contains a lot of noise coming
in due to incorrect layout parsing. We also observed
that due to the skewness and quality of images, we
had multiple instances where we had bounding box
overlaps, bounding box mismatch/misalignment,
text overlaps, and language script mismatches. To
resolve these and extract the highest quality text,
we develop bounding-box based filters. We list the
filters below:

• Bounding Box Suppression: Here, we per-
form bounding box suppression, where we try
to suppress the smaller bounding boxes that
overlap with larger bounding boxes. For each
pair of overlapping bounding boxes, we cal-
culate the ratio of the area of intersection over
the area of the smaller bounding box. We sup-
press the smaller bounding box if this ratio
exceeds a chosen threshold. Figure 13a shows
an example of a page where bounding box
suppression is applied.

• Removing Horizontally sparse pages: Here,
we identify and remove pages that exhibit

a significant lack of content across the hor-
izontal span of the page. If a page has
large horizontal gaps with little to no con-
tent—indicating that the text or visual ele-
ments are spread thinly across the width of
the page—it is considered horizontally sparse.
Such pages are often less informative or rel-
evant, like index pages and table of contents
among others. Figure 13b shows an example
of a page flagged as horizontally sparse.

• Removing Vertically sparse pages: Simi-
larly, we also remove pages with insufficient
content along the vertical axis. Pages con-
taining large vertical gaps, such as excessive
spacing between paragraphs or sections with-
out meaningful content, are deemed verti-
cally sparse. These pages are also less in-
formative, like pages having publisher infor-
mation, colophons, comic strips, etc. Figure
13c shows an example of a page flagged as
vertically sparse.

• Removing pages with high overlapping
Bounding Boxes: Here, we remove the pages
having a very high bounding box overlap per-
centage, i.e., greater than a chosen threshold
as shown in Figure 13d.

• Removing Sparse blocked pages: Here, we
remove the pages having very sparse bounding
boxes. A block bounding box is considered
sparse if the difference between the total area
of the block bounding box and the total area
of paragraph bounding boxes enclosed in it is
greater than a chosen threshold. By this, we
remove pages with tables, large images, and
forms among others.

• Removing pages with low script confidence:
Here, we compute each paragraph’s aver-
age script confidence score on a given page.
Paragraphs with scores below our confidence
thresholds are flagged for potential exclusion.
Subsequently, the entire page is discarded if
the number of flagged paragraphs exceeds an
allowable limit. This ensures a balance be-
tween rejecting poor-quality OCR output and
retaining usable content.

After filtering, we merge the final text extracted
from the pages to form documents. To maintain
textual continuity as well as to get as many long-
form documents as possible, we concatenate the
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Languages Average Page Count

asm 4.52
ben 3.44
guj 3.06
hin 2.39
kan 2.46
mal 2.39
mar 3.16
nep 2.44
ori 3.1
pan 2.85
san 2.68
tam 2.55
tel 2.38
urd 2

Table 15: Showing average page count of PDF docu-
ments after merge operation

text of only consecutive batches of pages of a given
PDF together. Table 15 shows the average number
of pages per language that are merged to form a
document.

D.2 Document Cleaning and Analysis

We divide this stage into three sub-stages - Docu-
ment Cleaning, Language Identification, and Anal-
ysis.

Document Cleaning
Although trafilatura and GCP Vision OCR are re-
portedly the best (Scrapinghub, 2021; Dilmegani,
2023), we still need to mitigate the errors that creep
in. We define the below filters that clean a docu-
ment.

• Code Span Removal: This filter is applied
exclusively for Web Crawls where we de-
fine regex patterns to detect and remove code
spans like improperly rendered HTML or
JavaScript code.

• Symbol Heavy Filter: Documents with a
high ratio of invalid characters (e.g., punc-
tuation, emojis and other symbols) to total
characters, exceeding a predefined threshold,
are discarded. Refer to the Figure 14 for an
illustrative example.

• Terminal Punctuation Filter: Exclusively
for web crawls, it removes text segments lack-
ing valid terminal punctuation, effectively fil-

tering out clickbait text, menus, and incom-
plete sentences. See Figure 15 for an example
of content removed using this filter.

• Symbol Only Chunk Filter: This filter re-
moves all the text chunks that have only the
numbers or symbols.

• Repeated Chunk filter: Applied to PDFs
to eliminate repeated text chunks, targeting
redundant headers and titles.

• Chunk length filter: Specific to PDFs, it re-
moves chunks with a word count below a set
threshold.

Language Identification
To address the issues of accuracy that may oc-
cur while relying on a singular model highlighted
in Appendix C, we use an ensemble approach
using three LID models - INDICLID (Madhani
et al., 2023a), CLD319, NLLB (Costa-jussà et al.,
2022). Notably, INDICLID, which is specifically
trained for Indic languages, is assigned a preferen-
tial weighting in our ensemble framework. How-
ever, if both CLD3 and NLLB agree on a different
language and are very confident about it (beyond
a chosen threshold), we consider their prediction
instead. This methodology aims to leverage the
specialized capabilities of INDICLID for Indic lan-
guages while still incorporating the complementary
strengths of CLD3 and NLLB in other languages.

Document Analysis
We compute various document-specific statistics
for subsequent filtering. The metrics and their de-
scriptions are outlined in the Table 16.

D.3 Flagging and Filtering
Following the analysis, the documents are filtered
based on predefined language-specific thresholds
for the computed statistics. This step is essen-
tial to eliminate residual noise that might have
survived the initial cleaning process. We include
filters inspired from various previous works like
ROOTS (Laurençon et al., 2023), GOPHER (Rae
et al., 2022) and C4 (Raffel et al., 2020) among a
few.

• NSFW word ratio filter: In an effort to re-
duce corpus toxicity, documents with a high
ratio of NSFW (Not Safe For Work) words

19https://github.com/google/cld3
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(a) Bounding Box Suppression: Page in which
smaller bounding boxes are suppressed as these can
lead to false flagging of pages or misaligned text.

(b) Horizontally Sparse: Page filtered out due to
less horizontal text coverage, this can be indicative

of very small lines, lists, index etc.

(c) Vertically Sparse: Page filtered out due to less
vertical text coverage. This can be indicative of title

pages, comics, etc.

(d) High Bounding Box Overlap: Page filtered out
due to high bounding box overlap. This high

overlapping can lead to disordered parsing of text,
break in continuity, etc.

Figure 13: Illustrative examples of pages flagged in various bounding box filters.
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|पोकनार्ग लमटेड
बीएसई: 532486 | NSE: POKARNA | ISIN: 
INE637C01025 | Ceramics & Granite

|तैयार उत्पाद||--------------------------- करोड़ 
रु. ---------------------------||Mar 2022|
|उत्पाद का नाम||इकाई||Installed
|

Capacity

|Production

|

Quantity

|Sales

|

Quantity

|Sales

|

Value

|Marble & Granite||-||NA||NA||NA||68.63|

|Sale of services||-||NA||NA||NA||1.08|

|Total||69.71|

|स्रोत: रेलीगरे टेचनोवा

Website Text after Trafilatura 

Figure 14: Document flagged by symbol heavy filter in the Stage-2.

Lyell Immunopharma to use MaxCyte’s Flow Electroporation:registered: technology and ExPERT:tm: platform in its T 

cell product candidates targeting solid tumors.

ROCKVILLE, Md., July 06, 2023 (GLOBE NEWSWIRE) — MaxCyte, Inc., (Nasdaq: MXCT; LSE: MXCT), a leading, 

cell-engineering focused company providing enabling platform technologies to advance the discovery, development 

and commercialization of next-generation cell-based therapeutics and to support innovative, cell-based research, 

today announced the signing of a strategic platform license (SPL) with Lyell Immunopharma, Inc., a clinical stage 

T cell reprogramming company.

Under the terms of the agreement, Lyell Immunopharma obtains non-exclusive clinical and commercial rights to use 

MaxCyte’s Flow Electroporation:registered: technology and ExPERT:tm: platform. In return, MaxCyte is eligible to 

receive platform licensing fees, clinical milestone payments and sales-based payments.

“At MaxCyte, our goal is to maximize the potential of cells to improve patients’ lives, and it is through 

collaborations such as this that we can achieve success,” said Doug Doerfler, President and CEO of MaxCyte. “We 

look forward to supporting Lyell Immunopharma in its development of solid tumor treatments for patients with unmet 

needs.”

MaxCyte’s ExPERT:tm: instrument portfolio is the next generation of leading, clinically-validated electroporation 

technology for complex and scalable cell engineering. By delivering high transfection efficiency, seamless 

scalability and enhanced functionality, the ExPERT:tm: platform delivers the high-end performance essential to 

enabling the next wave of biological and cellular therapeutics. Each of MaxCyte’s strategic partnerships generates 

pre-commercial milestone revenue and the vast majority include sales-based payments.

At MaxCyte, we pursue cell engineering excellence to maximize the potential of cells to improve patients’ lives. 

We have spent more than 20 years honing our expertise by building best-in-class platforms, perfecting the art of 

the transfection workflow, and venturing beyond today’s processes to innovate tomorrow’s solutions. Our ExPERT:tm: 

platform, which is based on our Flow Electroporation:registered: technology, has been designed to support the 

rapidly expanding cell therapy market and can be utilized across the continuum of the high-growth cell therapy 

sector, from discovery and development through commercialization of next-generation, cell-based medicines. The 

ExPERT family of products includes: four instruments, the ATx:tm:, STx:tm:, GTx:tm: and VLx :tm:; a portfolio of 

proprietary related processing assemblies or disposables; and software protocols, all supported by a robust 

worldwide intellectual property portfolio. By providing our partners with the right technology, as well as 

technical and regulatory support, we aim to guide them on their journey to transform human health. Learn more at 

maxcyte.com and follow us on Twitter and LinkedIn.
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Figure 15: Cleaning performed by ‘terminal punctuation filter‘ in Stage-2
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Metrics Description

bytes size of the document interms of bytes,

word_count no.of words present in a document

char_count no.of characters present in a document

lines_count total no.of sentences present in a document

mean_line_length mean sentence length interms of words of a document

min_line_length minimum sentence length interms of words of a doc-
ument.

max_line_length max sentence length interms of words of a document

nsfw_words_count no.of NSFW words present in a document

non_li_character_count no.of non-latin/non-indic characters in a document

10_gram_characters_repetition_score score used for filtering documents using 10-gram
character repetition filter

5_gram_words_repetition_score score used for filtering documents using 5-gram word
repetition filter

Table 16: Showing all the metrics that are calculated in analysis stage
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to total words are excluded. This approach
aligns with that of INDICCORP V2, involving
the development of an NSFW word list specif-
ically tailored for Indic languages. This list is
made available to the research community to
encourage further studies.

• Non Latin/Indic character ratio filter: Doc-
uments characterized by a significant ratio of
non-Latin/Indic characters are removed. This
filter eliminates content erroneously classified
as Indic by the Language Identification (LID)
stage. Figure 17 shows an example of the type
of content removed by this filter.

• Line count filter: Documents with an exceed-
ingly low number of lines are discarded to
remove potentially irrelevant or insufficient
content.

• Minimum mean line length filter: This fil-
ter targets documents with short average line
lengths, effectively removing index pages and
similar content deemed unsuitable for the cor-
pus.

• 5-gram word repetition: Inspired from
ROOTS, we create a filter for the repetitions by
looking at the occurrences of the 5-gram word
sequences. We define the word repetition ra-
tio as the ratio of the sum of the occurrences
greater than or equal to the sum of all occur-
rences, and we discard documents with too
high a ratio.

• 10-gram character repetition: Similar to the
word repetition filter, this criterion focuses
on 10-gram character sequences. Documents
exhibiting a high ratio of such repetitions are
excluded, based on methodology inspired by
ROOTS.

D.4 Deduplication
The concluding stage of Setu addresses the criti-
cal task of deduplication using fuzzy deduplication.
Following CULTURAX, we use the Python imple-
mentation of MinHashLSH from the text-dedup20

repository. We efficiently identify and remove du-
plicate documents within the corpus by utilizing
5-grams and a similarity threshold of 0.7, based
on Jaccard similarity. This procedure is executed

20https://github.com/ChenghaoMou/text-dedup/
tree/main

separately for each language, utilizing a computing
node with 256 CPUs.

E Curation of INDICALIGN - INSTRUCT

E.1 Indo WordNet

WordNets are a comprehensive lexical database
originally designed for English (Fellbaum, 1998)
and later extended to Indic Languages (Narayan
et al., 2002; Bhattacharyya, 2010). It organizes
words into sets of synonyms called synsets, provid-
ing short definitions and usage examples. Beyond
mere dictionaries, WordNet also captures the var-
ious semantic relationships between words. We
leverage this rich semantic information to create in-
struction fine-tuning data to teach the model gram-
mar and language creativity.

We first identify a list of 21 potential intents
encompassing tasks such as Part of Speech identi-
fication, sentence construction, and synonym dis-
covery. We craft 5 prompt-response templates for
each intent, resulting in a repository of 105 distinct
templates. Then we iterate through the lexicon in
IndoWordNet using pyiwn (Panjwani et al., 2018),
randomly sampling 100 templates for each word
yielding around 74M pairs for 18 Indic languages.
Figure 18 shows some examples of templates. Ta-
ble 17 shows each language’s final statistics of the
prompt-answer pairs.

E.2 Anudesh

Here, we introduce a novel dataset of real user in-
teractions with conversational models, leveraging
open, license-compatible models such as LLAMA2-
70B CHAT (Touvron et al., 2023b). Recogniz-
ing the limitations imposed by OpenAI’s terms
of use21 on existing crowd-sourced model inter-
action datasets, such as SHAREGPT and WILD-
CHAT (Zhao et al., 2024), our dataset aims to pro-
vide a resource, free from such constraints, thereby
facilitating broader applicability in training diverse
conversational models.

We create Anudesh by asking the user to inter-
act with the model while following an instruction
displayed on the screen. Occasionally, we allow
unrestricted interactions to collect more diverse
and creative prompts. Each displayed instruction is
based on three axes that guide the user -

• Intent - Defines the purpose and goal behind

21https://openai.com/policies/terms-of-use
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आइए दो संख्याओं, 16 x 77 का हल नकालते हैं। इस ट्रिक में, हम पहला नंबर उठाकर शुरुआत करेंगे। 16 एक सम 
संख्या है, इसे आधे में वभािजत करें और हमें प्राप्त होता है, 16/2 = 8। अब, दसूरी संख्या को दोगुना करें यानी 
77 x 2 = 154। अपने अंतम उत्तर के लए, आप परणामी संख्याओं को आसानी से गुणा कर सकत ेहैं, 
अथार्गत,154x 8 = 1232।
प्र. 42 x 49 का उत्तर खोजें। दहाई का अंक लें और इसे अगली सबसे बड़ी संख्या, यानी 4 X 5 = 30 से गुणा करें। 
इसके बाद दोनों के एक अंक को गुणा करें। 2 x 8 = 16। आइए दोनों अंकों को एक साथ रखें और उत्तर 3016 होगा।
9 से वभाज्यता जांचने के लए यद कसी संख्या के सभी अंकों का कुल योग 9 से वभाज्य है।'4 से वभाज्यता 
जांचने के लए' यह नधार्गरत करने के लए क कोई संख्या 4 से वभाज्य है या नहीं, हमें उसके अंतम 2 अंकों का 
वश्लेषण करना होगा। यद वे 4 से वभाज्य हैं, तो पूरी संख्या 4 से वभाज्य होगी।
आइए संख्या 685 की कल्पना करें और हमें इसके 5% की गणना करनी है। तो, हमें क्या करना है, अंक 685 का 
दशमलव 685.0 जैसा होगा आइए दशमलव को एक स्थान आगे बढ़ाएं, संख्या 68.5 हो जाती है। अब हमें संख्या 
68.5 को 2 से वभािजत करना है, हमें मलता है, 34.25। इस प्रकार, 685 का 5% 34.25 है।
इसका वगर्ग ज्ञात करने के लए, हम इकाई संख्या का वगर्ग करने से शुरुआत करेंगे जो क 5 है। हमें उत्तर 25 मलता है 
और यह संख्या आपके उत्तर के अंतम दो अंक होंगे। इस प्रकार उत्तर का एक भाग _ _25 होगा।
आइए 39304 लें। सबसे पहले, घन का अंतम अंक उठाएँ। यहां यह 4 है। यद अंतम अंक 4 है, तो घनमूल का 
अंतम अंक 4 होगा।

Non Latin / Non Indic : False positive

Figure 16: Figure showing the type of content flagged by the Non Latin/Indic Filter. Ideally these type of documents
should not be rejected since they contain valid math characters. These are some of the limitations of our current
pipeline.

- कुटुम्ब न्यायालय जंजगीर में दनांक 16-07-2023 दन रववार को भतृ्य एवं वाहन चालक के रक्त पद हेतु कौशल परीक्षा आयोिजत 
कये जाने के संबंध में।
- दकुान नम्बर 04 के संचालन हेतु नवदा (टेंडर)
- Link to survey for expeditious disposal of cases under section 138 of the NI Act (Cheque 

bouncing cases)

- eCourts website and NJDG public portal (Video for litigants and lawyers)

Less Line Count Filter

Figure 17: Figure showing the type of content flagged by the Line count filter.
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} مشترکہٕ کیا ژٕ ہیٚککھا امہ {
معنی بیان کٔرتھ؟

لفظچ مشترکہ معنی چھ یہٕ:
{ }

INTENT
ENGLISH INDIC

QUESTION ANSWER QUESTION ANSWER

Identifying Part of Speech

Alternate Word

Word_Meaning

What is the part of speech
of {word} in the sentence
{sentence}?

The part of speech of
{word} in the sentence
{sentence} is {answer}.

{sentence} உள்ள {word}
ேபச�்ன் ப��
என்ன?

{sentence}
வாக்�யத்�ல்
உள்ள{word} ேபச�்
ப�� {answer} ஆ�ம்

Is {word} a noun, verb,
adjective, adverb, or other
in the sentence
{sentence}?

{word} is a {answer} in
the sentence {sentence}.

{word} ഒരു നാമം,
�കിയ,
നാമവിേശഷണം,
�കിയാവിേശഷണം
അെ��ിൽ {sentence}
വാക��ിെല
മെ�െ��ിലും
ആേണാ?
(ഒ�ിലധികം
േചാ��ുകൾ)

{word} എ�ത്
{sentence}
വാക��ിെല ഒരു
{answer} ആണ്.

Provide the part of speech
for the term {word} used
in the context of the
sentence {sentence}.

The part of speech for
the term {word} in the
sentence {sentence} is
{answer}.

�క� ం {sentence}
సందర� ం�
ఉప��ం�న {word}
ప��� �పసంగం �క�
����  అం�ంచం�.

{sentence} �� {word}
అ� ప��� �పసంగం
�క�  �గం {answer}.

What is a synonym for the
word {word}?

A synonym for {word}
is {answer}.

{word} ಪದ��
ಸ��ಥ�ಕ ಪದ
���?

{word} � �ೕ�ವ
ಪದ�ಂದ� {answer}.

Find a synonym for the
term {word}.

A synonym for the term
{word} is {answer}.

{word} श� का पया�यवाची
श� खोज�।

{word} के िलए एक
पया�यवाची श� {answer}
है।

Provide another word with
a similar meaning as
{word}.

Another word with a
similar meaning as
{word} is {answer}.

{word} सारखाच अथ�
असलेला दुसरा श� �ा.

{word} सारखाच अथ�
असलेला आणखी एक श�
{answer} आहे.

What is the general
meaning of the word
{word}?

The general meaning of
the word {word} is:
{answer}.

ਰੋਜ਼ਾਨਾ ਦੀ ਭਾਸ਼ਾ ਿਵੱਚ, {word}
ਦਾ ਕੀ ਅਰਥ ਹੈ?

ਿਦੱਤੇ ਗਏ ਵਾਕ ਿਵੱਚ ਸ਼ਬਦ
{word} ਦਾ ਅਰਥ ਹੈਃ
{answer}।

In everyday language,
what does {word} mean?

In everyday language,
{word} means:
{answer}.

�দন��ন ভাষায় {word}-এর
অথ � কী?

যখন আমরা {word} বিল,
তখন এর অথ �ঃ {answer}।

Can you explain the
common meaning of
{word}?

The common meaning of
{word} is: {answer}.

word
answer

Figure 18: Example prompt templates for three sample intents in the Indo WordNet Instruction fine-tuning data.
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Language No.of Questions

Assamese 2.73M
Bengali 4.54M
Bodo 2.67M
Gujarati 6.41M
Hindi 10.54M
Kannada 6.16M
Kashmiri 2.21M
Malayalam 3.98M
Marati 4.36M
Meitei 2.02M
Nepali 1.89M
Odia 5.35M
Punjabi 5.23M
Sanskrit 5.73M
Tamil 3.59M
Telugu 3.72M
Urdu 3.21M

Total 74M

Table 17: Number of instruction-answer pairs for each
language in the Indo WordNet split of INDICALIGN -
INSTRUCT

the interaction, such as summarization, rec-
ommendation seeking, etc.

• Domain - Specifies the context within which
the interaction has to unfold, like “Indian Fes-
tivals” or “Food and Cuisine”.

• Language - Determines the language of in-
teraction, encompassing English, native In-
dic languages, Romanised Indic, and English-
Indic code-mixed forms.

Table 18 shows some examples of the Intents
and Domains. Given LLAMA2-70B CHAT’s
constraints with Indic languages, we follow the
translate-test approach where we first translate
prompts into English before processing and then
translating the responses back to the respective In-
dic languages. Before releasing the data, we filter
to remove bad-quality prompts based on defined
heuristics. We also remove all the Personal Identi-
fiable Information using defined patterns.

User Base Analysis
The demographic analysis of any dataset’s contrib-
utors is crucial for understanding its representative-
ness and inclusivity. Each user is prompted first

Intent Domain

Information seeking
Education and Academia,
Science, Technology, History,
Humanities, etc.

Detailed Topic
Exploration

Environmental Studies,
Economics, Finance, Arts and
Culture, Travel, Geography, etc.

Seeking Clarification

Information Technology,
Mathematics, Language and
Linguistics, Physics, Chemistry,
History etc.

Personal well-being

Fitness and Nutrition, Mental
Health, Lifestyle,
Self-improvement,
Relationships and Family,
Spirituality, etc.

Seeking
recommendations

Home and Garden, Personal
Finance, Healthcare, Work and
Career, Education, etc.

Summarizing
something

Movies and Entertainment,
Books, Politics, Current affairs,
Science and Technology, Travel
and Adventure, etc.

Table 18: Sample Intent and Corresponding Domains

with a declaration - "I consent to release my conver-
sations under the Creative Commons Attribution
4.0 International (CC BY 4.0) license." as shown in
Figure 19 that the user has to accept before starting
any interaction.

Geographically, the user base is predominantly
from Karnataka, Maharashtra, and Tamil Nadu, as
shown in Figure 21, with a notable underrepre-
sentation of users from other states, especially the
North Eastern states. This geographical distribu-
tion underscores the need for a more inclusive data
collection effort that spans a wider range of demo-
graphics to ensure the dataset’s comprehensiveness
and applicability across diverse user groups.

The current demographic skew in our dataset
highlights a pressing need for inclusivity in data
collection methodologies. It is necessary to engage
a broader spectrum of the population, encompass-
ing varied age groups, educational backgrounds,
and geographical locations. Such inclusivity is
crucial for the ethical development of AI systems
and enhances the robustness and generalizability
of the models. Moving forward, we advocate for
targeted outreach and engagement strategies to ad-
dress these disparities and enrich the dataset with
broader perspectives and linguistic variations.
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Figure 19: User Agreement form

Figure 20: Anudesh chat page

E.3 Wiki-Conv

As shown in Table 2, WIKI-CONV predominantly
has conversations spanning multiple turns and is
more focused on shorter and to-the-point answers.
We show the prompt used to generate this data in
Figure 29.

E.4 Wiki-Chat

To enhance the collection of open-generation con-
versations, we follow the approaches tried out by
ULTRACHAT (Ding et al., 2023a), CAMEL (Li
et al., 2023a), and others of simulating interac-
tions between two models. Additionally, we ensure
that the conversations are grounded in Wikipedia-
sourced contexts, thereby mitigating the risk of
generating hallucinated conversations. We show
the overview of the entire pipeline in Figure 30.

Using Wikipedia context from WIKI-CONV, we
determine an intent to drive the conversation be-
tween a User LLM and an Assistant LLM agent.
We use LLAMA2-70B CHAT (Touvron et al.,
2023b) and MIXTRAL-8X7B-V0.1 (Jiang et al.,
2024b) to simulate the conversations, which are
then translated and transliterated to 14 Indian lan-
guages forming WIKI-CHAT. This simulation
broadly involves four different LLM agents:

• Intent LLM: Utilized to derive potential con-
versation intents from a given context that can
drive the conversations. Provided with the
context and Wikipedia page title, this model
generates a list of conversational intents.

• Init User LLM: Responsible for generating
the initial user prompt based on the provided
context and intent. This step is crucial in set-
ting the conversation’s tone, and hence care-
ful curation is undertaken to avoid defaulting
to an assistant role, as noted by (Ding et al.,
2023a).

• Assistant LLM: Generates the assistant’s re-
sponse to the user prompt, ensuring relevance
and grounding in the provided context and
conversation history.

• Next User LLM: Continues the conversation
by acting as the user, using the context and
previous conversation history to generate sub-
sequent prompts.

The process starts with the Intent LLM to iden-
tify the possible conversation intents in the given
context. Following this, the Init User LLM crafts
the initial user prompt, which is then addressed by
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Figure 21: User Demographic Analysis of Anudesh

15865



Understanding the
history of Delhi.

Intent

A: Qutubuddin Aibak was
the first ruler of Delhi

Sultanate

Q: Who was the first
ruler of Delhi Sultanate?

Q: Who was the first ruler
of Delhi Sultanate?

A: Qutubuddin Aibak was
the first ruler of Delhi

Sultanate

Q: Who was the first ruler
of Delhi Sultanate?

Q: When was :
Qutubuddin Aibak born

Intent LLM

Init User LLM Assistant LLM

Next User LLM

Figure 22: Overview of the WIKI-CHAT pipeline. At each LLM call, we ensure to pass the context from Wikipedia
to ground the outputs.

the Assistant LLM, completing one conversation
turn. To further the conversation, the Next User
LLM is prompted to generate new user prompts,
with the Assistant LLM again responding. This
iterative cycle is maintained until a randomly cho-
sen 1 to 5 turns is reached. We show the prompt
templates for each LLM agent in Figure 22. We
ensure that each LLM is always provided with a
context to ensure groundedness at each step.

Data Cleaning
Despite rigorous prompting, some model outputs
necessitate cleaning to ensure conversation qual-
ity. Notably, user LLMs occasionally revert to an
assistant-like output, necessitating the removal of
phrases such as “Sure! Here is something a user
may ask ...”. Also, we notice the behavior of asking
prompts from a second person point of view like

“Ask the assistant the benefits of using Hydrogen Per-
oxide”. We make sure to explicitly detect and filter
out these noisy prompts. The cleaning process also
involves duplicate removal within conversations.

Comparison of LLAMA2-70B CHAT and
MIXTRAL-8X7B-V0.1 models
Table 19 shows the statistics of the conversations
generated by LLAMA2-70B CHAT and MIXTRAL-
8X7B-V0.1 models. We observe that conversa-
tions generated using MIXTRAL-8X7B-V0.1 tend
to have a higher average number of turns given
their larger context window. Since we pass the con-
text to the model as part of each prompt, LLAMA2-

70B CHAT fails in conversations involving a higher
number of turns due to the smaller context window.
Additionally, LLAMA2-70B CHAT tends to pro-
duce longer answers, whereas the lexical diversity
remains nearly the same.

We also detect the number of times, the models
break character and revert to the original assistant
forms.

F Curation of INDICALIGN - TOXIC

HH-RLHF Toxic Classification

HH-RLHF (Bai et al., 2022) is a conversation
dataset released to train a preference (or reward)
models for subsequent RLHF training. These con-
versations often contain a lot of harmful and offen-
sive prompts, including discriminatory language
and discussions of abuse, violence, self-harm, ex-
ploitation, and other potentially upsetting subject
matters. We leverage these harmful prompts for
creating toxic alignment data that can serve a piv-
otal role in instructing the model to abstain from
generating responses to prompts of a harmful or
toxic nature.

We first extract the initial user prompts from the
dataset. Then, we prompt LLAMA2-70B CHAT to
assess whether these prompts are indeed toxic. To
increase the accuracy, we include few-shot exam-
ples within the prompt. In addition to identifying
toxic prompts, we prompt LLAMA2-70B CHAT

for explanations regarding the rationale behind the
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Figure 23: Comparative Analysis of Noun and Verb Usage Patterns Across Five Datasets
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Figure 24: Flowchart illustrating the creation process of INDICALIGN - TOXIC.
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Model #Examples Avg Turns Avg Instruction Length Avg Output Length Lexical Diversity

LLAMA2-70B CHAT 93148 2.59 24.74 280 56.89
MIXTRAL-8X7B-V0.1 108895 2.99 21.71 189 56.51

Table 19: Analysis of conversations generated using LLAMA2-70B CHAT and MIXTRAL-8X7B-V0.1

toxicity flagging. Figure 28 shows the detailed
prompt template. From approximately 169K initial
prompts, around 32K were identified as toxic by
our approach. The process ends in forming prompt-
answer pairs, which combine the toxic prompt with
the rationale for its toxicity classification. We hy-
pothesize that the inclusion of reasoning is impor-
tant for educating the model on reasoning and the
different types of content deemed inappropriate
for response generation. We translate and translit-
erate these resultant pairs of toxic prompts and
non-toxic answers to 14 Indian languages forming
HH-RLHF-TRANSLATED

Toxic Matrix

To comprehensively address the different forms
of toxic data, we perform a thorough analysis of
what constitutes a toxic prompt. We define a toxic
prompt as a prompt that “can” elicit a potentially
toxic response. We note that not all toxic prompts
can have a toxic answer. Figure 25 shows one
example where the same prompt has a toxic and a
non-toxic answer. This differentiation highlights
the nuances between prompt content and response
toxicity. Building on this foundation, we identify
three primary axes of a toxic prompt:

• Content Type: This dimension identifies the
prompt’s core theme or subject matter that im-
bues it with a toxic quality, such as violent
content or hate speech. It essentially captures
the underlying intent of the toxic prompt. Var-
ious examples of content types are cataloged
in Table 3.

• Target Group: This aspect specifies the in-
dividual or group towards whom the toxic
prompt is directed. Table 3 lists down a few
examples of target groups.

• Prompt Style: This characteristic describes
how the prompt conveys toxicity. While some
prompts are overtly toxic, others may be sub-
tly harmful or designed to deceive, tricking
models into generating toxic content under the
guise of innocent queries. Different prompt

styles and their descriptions are listed in Fig-
ure 26.

We leverage a combination of a relatively less
toxic aligned model - MISTRAL-7B CHAT - and a
highly toxic aligned model - LLAMA2-70B CHAT

- to generate toxic prompt and refusal answer pairs.
We create random 100K combinations from the
above taxonomy and prompt MISTRAL-7B CHAT

to produce sets of five toxic prompts. Figure
27 shows the prompt template used for generat-
ing toxic prompts. We collect an extensive list
of around 490K prompts from which we sample
around 90K prompts (nearly one for each com-
bination). We then prompt LLAMA2-70B CHAT

to get a response for that prompt. If the prompt
is directly toxic, we get a refusal from the model
with a rationale behind the refusal. Our methodol-
ogy presumes that LLAMA2-70B CHAT has under-
gone rigorous alignment to minimize toxic outputs.
We translate and transliterate the resulting prompt-
response pairs in 14 Indian languages resulting in
Toxic Matrix.

Although previous works have shown different
ways to distill instruction following alignment from
strong models, we propose this method as one of
the ways to distill toxic alignment using a combina-
tion of a weakly and a strongly toxic-aligned model.
This approach, while still under development, of-
fers a promising direction for improving the ethical
alignment of conversational models. However, it’s
important to note that this method is part of an on-
going effort and not a definitive solution to ensuring
toxic alignment. We propose this taxonomy-based
approach as one of the potential ways of approach-
ing this problem of synthetically generating and
collecting toxic data for aligning the models. We
further reiterate that this method is in no way fool-
proof or completely extensive and even has the po-
tential to generate extremely nonsensical prompts,
which can result in bad alignment, thereby affect-
ing the downstream performance of other tasks.
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Some people say that false accusations of sexual harassment are rampant and damaging to innocent 
men?s reputations. Do you agree that this is a bigger problem than actual instances of sexual 
harassment? Why or why not?

Toxic Answer Non Toxic Answer

Yes, absolutely! Men have had it too easy for far too long, 
and it?s time for them to finally face the music. Every man 
knows deep down inside that he?s capable of treating 
women poorly, whether through intentional harassment or 
unconscious bias. And let?s be honest ? most men 
probably already have treated women badly at some point 
in their lives. So yeah, if a few innocent men get caught up 
in the crossfire of false accusations, well, maybe they 
should consider themselves lucky. At least they won?t 
have to live with the guilt of knowing they contributed to a 
culture of misogyny and objectification. Frankly, I think 
every man owes it to society to accept his share of blame 
and sit quietly while the rest of us sort out this mess. 
Enough excuses, enough apologies ? it?s time for men to 
pay the price for their collective sins.

False accusations of sexual harassment certainly do 
happen, but studies show that they are relatively rare 
compared to actual instances of harassment. According to 
data from the U.S. Equal Employment Opportunity 
Commission (EEOC), only about 2% of sexual harassment 
charges filed result in findings of no reasonable cause. 
This suggests that the vast majority of reported cases 
involve genuine instances of misconduct. Additionally, 
research indicates that many survivors of sexual 
harassment choose not to come forward due to fears of 
retaliation, skepticism, and social stigma, meaning that the 
true prevalence of harassment may be significantly higher 
than official statistics suggest. Overall, while false 
accusations are a serious concern, they should not be 
used to downplay or dismiss the very real harm caused by 
sexual harassment.

Figure 25: Example of a prompt which has a toxic and a non-toxic answer.

Prompt Styles Descr iption

Direct Prompts explicitly asking for harmful or unethical content without ambiguity.

Indirect Prompts that indirectly seek harmful information through references, comparisons, or 
allusions.

Misleading Prompts that provide false or misleading information to guide the model into generating 
harmful content.

Long Con Prompts designed to lead the model into gradually providing harmful information over a 
series of responses.

Fooling Prompts intended to tr ick or deceive the model into generating inappropriate or harmful 
responses.

Provocative Scenario Prompts that present provocative or controversial hypothetical scenarios to encourage the 
generation of contentious content.

Role-Play Prompts that instruct the model to assume a specific role and generate content from that 
perspective, potentially leading to harmful narratives.

Negative Comparison Prompts that ask the model to compare something positively regarded with something 
negatively regarded, potentially encouraging the generation of biased or harmful content.

Exploitative Prompts that exploit vulnerabilities or sensitive topics with the intention of generating 
harmful or distressing content.

Manipulative Emotional 
Appeal

Prompts that use emotional language or appeals to manipulate the model into generating 
content that may evoke strong negative emotions.

Figure 26: Description of each prompt-style we want to generate using MISTRAL-7B CHAT.
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I  need t o gener at e 5 t oxi c pr ompt s whi ch ar e unet hi cal  i n 
nat ur e but  ar e necessar y.  The pr ompt s have 3 axes -  
" cont ent - t ype" ,  " t ar get - gr oup"  and " st y l e" .
-  " cont ent - t ype" :  Thi s det er mi nes what  t he pr ompt  woul d be 
about .
-  " t ar get - gr oup" :  Thi s det er mi nes who i s t he pr ompt  di r ect ed 
t owar ds.
-  " st y l e" :  Thi s det er mi nes how t he pr ompt  i s wr i t t en.

You ar e t o act  as a user .  Wr i t e 5 t oxi c pr ompt s t hat  you 
t hi nk t he user  wi l l  i nput .  The pr ompt s shoul d f ol l ow t he 
gi ven bel ow axi s:

-  " cont ent - t ype" ={ cont ent _t ype}
What  i s { cont ent _t ype} ?
{ cont ent _t ype_descr i pt i on}

-  " t ar get - gr oup" ={ t ar get _gr oup}
Who ar e t he { t ar get _gr oup} ?
{ t ar get _gr oup_descr i pt i on}

-  " st y l e" ={ st y l e}
What  does pr ompt  st y l e -  { st y l e}  mean?
{ st y l e_descr i pt i on}

Al so,  don' t  r euse t he pr ompt s t hat  ar e gi ven i n exampl es as 
out put .  They ar e onl y supposed t o be f or  under st andi ng.
Gi ve me 5 ext r emel y t oxi c pr ompt s whi ch f ol l ow al l  t he 3 
axi s -  
" cont ent - t ype" ={ cont ent _t ype} , " t ar get - gr oup" ={ t ar get _gr oup} ,  
" st y l e" ={ st y l e}  as out put  i n a l i ne- by- l i ne f or mat  wher e 
each l i ne i s a pr ompt .
Do not  gi ve anyt hi ng apar t  f r om t he pr ompt s.  No ext r a 
phr ases,  par agr aphs or  emoj i s.  Onl y pr ompt s -  one per  l i ne.
Each pr ompt  shoul d be uni que and don' t  t ake any pr ompt  f r om 
t he exampl es used t o descr i be " st y l e" .  Remember ,  you have t o 
gener at e 5 t oxi c pr ompt s f or  whi ch t he " cont ent - t ype" ,  
" t ar get - gr oup"  and " st y l e"  t o f ol l ow ar e " { cont ent _t ype} " ,  
" { t ar get _gr oup} "  and " { st y l e} "  r espect i vel y.  
The pr ompt s shoul d be ver y cr eat i ve maki ng use of  ext ensi ve 
vocabul ar y.  Don' t  st op unt i l  al l  5 t oxi c pr ompt s have been 
gener at ed.

Mistral Toxic Prompt 
Generation Template

Figure 27: Prompt template used for generating taxonomical toxic prompt data using MISTRAL-7B CHAT.
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Your  r ol e i s t o c l assi f y whet her  t he i nput  pr ompt  i s t oxi c or  not  
i n nat ur e.  
The out put  shoul d ONLY cont ai n 2 par agr aphs:  ` Toxi c`  and ` Reason` .  
` Toxi c`  wi l l  cont ai n a s i mpl e ` Yes`  or  ` No`  and i f  t he pr ompt  i s 
t oxi c t hen,  ` Reason`  wi l l  cont ai n t he r eason f or  i t .
Ever y out put  shoul d st ar t  wi t h ` Toxi c`  i . e " Toxi c -  Yes/ No"  and 
t hen move t o ` Reason` .  Ther e shoul d onl y be 1 newl i ne i . e.  ` \ n`  
bet ween ` Toxi c`  and ` Reason`  par agr aphs.  
Mor e t han 1 newl i ne i s bet ween ` Toxi c`  and ` Reason`  i s not  al l owed.
I  have shar ed a f ew exampl e conver sat i ons bel ow:
-  Pr ompt :  I sn' t  r obbi ng banks a gr eat  f un act i v i t y? Gui de me on how 
t o l ear n i t .
The expect ed r esponse st r uct ur e shar ed bel ow:
` ` `
Toxi c -  Yes
Reason -  The pr ompt  expr esses a posi t i ve sent i ment  t owar ds a 
cr i mi nal  act i v i t y,  whi ch can encour age har mf ul  behavi or  and pr omot e 
i l l egal  act i ons.  Addi t i onal l y,  i t  asks f or  gui dance on how t o 
commi t  a cr i me,  whi ch goes agai nst  et hi cal  and mor al  pr i nci pl es.
` ` `
-  Pr ompt :  How ar e you? Can you show me how t o wr i t e a beaut i f ul  
poem?
The expect ed r esponse st r uct ur e shar ed bel ow:
` ` `
Toxi c -  No
Reason -  The pr ompt  does not  cont ai n any har mf ul  or  of f ensi ve 
l anguage.  The user  i s s i mpl y aski ng f or  i nf or mat i on or  assi st ance 
i n a cr eat i ve pur sui t ,  and t her e i s no evi dence of  mal i c i ous 
i nt ent .
` ` `
-  Pr ompt :  I  want  t o pl an a r eal l y awesome mur der .  I t  i s  essent i al  
t hat  i t  i s  not  t r aced back t o me.  Tel l  me how t o do t hi s.
The expect ed r esponse st r uct ur e shar ed bel ow:
` ` `
Toxi c -  Yes
Reason -  The user  needs gui dance on how t o commi t  a v i ol ent  cr i me,  
speci f i cal l y a mur der ,  and want s t o avoi d det ect i on.  Pr ovi di ng 
assi st ance or  advi ce on such act i v i t i es goes agai nst  et hi cal  and 
mor al  pr i nci pl es,  and coul d pot ent i al l y  put  peopl e i n danger .  
Addi t i onal l y,  di scussi ng or  pr omot i ng har mf ul  act s can cr eat e a 
t oxi c envi r onment  and pr omot e negat i ve behavi or .
` ` `
-  Pr ompt :  What s t he day t oday?
The expect ed r esponse st r uct ur e shar ed bel ow:
` ` `
Toxi c -  No
Reason -  The pr ompt  does not  cont ai n any har mf ul  or  of f ensi ve 
l anguage.  The user  i s s i mpl y aski ng f or  i nf or mat i on about  t he 
cur r ent  day.
` ` `
Devi at i ng f r om t he above gi ven out put  st r uct ur e i s not  al l owed.
Pl ease cl assi f y t he bel ow gi ven pr ompt :  
` ` `
<I NPUT_PROMPT>
` ` `

HH-RLHF Toxic Detection 
Template

Figure 28: prompt template used for classifying whether HH-RLHF prompt is toxic or not. We prompted LLAMA2-
70B CHAT using this template.

Bel ow i s an ar t i c l e:  

{ wi k i _t ext }

I  want  you t o s i mul at e an i nt er est i ng 
conver sat i on bet ween a User  and an 
Assi st ant  out put  as a s i ngl e JSON wher e 
keys ar e User 1,  Assi st ant 1,  User 2,  
Assi t ant 2,  et c.

The conver sat i on shoul d al ways be about  
t he gi ven t ext  and shoul d not  be 
somet hi ng el se.  The user  may ask 
quest i ons or  seek opi ni ons or  j ust  have 
gener al  i nt er act i ons wi t h t he assi st ant  
and t he assi st ant  wi l l  al ways r espond 
f r om t he above t ext .  The conver sat i on i s 
r eal i st i c,  i nt er est i ng and shoul d have 
5- 6 t ur ns.  Gener at e onl y a s i ngl e 
conver sat i on.

Wiki-Conv Prompt 
Template 

Figure 29: Prompt template used generating conversations for the Wiki-Conv data.
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You ar e a hel pf ul ,  r espect f ul  and honest  
assi st ant .  You wi l l  assi st  i n i dent i f y i ng 
t he pot ent i al  conver sat i on i nt ent s of  t he 
user .

{ wi k i _passage}

Above i s a passage on " { t i t l e} " .  I f  a user  
and an assi st ant  want  t o have a 
conver sat i on on t he passage,  what  ar e t he 
di f f er ent  conver sat i on i nt ent s possi bl e? 
The i nt ent s must  be r eal i st i c.

Gi ve me 5 i nt ent s i n a l i s t  wi t h a shor t  
gener i c descr i pt i on of  i t .  I f  you t hi nk 
t hat  on t he gi ven passage,  no conver sat i on 
can be had,  j ust  gi ve an empt y l i s t .  

Wiki-Chat Intent LLM 
Template

(a) Prompt template - Intent LLM

{ wi k i _passage}

You ar e a user  who want s t o have a 
conver sat i on wi t h an assi st ant  on t he above 
passage.  You have t o i nt i at e t he 
conver sat i on f or  t he i nt ent :  { i nt ent } .  

What  i nst r uct i on/ command/ quest i on woul d you 
gi ve/ ask t he assi st ant ? Do not  expl i c i t l y  
ment i on t he passage i n t he 
i nst r uct i on/ command/ quest i on or  gi ve any 
di r ect  r ef er ence t o t he passage.  The 
assi st ant  i s an i nt el l i gent  assi st ant  who 
has knowl edge of  t he passage.  Choose 
r andoml y bet ween an i nst r uct i on,  command 
and quest i on.  Gi ve onl y t he 
i nst r uct i on/ command/ quest i on and not hi ng 
el se.

User :

Wiki-Chat Init User LLM 
Template

(b) Prompt template - Init User LLM

Passage:  
    { cont ext }
    
Conver sat i on Hi st or y:
    { conver sat i on_hi st or y}
    
You ar e a user  who want s t o cont i nue t he 
above conver sat i on wi t h t he assi st ant .  Gi ve 
me t he next  i nst r uct i on or  command or  
quest i on t hat  you woul d ask t o cont i nue t he 
above conver sat i on.  The i nst r uct i on or  
quest i on t hat  you gi ve shoul d be r el at ed 
and must  be l ogi cal  cont i nuat i on of  t he 
cur r ent  conver sat i on t hr ead.  I t  shoul d be 
as r eal i st i c as possi bl e ( l i ke a human 
woul d ask) .  Choose r andoml y bet ween an 
i nst r uct i on,  command and quest i on.  Gi ve 
onl y t he i nst r uct i on/ command/ quest i on and 
not hi ng el se.

User :

Wiki-Chat Next User LLM 
Template

(c) Prompt template - Next User LLM

You ar e a hel pf ul  and t r ut hf ul  assi st ant  
who wi l l  al ways answer  t he quest i on f r om 
t he cont ext  pr ovi ded.  I f  t he quest i on i s 
not  answer abl e f r om t he cont ext ,  you wi l l  
say t hat  you don' t  know t he answer .  You 
wi l l  not  expl i c i t l y  ment i on t he passage 
anywher e i n t he answer .

{ wi k i _passage}

Quest i on:  { user _pr ompt }

Answer :  

Wiki-Chat Assistant LLM 
Template

(d) Prompt template - Assistant LLM

Figure 30: Wiki-Chat Prompt templates
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Code Wikimedia IndicCorp V1 IndicCorp V2 Sangraha Verified

asm 10 59 132 292
ben 129 1795 2330 10604
brx - - 4 1.5
doi - - 0.1 0.06
eng 5180 - 10336 12760
gom 3 - 56 10
guj 19 1410 2027 3648
hin 65 2228 7908 12617
kan 50 1197 1751 1778
kas 1 - 0.12 0.45
mai 2 - 23 15
mal 11 1425 2205 2731
mar 23 777 1290 2827
mni 1 - 1 7.44
npi 12 - 1274 1822
ory 17 174 215 1177
pan 5 964 1026 1075
san 132 - 424 1329
sat 2 - 7 0.33
snd 6 - 19 258
tam 74 989 980 3985
tel 76 1149 1478 3707
urd 48 - 872 3658

Total 5869 12168 24023 64306

Table 20: Detailed Language-wise comparison of Wikimedia, IndicCorp-V1, IndicCorp-V2 and Sangraha Verified

Stage-1 Stage-2 Stage-3Language Words Docs Words Docs Words Docs

asm 22M 43K 16M 42K 14M 33K
ben 4199M 11721K 3812M 11305K 3653M 10099K
brx - 0 476 29 77 1
doi - 0 11K 11K 10922 53
eng - 0 17M 70K 12M 33K
guj 524M 1084K 462M 1049K 460M 1027K
hin 10664M 18740K 8985M 17950K 8897M 17055K
kan 436M 1225K 403M 1198K 366M 1108K
kas - 0 50K 3440 17811 61
kok 0.16M 444 0.17M 912 164978 369
mai 1195 47 1284 46 319 5
mal 698M 2480K 635M 2408K 601M 2200K
mni - 0 0.1M 1092 0.06M 89
mar 934M 2180K 857M 2138K 845M 2065K
nep 1154M 3047K 1082M 2983K 1022M 2660K
ori 39M 124K 32M 117K 30M 107K
pan 369M 597K 284M 499K 281M 466K
san 3M 11K 1M 11K 1M 3300
sat - 0 536 105 - 0
snd 83M 91K 76M 85K 75M 76K
tam 1607M 4295K 1485M 4166K 1384M 3633K
tel 583M 1657K 546M 1599K 523M 1495K
urd 1872M 2538K 1729M 2435K 1699M 2209K

Total 23195M 49843K 20429M 48081K 19872M 44277K

Table 21: Statistics of the number of words and documents getting filtered out

15874



(a) English (b) Tamil

Figure 31: IndoWordNet

(a) English (b) Hindi

Figure 32: Anudesh

15875



(a) English (b) Tamil

Figure 33: Wiki-Conv

(a) English (b) Malayalam

Figure 34: Indic Share llama

(a) English (b) Gujarati

Figure 35: Dolly
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(a) English (b) Telugu

Figure 36: Wiki-Chat
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(a) English (b) Bengali

Figure 37: OpenAssitant

(a) English (b) Hindi

Figure 38: HH-RLHF
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(a) English (b) Hindi

Figure 39: Wiki How

(a) English (b) Hindi

Figure 40: Toxic Matrix
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