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Abstract

Theory of Mind (ToM) is the cognitive capa-
bility to perceive and ascribe mental states to
oneself and others. Recent research has sparked
a debate over whether large language models
(LLMs) exhibit a form of ToM. However, exist-
ing ToM evaluations are hindered by challenges
such as constrained scope, subjective judgment,
and unintended contamination, yielding inad-
equate assessments. To address this gap, we
introduce T MBENCH with three key charac-
teristics: a systematic evaluation framework
encompassing 8 tasks and 31 abilities in so-
cial cognition, a multiple-choice question for-
mat to support automated and unbiased eval-
uation, and a build-from-scratch bilingual in-
ventory to strictly avoid data leakage. Based
on T MBENCH, we conduct extensive experi-
ments to evaluate the ToM performance of 10
popular LLMs across tasks and abilities. We
find that even the most advanced LLMs like
GPT-4 lag behind human performance by over
10% points, indicating that LLMs have not
achieved a human-level theory of mind yet. Our
aim with T MBENCH is to enable an efficient
and effective evaluation of LLMs’ ToM capa-
bilities, thereby facilitating the development of
LLMs with inherent social intelligence.

1 Introduction

Theory of Mind (ToM) is a fundamental cognitive
process, involving the capability to attribute mental
states – beliefs, intents, desires, emotions, knowl-
edge, etc. – to oneself and others (Premack and
Woodruff, 1978). ToM is essential for human so-
cial cognition (Baron-Cohen et al., 1985) and plays
an important role in social activities like empa-
thetic communication (Decety and Jackson, 2004),
relationship maintenance (Slaughter et al., 2002),
decision making (Carlson and Moses, 2001), and
childhood education (Caputi et al., 2012).

∗ Equal contribution.
† Corresponding author.

With the advent of the era of large language mod-
els (LLMs), powerful LLMs like GPT-4 (Achiam
et al., 2023) and LLaMA (Touvron et al., 2023)
have demonstrated comparable performance to hu-
mans in solving tasks. Consequently, researchers
have grown increasingly curious that “Do large lan-
guage models have a theory of mind?”, while the
subsequent assessments have yielded inconsistent
and even contradictory results. Kosinski (2023) and
Bubeck et al. (2023) find that GPT-3.5/4 achieve re-
markably high performance on the false belief task
(Wimmer and Perner, 1983), suggesting that ToM
may have spontaneously emerged in LLMs. How-
ever, later studies reveal that LLMs’ ToM perfor-
mance dramatically decreases when faced with triv-
ial alterations (Ullman, 2023; Shapira et al., 2023).
This suggests a phenomenon called “Clever Hans”
(Lapuschkin et al., 2019) denoting that LLMs rely
on unexpected spurious correlations (Simon and
Simon, 1977) rather than truly possessing a “Mind
Reading” ability. This ongoing debate underscores
the pressing need for a holistic ToM benchmark.

Despite its critical importance, the development
of such a benchmark still faces three major chal-
lenges. 1) Constrained scope. Existing studies
mainly evaluate LLMs on specific ToM dimensions
like emotions (Sap et al., 2019) and beliefs (Wu
et al., 2023). While inspiring, they fall short of
providing a complete ToM assessment. 2) Subjec-
tive judgment. Most existing inventories for ToM
evaluation involve open-ended questions where re-
sponses require manual scoring by experts (Beau-
doin et al., 2020). While this approach works on
small-scale and focused ToM tests for children, it is
impractical for benchmarking due to the high anno-
tation cost required for comprehensively evaluating
LLMs. Additionally, human evaluations towards
diverse answers may introduce potential inconsis-
tency and bias (Klie et al., 2023). 3) Unintended
contamination. Although merely combining dif-
ferent inventories can create a corpus involving
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Tasks
(8)

Abilities
(31)

Unexpected Outcome Test
Scalar Implicature Task
Persuasion Story Task
False Belief Task
Ambiguous Story Task
Hinting Test
Strange Story Task
Faux-Pas Recognition Test

Emotion (7)
Desire (4)
Intention (4)
Knowledge (4)
Belief (6)
Non-Literal Comm. (6)

Story: Mike wins the championship in a piano solo 
competition and receives praise from his brother.

Task: Unexpected Outcome Test

Ability1: Emotion/Typical emotional reactions

Inventory Example Evaluation

✔

Original
Inventory

Bilingual
Corpus

Systematic 
Framework 

✔

✔

Question1: What emotion does Mike likely show? 
A. Proud                                  B. Guilty         
C. Ashamed                             D. Disappointed

Question2: Mike feel guilty rather than proud, why? 
A. Mike initially dislikes playing the piano and is forced 
into learning by his brother.
B. Mike makes a significant mistake in the competition 
and worries about being discovered by others.
C. Mike worries that the prize money is not enough to 
buy a new piano.
D. His brother, to pay for Mike's piano lessons, works 
very hard with no free time every day.

Ability2: Belief/Sequence false beliefs
Characteristics

Task Dim.
Ability1 Dim. 
Ability2 Dim.  

✔✔

✔

✔

MCQ
Format

50%

Figure 1: T MBENCH is a systematic, automated, and original bilingual ToM benchmark for LLMs, covering 8
tasks and 31 abilities. T MBENCH contains 2,860 testing samples involving diverse real-world social scenarios.

multiple ToM aspects, it is still not qualified for
being a benchmark. Since most ToM inventories
in psychology research are released far before the
launch of LLMs, they are likely to have appeared
in the training process of LLMs, whether during
pre-training, SFT, or RLHF (Golchin and Surdeanu,
2023; Li and Flanigan, 2023). We present a simple
verification in Appendix A. The potential contami-
nation indicates a risk that LLMs might complete
ToM evaluations in an “open-book” status, leading
to inflated performance (Shapira et al., 2023).

To address the above challenges, we propose
T MBENCH, a ToM benchmark for LLMs fea-
turing three key characteristics. 1) Systematic
framework. We first review broad psychologi-
cal literature and identify 8 well-defined theory-
of-mind tasks in T MBENCH. Then, since tasks
are the means and abilities are the core, we fur-
ther ground T MBENCH in a well-structured psy-
chological framework, ATOMS (Beaudoin et al.,
2020), expanding our evaluation to encompass 31
core theory-of-mind abilities. We hereby design
both task- and ability-oriented evaluations to com-
prehensively assess the ToM capabilities of LLMs.
2) Multi-choice question format. We define ev-
ery test sample in T MBENCH as a story, fol-
lowed by a question, and several plausible options
where only one answer is correct and the others are
high-quality but misleading wrong answers. This
multiple-choice question (MCQ) format enables
automated and efficient evaluation, avoiding the
high labor costs and potential inconsistencies in
manual scoring. 3) Build-from-scratch inventory.
We do not use any existing inventories. Instead, af-
ter being trained by professional psychologists who
are proficient in ToM, we authors draw inspiration
from daily social scenarios and manually create

2,860 original test samples, each available in both
Chinese and English. We also implement strict an-
notation and validation procedures to ensure the
data quality. The resulting inventory includes the
above-mentioned 8 tasks and 31 abilities for ToM
evaluation, covering a wide range of real-world
human social scenarios across diverse topics.

Using T MBENCH, we conduct both task- and
ability-oriented evaluations of 10 popular LLMs
with vanilla and CoT prompting. We also recruit
20 graduate students to provide an expected human
baseline ToM performance. The experimental re-
sults show that, the GPT-4 series outperforms other
LLMs across ToM tasks and abilities, yet their av-
erage performance is significantly lower than hu-
man levels by over 10% points. Further analysis
shows that when facing a more rigorous and com-
prehensive understanding of social scenarios, the
gap in ToM performance between LLMs and hu-
mans widens. Moreover, inspecting the internal
attention of LLMs reveals their decision-making
processes notably differ from those of humans.

To the best of our knowledge, T MBENCH

is the first systematic ToM benchmark for auto-
mated ToM evaluation of LLMs. We hope that
T MBENCH will drive construction through eval-
uation, facilitating the development of LLMs in
the realm of social intelligence, thereby comple-
menting their task-solving capabilities. A broader
objective is to enable LLMs to transcend the super-
ficial layer of natural language and delve deeper
into understanding the mental states and cognitive
processes behind human words, hereby foster more
efficient and seamless human-AI interaction. We re-
lease T MBENCH at https://github.com/
zhchen18/ToMBench.
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4.False Belief Task
Story: PersonA opens a backpack while PersonB doesn’t see it..
Question: What does PersonA expect PersonB to find inside the backpack?

7.Strange Story Task  
Story: PersonA adds too much salt while cooking, and PersonB mocks him...
Question: Why does PersonB say this?

6.Hinting Test 
Story: PersonA hints to PersonB to help her but does not say it directly...
Question: What does PersonA hope PersonB do?

8.Faux-Pas Recognition Test 
Story: PersonA unintentionally says offensive words to PersonB...
Question: Does anyone say something inappropriate in this story?

5.Ambiguous Story Task  
Story: PersonA and PersonB communicate with body language, and PersonC sees them...
Question: What is PersonC thinking about?

1.Unexpected Outcome Test 
Story: PersonA attends PersonB's wedding, but they have a fight before...
Question: PersonB should feel embarrassed, but PersonaB is very happy. Why?

3.Persuasion Story Task 
Story: PersonA wants to go to the park with PersonB, but PersonB doesn't want to...
Question: How does PersonA persuade PersonB?

2.Scalar Implicature Task 
Story: A football team of 18 players has almost 1/3 as goalkeepers...
Question: How many goalkeepers in the team?

Tasks (with Simplified Examples)

Non-Literal Communication
Irony/Sarcasm (Task 6/7 )
Egocentric lies (Task 7 )
White lies (Task 7 )
Involuntary lies (Task 7 )
Humor (Task 7 )
Faux pas (Task 8 )

Knowledge
Knowledge-pretend play links (#)
Percepts-knowledge links (#)
Information-knowledge links (Task 2)
Knowledge-attention links (#)

Belief
Content false beliefs (Task 4 )
Location false beliefs (Task 4 )
Identity false beliefs (Task 7 )
Second-order beliefs (Task 4 )
Beliefs based act./emotions (Task 5/7 )
Sequence false beliefs (Task 1 )

Abilities
Emotion
Typical emotional reactions  (Task 1 )
Atypical emotional reactions (Task 1 )
Discrepant emotions (#)
Mixed emotions (Task7 )
Hidden emotions (#)
Moral emotions (#)
Emotion regulation (#)

Desire
Multiple desires (#)
Desires influence on act./emo.  (Task3 )
Desire-action contradiction (Task 7 )
Discrepant desires (#)

Intention
Discrepant intentions (#)
Prediction of actions (#)
Intentions explanations (Task 5/6/7 )
Completion of failed actions (#)

Abilities

Figure 2: The mapping between 8 tasks and 31 ATOMS abilities. The suffix after each ability indicates its occurrence
within specific tasks, whereas those with “#” are not covered by tasks and are evaluated with extra test samples.

2 T MBENCH Framework

2.1 8 Theory-of-Mind Tasks

The essence of the theory of mind is social under-
standing, which refers to the ability of humans to
perceive and ascribe mental states to themselves
and others in social scenarios. In T MBENCH,
we first identify 8 social cognitive tasks that have
been widely proven in psychology to effectively
assess ToM capabilities: Unexpected Outcome
Test (Dyck et al., 2001), Scalar Implicature Task
(Goodman and Stuhlmüller, 2013), Persuasion
Story Task (Kołodziejczyk and Bosacki, 2016),
False Belief Task (Wimmer and Perner, 1983),
Ambiguous Story Task (Bosacki and Wilde Ast-
ington, 1999), Hinting Test (Corcoran et al., 1995),
Strange Story Task (Happé, 1994), Faux-pas
Recognition Test (Baron-Cohen et al., 1999). We
then construct test samples for these tasks based on
definitions, descriptions, and examples in the origi-
nal psychology literature. Due to space constraints,
we present the details of all tasks in Appendix B.

2.2 31 Theory-of-Mind Abilities

Drawing from expertise in psychology, we gain in-
sight into the principle that tasks are means, while
abilities are the core (Quesque and Rossetti, 2020).
Thus, we further resort to a well-defined psycho-
logical framework, “Abilities in the Theory-of-
Mind Space (ATOMS)” (Beaudoin et al., 2020).
Originally designed for an extensive analysis of
psychological ToM measures towards young chil-
dren, ATOMS outlines 7 distinct ability dimen-
sions: Emotion, Desire, Intention, Percept, Knowl-

edge, Belief, and Non-literal Communication, em-
bracing 39 specific theory-of-mind abilities. After
removing the Percept dimension requiring visual
cues and some mixed abilities, we retain a total of
6 dimensions and 31 abilities in T MBENCH.

However, as shown in Figure 2, the above-
mentioned 8 tasks only encompass 19/31 abilities
in ATOMS. Therefore, to address the remaining
12 abilities, we again refer back to the original
literature to supplement extra ability-specific test
samples, thereby extending the evaluation scope
of T MBENCH to a complete set of 31 abilities.
Due to space limitation, we here briefly introduce
6 ability dimensions, while the complete details of
31 specific abilities can be found in Appendix C.

1) Emotion involves 7 abilities to understand
that situational factors influence people’s emotional
states, that people can experience complex emo-
tions, and that people can regulate emotional ex-
pressions. 2) Desire involves 4 abilities to under-
stand that people have subjective desires, prefer-
ences, and wants that influence their emotions and
actions. 3) Intention involves 4 abilities to un-
derstand that people undertake actions in pursuit
of goals and intentions. 4) Knowledge involves
4 abilities to understand that others have access
to different knowledge based on their perceptions,
information they have received, or familiarity with
things. 5) Belief involves 6 abilities to understand
that people can hold beliefs about the world that are
different from reality or different from one’s own
beliefs. 6) Non-literal Communication involves
6 abilities to understand that communication can
convey meaning beyond the literal words spoken.
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Exploring Family Attic

Siblings Belongings

Sibling Relationships

Parenting Challenges

Cultural Traditions 

Office Organization

Office Gossip

New Employee Orientation
Unexpected Meeting

Achievement Recognition

Classroom Exploration

Imitation Behavior in a Robot
Artificial Intelligence

Social Media Addiction
Interest in Science

Exhibition Visit
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Technology

Civic

Family

Legal Support 
Theft and Response
Community Service
Volunteer Selection

Volunteer Activity

Balancing Homework and Leisure Library Mischief
Academic Pressure
Group Project Dynamics

Community Theft 
and Response

Unexpected Discovery 
in the Basement

Intriguing Discovery

Conflict Resolution

Interaction Between 
Neighbors

Amusement Park Experience

Sports

Unfortunate Picnic Experience
Birthday Party

Escape Room Game

Privacy and Bully
Supporting a Friend in Need
Supporting a Friend's Success
Support and Encouragement
Conflict and Reconciliation

Trust and Loyalty
Planning a Romantic Vacation
Gift Giving or Receiving
Relationships after Breakup
Long Distance Relationship

Figure 3: Topics of social scenarios in T MBENCH.
Under 9 primary topics, we highlight the top-5 sub-
topics with the highest frequency.

3 T MBENCH Construction

3.1 Overview

Principles We authors act as workers and build
T MBENCH from scratch. We do not use any ex-
isting inventories from psychological literature due
to the potential risk of data contamination and the
limited size of test samples. To ensure the effec-
tiveness of inventory, all workers have undergone
training by psychology experts, gaining a solid un-
derstanding of ToM. Furthermore, all workers have
thoroughly reviewed the related psychology liter-
ature, adhering strictly to the specific definitions,
descriptions, and examples of tasks and abilities.

Procedure We first craft samples for 8 tasks, with
each worker responsible for at least one, covering
19 abilities in total. Owing to the natural difficulty
of tasks and abilities, we ensure that each task has
≥100 samples, and each ability within a task has
≥20 samples. This step results in the creation of
2,470 samples. Subsequently, we add extra samples
for the remaining 12 abilities not previously cov-
ered, with ≥20 samples for each ability, bringing
the total number of samples to 2,860.

Statistics In Table 1, we present the data statis-
tics of T MBENCH. Due to space constraints, the
detailed statistics of the 31 abilities are present in
Appendix D. As shown in Figure 3, T MBENCH

includes diverse daily topics, such as school, work-
place, family, neighborhood, etc. These real-life so-
cial scenarios are crucial for an effective ToM eval-
uation, just as we mentioned earlier, the essence of
the theory of mind is social understanding.

#S #Q ASL
(En)

ASL
(Zh) Agr.

Task View 934 2,470 61.22 97.69 99.4%
Unexpected Outcome Test 100 300 38.46 62.01 100.0%
Scalar Implicature Task 100 200 47.17 76.89 100.0%
Persuasion Story Task 100 100 36.58 51.35 95.0%
False Belief Task 100 600 49.15 77.54 100.0%
Ambiguous Story Task 100 200 102.57 164.07 100.0%
Hinting Test 93 103 49.63 79.92 100.0%
Strange Story Task 201 407 70.42 112.97 100.0%
Faux-pas Recognition Test 140 560 95.77 156.79 98.2%

Ability View 1,584 2,860 66.57 107.21 99.4%

Emotion 300 420 52.34 83.50 99.8%
Desire 160 180 50.19 74.91 97.2%
Intention 273 340 82.56 131.20 100.0%
Knowledge 170 290 56.38 94.26 100.0%
Belief 440 882 55.70 88.99 100.0%
Non-Literal Communication 241 748 88.02 143.91 99.4%

Table 1: Data statistics. #S: Number of stories, #Q:
Number of questions, ASL(En/Zh): Average story
length (English/Chinese). Agr.: Final agreement.

3.2 Data Collection

We here detail the process of data collection. We
construct T MBENCH in the form of multiple-
choice questions to avoid the high costs of manual
scoring, and ensure an unbiased and consistent eval-
uation. Each sample is defined as a combination of
a story, a question, and several options.

Story describes a scenario from everyday life, in-
cluding characters’ actions and interactions, to set
the context for evaluation. The inspiration for sto-
ries primarily comes from posts on social platforms
like Reddit, Twitter, Zhihu, and Weibo, such as
“What kind of hints have you understood from oth-
ers?” The design of stories refers to the setting
in psychology literature while ensuring variety in
social scenarios.

Question asks subjects to understand specific as-
pects of the story, which strictly adheres to psycho-
logical definitions of ToM tasks and abilities. Every
question is designed to be answerable by humans.
A story can correspond to multiple questions, each
exploring different aspects of a social scenario to
assess a comprehensive understanding, where each
question represents a unique test sample.

Options include one correct answer and several
misleading incorrect answers. The incorrect op-
tions are designed to be plausible, avoiding outliers
that are easily dismissed. Options are generally of
two types: for true/false questions, such as “Is what
PersonA said true?”, the options are simply yes/no.
For explanatory questions, such as “Why did Per-
sonB say this?”, there are four options provided.
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3.3 Data Validation & Translation
After the data collection, we conduct two rounds of
validation to ensure the data quality. In 1st round,
worker A would first complete all samples created
by worker B. For stories, questions, and options
where there are disagreements, workers A and B
would discuss and modify them to reach a consen-
sus as much as possible. In 2nd round, for sam-
ples where consensus is still not reached, another
worker C would discuss with workers A and B to
determine the final answer. After two rounds of dis-
cussion, the final average agreement reaches 99.4%.
The inventory is initially crafted in Chinese. We
then carefully use GPT-4-0613 to translate it into
English, and manually check all translated samples
to support bilingual ToM evaluation. Note that we
do not provide correct answers in translation, thus
there is no data leakage. The translation prompts
can be found in Appendix E. Since we authors act
as workers, we do not pay any other individuals for
data collection.

3.4 Evaluation Method
In T MBENCH, we organize the test samples in
two perspectives: the task view groups them into
8 theory-of-mind tasks, and the ability view cate-
gorizes them into 31 specific theory-of-mind abil-
ities. The former approach is more general and
commonly used in psychology research; the latter
is more comprehensive, allowing us to inspect the
performance of each specific ability. Accordingly,
we report both task-oriented and ability-oriented
results by averaging the samples related to a spe-
cific task or ability. For evaluation, we present
LLMs with a story, a question, and several options,
then ask them to pick the correct answer.

4 Experiments

4.1 Experimental Setup
We evaluate a total of 10 popular LLMs, in-
cluding GPT-4-1106 (OpenAI, 2023b), GPT-4-
0613 (Achiam et al., 2023), GPT-3.5-Turbo-
1106 (OpenAI, 2023b), GPT-3.5-Turbo-0613
(OpenAI, 2023a), ChatGLM3-6B (THUDM,
2023), LLaMA2-13B-Chat (Touvron et al., 2023),
Baichuan2-13B-Chat (Baichuan-Inc, 2023), Qwen-
14B-Chat (Bai et al., 2023), Mistral-7B-v0.2 (Jiang
et al., 2023), and Mixtral-8x7B-Instruct-v0.1 (Mis-
tral AI, 2023). For GPT* and other open LLMs, we
strictly abide by their terms and get access through
official APIs and model weights, respectively.

We employ two prompting methods: the vanilla
prompting directly asks LLMs to give a choice,
while the CoT prompting elicits step-by-step rea-
soning. The prompts are detailed in Appendix F.
For all models (except GPT-4-*), to avoid the bias
from option IDs (Zheng et al., 2023), we shuffle
the option orders five times and choose the most
frequently selected option as the final answer. For
the GPT-4-* models, our pilot experiments show
very consistent answers across different option or-
ders, so we only use the result from one round of
answering. Accuracy is used as the metric.

To establish a human baseline, we recruit 20 na-
tive graduate students (each paid with $15) to com-
plete the Chinese T MBENCH together. No extra
tutorials or examples are provided to ensure a fair
comparison. We directly use this result as human
performance since studies have found that cultural
and language differences do not significantly affect
ToM task performance across native-English and
native-Chinese speakers (Bradford et al., 2018).

4.2 Main Results

We show the ToM performance of LLMs across 8
tasks (Table 2) and 6 ability categories (Table 3),
with detailed results on the 31 specific abilities pre-
sented in Appendix G. We now dissect the results
and highlight several critical observations.

Human vs. LLMs The average ToM perfor-
mances of all LLMs are significantly lower than
that of humans, with the smallest gap being 10.1%
in task view (Human 85.4% vs. GPT-4-1106
75.3%) and 10.8% (Human 86.1% vs. GPT-4-0613
+ CoT 75.3%) in ability view, respectively. In-
terestingly, in the false belief task (FBT), LLMs
like GPT-4-1106 even outperform humans, which
we believe is explainable. In existing ToM inven-
tories, there are relatively abundant samples for
FBT, such as the Sally-Anne (Baron-Cohen et al.,
1985) and Smarties (Wimmer and Perner, 1983)
tests. Moreover, the stories used in FBT are strictly
templated, which further benefits LLMs’ general-
ization after being trained on existing samples. For
example, they often involve PersonA moving some-
thing to a new location without PersonB knowing,
and then asking about PersonB’s belief. It’s nor-
mal for LLMs to surpass humans in specific tasks
and abilities, but this shouldn’t lead us to conclude
that LLMs possess a human-level ToM. Instead, we
should consider a general and robust ToM across
tasks and abilities as the criterion for assessment.
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UOT: Unexpected Outcome Test SIT: Scalar Implicature Task PST: Persuasion Story Task FBT: False Belief Task
AST: Ambiguous Story Task HT: Hinting Test SST: Strange Story Task FRT: Faux-pas Recognition Test

SUBJECT UOT SIT PST FBT AST HT SST FRT AVG.
Zh En Zh En Zh En Zh En Zh En Zh En Zh En Zh En Zh En

Human 89.3 75.5 70.0 86.8 95.0 97.1 89.2 80.4 85.4

ChatGLM3-6B 55.3 44.3 24.5 28.0 44.0 41.0 59.2 48.5 48.0 41.0 32.0 36.9 58.0 37.8 55.2 44.6 47.0 40.3
LLaMA2-13B-Chat 43.7 52.7 28.0 23.5 38.0 43.0 42.2 42.8 38.0 47.5 32.0 48.5 58.2 58.0 47.9 58.4 41.0 46.8
Baichuan2-13B-Chat 56.3 53.7 27.5 32.0 48.0 36.0 50.2 51.5 56.0 50.5 54.4 58.3 50.1 50.4 61.6 61.3 50.5 49.2
Mistral-7B 61.0 58.0 28.0 34.5 49.0 51.0 43.5 46.7 52.5 51.0 29.1 43.7 53.1 60.0 63.6 66.8 47.5 51.5
Mixtral-8x7B 68.0 58.7 49.5 42.5 45.0 55.0 49.8 37.8 71.0 69.5 43.7 55.3 51.4 53.8 62.5 54.1 55.1 53.3
Qwen-14B-Chat 72.0 63.7 42.5 30.5 50.0 51.0 57.2 58.7 65.5 64.0 54.4 56.3 60.0 59.5 72.7 69.5 59.3 56.7
GPT-3.5-Turbo-0613 69.3 63.3 33.0 35.0 52.0 49.0 61.2 62.3 63.5 63.5 60.2 53.4 72.0 66.1 66.8 67.0 59.8 57.5
GPT-3.5-Turbo-1106 72.3 66.0 34.0 33.0 57.0 56.0 53.0 55.0 59.0 60.5 61.2 64.1 72.5 69.0 68.8 72.5 59.7 59.5
GPT-4-0613 71.3 71.3 49.0 44.0 58.0 53.0 86.3 80.0 84.0 78.0 79.6 76.7 83.0 81.1 76.6 71.8 73.5 69.5
GPT-4-1106 76.7 71.0 48.0 49.0 61.0 65.0 90.8 88.2 83.0 77.5 88.3 82.5 76.2 84.0 78.6 75.0 75.3 74.0

ChatGLM3-6B + CoT 58.7 50.3 27.0 26.5 44.0 41.0 56.5 51.2 48.0 44.0 37.9 42.7 56.3 44.2 65.4 51.4 49.2 43.9
LLaMA2-13B-Chat + CoT 45.3 52.7 25.5 23.5 34.0 39.0 41.3 43.0 41.0 48.5 28.2 43.7 53.6 59.5 49.6 62.1 39.8 46.5
Baichuan2-13B-Chat + CoT 54.3 48.7 26.5 23.0 33.0 34.0 44.8 44.2 51.5 44.0 53.4 49.5 52.8 51.1 65.4 52.5 47.7 43.4
Mistral-7B + CoT 61.0 55.3 27.0 28.0 46.0 42.0 47.2 47.0 47.0 46.5 30.1 37.9 56.5 63.4 64.3 64.1 47.4 48.0
Mixtral-8x7B + CoT 65.3 52.3 45.0 29.5 41.0 39.0 53.7 43.8 66.0 59.5 44.7 54.4 43.7 39.8 47.5 54.3 50.9 46.6
Qwen-14B-Chat + CoT 65.3 58.0 31.5 31.0 45.0 44.0 51.3 54.7 62.5 63.0 47.6 48.5 60.2 53.6 70.7 67.7 54.3 52.6
GPT-3.5-Turbo-0613 + CoT 62.3 58.3 30.0 26.5 43.0 48.0 57.8 64.0 58.5 58.0 41.7 41.7 71.3 66.8 70.5 70.4 54.4 54.2
GPT-3.5-Turbo-1106 + CoT 68.7 64.7 27.5 35.0 45.0 54.0 57.5 56.3 61.5 63.0 46.6 51.5 71.3 68.6 72.7 70.9 56.4 58.0
GPT-4-0613 + CoT 72.3 64.7 43.5 54.0 55.0 52.0 90.3 80.8 84.5 77.5 78.6 76.7 83.5 81.1 74.3 73.6 72.8 70.1
GPT-4-1106 + CoT 76.3 72.7 48.0 55.0 59.0 55.0 88.7 86.8 84.0 81.0 89.3 82.5 76.9 84.3 79.6 75.2 75.2 74.1

LLM Grand Mean 64.6 60.3 36.4 35.2 50.2 50.0 59.3 57.2 62.1 60.3 53.5 57.6 63.5 62.0 65.4 64.1 56.9 55.8
LLM Grand Mean + CoT 63.0 57.8 33.2 33.2 44.5 44.8 58.9 57.2 60.5 58.5 49.8 52.9 62.6 61.2 66.0 64.2 54.8 53.7

Table 2: Task-oriented ToM performance in accuracy. The best results of vanilla prompting are in pink, and those
of CoT prompting are in blue. “LLM Grand Mean” is the average performance of all ten LLMs (same as below).

LLMs’ ToM Performance GPT-4 series stands
out with superior results in LLMs, and surpasses
the second-tier GPT-3.5-Turbo series by over 10%
points. Among the open LLMs, Qwen-14B-Chat
impressively outperforms other LLMs and even
closely matches GPT-3.5-Turbo. Mistral-7B is
also notable, not only surpassing ChatGLM3-6B
but even outperforming LLaMA2-13B-Chat and
Baichuan2-13B-Chat. The MoE-type Mixtral-
8x7B does not outperform Mistral-7B, which con-
trasts to its task-solving performance and also un-
derscores the unique nature of ToM evaluation.

Vanilla vs. CoT Prompting Both task- and
ability-oriented results indicate that CoT prompting
almost never improves ToM performance and can
even lead to declines. We believe CoT reasoning
primarily serves to provide intrinsic context, break-
ing down complex tasks into simpler ones. How-
ever, if an LLM inherently lacks a robust ToM, its
CoT decomposition process may struggle to align
with genuine human cognitive reasoning, thereby
failing to boost performance. We present a failure
case of CoT prompting in Appendix I.

Differences Across ToM Tasks In Table 2, we
calculate the “Grand Mean” performance of all
LLMs on specific tasks. Notably, the faux-pas
recognition test (FRT) shows relatively high accu-
racy, partly because FRT includes a notable number

of True/False questions, reducing its difficulty. The
unexpected outcome test (UOT) follows, mainly
because a substantial portion of UOT involves di-
rect emotion understanding tasks, a domain where
NLP has abundant datasets, thus LLMs perform
well. The poorest performance is observed in the
scalar implicature task (SIT), which requires under-
standing a character’s grasp of information based
on quantifiers, involving mathematical reasoning
where LLMs are typically weak. The persuasion
story task (PST) also proves challenging, focusing
on the complex psychological activities of charac-
ters persuading others and requiring a comprehen-
sive understanding of social contexts.

Differences Across ToM Abilities Further ex-
ploring Table 3, the best-performing ability di-
mensions are Non-literal Communication (overlaps
with FRT) and Emotion, consistent with the task-
oriented results. The weakest category is Knowl-
edge (overlaps with SIT)—not referring to the
LLMs’ own knowledge but testing whether LLMs
understand the information propagation between
characters in stories, which LLMs often struggle
with. In Appendix G, we delve deeper into LLMs’
performance across the 31 abilities.

The Necessity of Bilingual Inventory The aver-
aged results show LLMs performing similarly in
Chinese and English, but this does not imply that
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SUBJECT Emotion Desire Intention Knowledge Belief NL Comm. AVG.
Zh En Zh En Zh En Zh En Zh En Zh En Zh En

Human 86.4 78.2 90.4 82.2 89.3 89.0 86.1

ChatGLM3-6B 54.9 42.2 52.0 40.7 52.0 35.9 16.8 22.0 55.0 44.5 49.8 38.5 46.8 37.3
LLaMA2-13B-Chat 38.4 51.0 39.2 49.4 41.7 49.6 22.4 21.1 46.7 49.0 54.0 54.3 40.4 45.7
Baichuan2-13B-Chat 55.9 53.1 49.6 46.0 63.5 52.2 21.3 20.9 48.5 49.8 46.2 50.1 47.5 45.4
Mistral-7B 54.0 58.1 48.7 49.8 45.3 52.2 33.1 42.0 47.2 48.7 46.5 57.2 45.8 51.3
Mixtral-8x7B 61.6 56.6 54.1 51.2 60.1 64.1 31.1 27.1 56.9 48.1 50.9 57.9 52.5 50.8
Qwen-14B-Chat 66.8 65.8 57.0 52.9 66.4 58.9 37.9 33.1 62.2 60.6 53.2 57.5 57.3 54.8
GPT-3.5-Turbo-0613 58.4 65.6 54.2 53.4 58.2 61.0 37.8 36.3 64.3 61.4 76.8 66.9 58.3 57.4
GPT-3.5-Turbo-1106 61.6 60.6 57.1 60.7 56.5 62.6 30.4 37.4 60.6 59.4 76.0 71.5 57.0 58.7
GPT-4-0613 79.0 72.0 72.2 60.2 77.8 66.1 56.0 48.1 82.1 76.1 81.3 81.5 74.7 67.3
GPT-4-1106 75.9 75.7 67.5 69.7 77.8 84.7 57.6 52.1 84.1 82.8 72.8 84.0 72.6 74.8

ChatGLM3-6B + CoT 53.0 46.7 49.1 43.7 54.8 49.8 32.0 28.9 51.7 48.6 55.8 40.1 49.4 43.0
LLaMA2-13B-Chat + CoT 43.3 48.1 37.4 44.9 43.4 51.7 28.7 30.7 43.8 47.9 52.9 62.7 41.6 47.7
Baichuan2-13B-Chat + CoT 51.6 49.7 47.2 37.5 51.3 47.8 33.7 19.3 47.3 45.2 52.4 47.5 47.3 41.2
Mistral-7B + CoT 52.0 57.9 46.9 45.1 50.5 51.1 33.4 44.5 50.9 50.1 50.7 62.4 47.4 51.9
Mixtral-8x7B + CoT 56.9 56.0 47.5 41.5 57.9 55.3 30.2 33.2 54.6 44.3 44.6 45.5 48.6 46.0
Qwen-14B-Chat + CoT 63.9 62.7 57.3 50.2 63.2 57.8 41.0 40.1 56.2 53.6 53.5 53.2 55.9 52.9
GPT-3.5-Turbo-0613 + CoT 61.6 62.7 53.1 52.1 65.4 63.8 49.6 43.3 58.2 58.7 70.0 71.6 59.7 58.7
GPT-3.5-Turbo-1106 + CoT 63.2 62.3 54.7 54.7 59.9 63.1 34.6 49.6 61.9 59.9 71.3 70.8 57.6 60.1
GPT-4-0613 + CoT 76.8 73.1 69.9 67.1 80.1 71.5 60.5 57.5 83.7 76.4 80.9 82.2 75.3 71.3
GPT-4-1106 + CoT 76.8 73.2 71.2 63.3 78.9 77.9 63.1 60.4 84.0 83.6 70.9 83.0 74.2 73.6

LLM Grand Mean 60.7 60.1 55.2 53.4 59.9 58.7 34.4 34.0 60.8 58.0 60.8 61.9 55.3 54.4
LLM Grand Mean + CoT 59.9 59.2 53.4 50.0 60.5 59.0 40.7 40.8 59.2 56.8 60.3 61.9 55.7 54.6

Table 3: Ability-oriented ToM performance in accuracy macro-averaged on 6 categories due to space limitation,
while the complete results of all 31 abilities can be found in Appendix G, Table 21.

LLMs perform identically in both languages. To
assess the significance of any differences, we first
conduct a Kolmogorov-Smirnov Test (AN, 1933)
on Chinese and English results, finding that neither
task-oriented nor ability-oriented results follow a
normal distribution (p<0.01). Thus, we employ
the Wilcoxon Signed-Rank Test (Wilcoxon, 1947)
to examine the differences caused by languages,
yielding p=0.019 (task) and p=0.016 (ability), both
below the significance threshold of 0.05. Obvi-
ously, although the bilingual data are generated
through translation with minimal semantic differ-
ences, LLMs exhibit significant performance dis-
crepancies between Chinese and English contexts.

4.3 In-Depth Analysis

A Harder Coherent Test for LLMs When eval-
uating task-oriented ToM performance, we use the
simple average accuracy across all questions at that
time. In fact, for all ToM tasks except PST, most
stories are associated with multiple coherent ques-
tions probing different aspects of the social sce-
nario within the story. A common and intuitive per-
spective is that for a story, subjects need to answer
all coherent questions correctly to demonstrate a
complete understanding (Kim et al., 2023), rather
than just making educated guesses. Therefore, we
further design a more challenging story-level coher-
ent test for evaluation, where an LLM is considered
to have failed a story if it incorrectly answers any
question associated with that story.

0 

20 

40 

60 

80 

Ch
atG
LM
3-6
B

LL
aM
A2
-13
B-C
ha
t

Ba
ich
ua
n2
-13
B-C
ha
t

Mi
str
al-
7B

Mi
xtr
al-
8x7
B

Qw
en-
14B
-C
ha
t

GP
T-3
.5-T
urb
o-0
613

GP
T-3
.5-T
urb
o-1
106

GP
T-4
-06
13

GP
T-4
-11
06

Hu
ma
n

Original Test
Coherent Test

26.3↓ 25.2↓
25.6↓ 24.4↓

24.8↓
25.7↓ 27.1↓ 25.6↓

24.4↓ 20.6↓

13.6↓

Figure 4: The performance variance under the coherent
test. Full results are present in Appendix H, Table 22.

We present the average performance variation of
all LLMs in Figure 4. Under the coherent test, the
ToM performance of all LLMs drops dramatically
by at least 20% points, while humans only expe-
rience a decrease of 13.6% points. This widens
the performance gap between the top-performing
LLMs and humans from the original 10.1% to
16.2%, highlighting LLMs’ limitations in fully
comprehending social scenarios like humans.

LLMs Fail on Trivial ToM Questions We now
delve into an ability where LLMs perform par-
ticularly poorly: Knowledge/Knowledge-Pretend
Links. It’s important to note that this deliberate
selection does not introduce bias against LLMs
because, methodologically, failing even one ToM
task implies the absence of a general ToM ability
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Story: In a space station on the orbit of a distant planet, a 
robot named Tinklo lives . This space station has an artificial 
environment , there is no form of plant life inside , so Tinklo 
does not understand any plant-related information . However , 
the space station is full of various mechanical devices and 
robots . Tinklo is performing imitation behavior : it sways from 
side to side , occasionally bends to the ground , these actions 
are similar to flowers swaying in the wind and people smelling 
flowers .
Question: What does Tinklo possibly imitate?
A. Sunflowers swaying in the wind.
B. A robot bending over to pick up objects.
C. A person smelling a rose.
D. A windmill with rotating blades.

Knowledge/Knowledge-Pretend Play Links

 ChatGLM3-6B

ChatGLM3-6B Attention Human Attention

Figure 5: The difference between the human and LLM’s
attentions. Color intensity denotes attention weights.

(Shapira et al., 2023). Specifically, this ability tests
whether subjects can understand that a person or
object cannot imitate something they are unaware
of. This task is intuitive and straightforward for
humans (achieving 93.3% accuracy) but proves
difficult for LLMs. GPT-4-1106 and GPT-4-0613
achieve only 26.7% and 3.3% accuracy on English
samples, respectively, which is nearly equivalent to
or even worse than random guessing (full results
can be found in Table 21).

To understand the reasons behind this poor per-
formance, in Figure 5, we visualize the decision-
making process of an open LLM, ChatGLM3-6B,
of which the weights are accessible. Specifically,
when ChatGLM3-6B generates an incorrect option
A, we average the attention scores across the at-
tention heads in 20 layers, identifying the top-10
keywords that ChatGLM3-6B focuses on when an-
swering the question. Clearly, LLMs still rely on
semantic associations to answer ToM questions,
aligning with previous research on LLMs’ illusory
theory of mind (Kim et al., 2023). For comparison,
we also ask a student to provide the top-10 key-
words. The results show that the student could cor-
rectly answer the question after reading only half
of the story, further emphasizing the distinction
between human and LLMs in ToM capabilities.

5 Related Work

As LLMs have reached and sometimes even sur-
passed human performance in task solving, re-
searchers have started to explore whether LLMs
possess a ToM and exhibit human-like social
intelligence. Sap et al. (2022) tested GPT-3
with SocialIQA (Sap et al., 2019) and ToMi (Le
et al., 2019), finding its performance significantly
lower than humans. However, when it comes

to instruction-tuned davince-002/003, Kosinski
(2023) reported their performance as comparable
to children aged 7 and 10, respectively, according
to the experiments on 40 samples testing false be-
liefs. Bubeck et al. (2023) discovered that GPT-4
achieved impressive results on the Sally-Anne test
with 10 samples. van Duijn et al. (2023) found
that GPT-3.5/4 outperformed students aged 7 to 10
on various early inventories. This sparked some
discussions about the “theory of mind may have
spontaneously emerged in large language models.”

However, opposing views emerged quickly. Ull-
man (2023) and Shapira et al. (2023) showed that
trivial alterations to test samples could drastically
decrease LLM’s ToM performance, highlighting
their reliance on spurious correlations. Jones et al.
(2023) found poor performance on tasks like scalar
implicature, while Ma et al. (2023a), Wu et al.
(2023), and Kim et al. (2023) observed limited
abilities in reconstructed/high-order/conversational
false belief tests, respectively. The debate on
whether LLMs possess ToM underscores the need
for a holistic benchmark. Ma et al. (2023b) made an
inspiring attempt by testing about 9 ToM abilities
of simulated geometric bodies in virtual 2D grids,
but this setting cannot reflect human activities in
real-world social scenarios.

Different from existing ToM assessments for
LLMs, our T MBENCH includes 8 tasks and 31
abilities, comprising 2,860 multi-choice questions
built from scratch and covering diverse real-world
social scenarios. T MBENCH establishes a sys-
tematic, automated, and original ToM benchmark
that can continuously contribute to future research.

6 Conclusions

We introduce T MBENCH, the first systematic
ToM benchmark for LLMs with an MCQ-type in-
ventory entirely built from scratch. We reveal that
even the most advanced LLMs significantly lag
behind human performance in ToM. Further in-
depth analysis indicates that LLMs still struggle to
comprehensively understand social scenarios, and
tend to rely on semantic associations rather than
human-like cognitive processes when addressing
ToM questions. By proposing T MBENCH, we
aim to provide an effective and efficient platform
for evaluating the ToM capabilities of LLMs and
spur further research into LLMs that innately un-
derstand ToM, thereby improving how artificial
intelligence can serve us in a human-friendly way.
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Limitations

We discuss the limitations of our work as follows.

Evaluation Protocol In T MBENCH, we aim
to cover a broad range of well-defined ToM tasks
frequently used in psychology. It is important to
recognize that additional ToM tasks exist, such
as the imposing memory task (Kinderman et al.,
1998), which introduces unique evaluation proto-
cols. Additionally, T MBENCH includes 31 abili-
ties from the ATOMS framework that can be eval-
uated through textual modality. However, visual
ToM tests are also classic and common in psychol-
ogy, such as visual perspective taking - acknowl-
edging that others have different visual percepts
and adopting the visual perspective of another per-
son. As multimodal LLMs like GPT-4V rapidly
develop, ToM evaluations based on images and
videos will also be applicable for LLMs. We ad-
vocate for future research to broaden the range of
ToM assessments for LLMs, covering more tasks
and abilities for a thorough evaluation.

Inventory Size Due to the difficulty and cost of
manual construction, although T MBENCH con-
tains a total of 2,860 samples, the minimum num-
ber for some abilities is only 20. This may lead
to inadequate testing of specific abilities. There is
an opportunity for future work to expand the sam-
ple size, allowing for a more detailed and accurate
analysis of each ability.

Inventory Languages T MBENCH currently
supports Chinese and English evaluation, where
the Chinese data is originally created and the En-
glish data is obtained via translation. Although we
have carefully designed the prompt for GPT-4 to
complete the translation and manually reviewed all
data, some cultural differences may still exist, e.g.
fictitious person names, fictitious location names,
etc. Future efforts could focus on localizing evalu-
ation content and expanding language coverage to
better reflect diverse cultural contexts.

LLMs and Prompting Methods In the exper-
iments, we evaluate 10 popular representative
LLMs, though additional LLMs could be included
in future analyses. We use vanilla and CoT prompt-
ing methods for evaluation, while the recently
emerging prompting methods such as “perspec-
tive taking” (Wilf et al., 2023) and “foresee and
reflect” (Zhou et al., 2023) could also be explored
to enhance the LLMs’ ToM performance.

ToM Understanding vs. Application Our exam-
ination of LLMs’ ToM capabilities in T MBENCH

is conducted by posing ToM-related questions and
evaluating the responses. It’s crucial to note that
an LLM’s intrinsic awareness of ToM principles
does not necessarily translate to effective extrinsic
ToM performance in human-AI interactions. These
aspects represent progressive steps—from under-
standing to application. While T MBENCH aims
to address the foundational aspect, future research
could explore more complex interactions, e.g., con-
sidering LLMs as autonomous social agents and as-
sessing their dynamic ToM abilities in customized
social scenarios.

Ethical Considerations

We here elaborate on the potential ethical issues.

ToM and Anthropomorphism The theory of
mind is a unique social cognitive ability inherent
to humans. Evaluating LLMs’ ToM capabilities
through T MBENCH might lead to anthropomor-
phic interpretations, where LLMs are ascribed to
human-like mental states. However, it’s crucial to
clarify that our intention is not to humanize LLMs.
Instead, we aim to enhance LLMs’ ability to under-
stand and interpret human mental states and cogni-
tive processes, thereby improving human-machine
interaction. This endeavor is about bridging the
communication gap, not erasing the fundamental
differences between humans and machines.

Content Safety We authors have undergone pro-
fessional training in psychology to understand ToM
and reviewed broad psychological literature re-
lated to the tasks and abilities. We ensure that all
test samples in T MBENCH are free from unsafe,
toxic, biased, and offensive content. All social sce-
narios in test stories are fictitious and do not involve
any specific countries, locations, events, characters,
or other identifiable information.

Human Baseline To establish the human base-
line for T MBENCH, we recruit graduate students
who are native speakers of Chinese. This decision
is made based on objective conditions available to
us and does not reflect any intention of bias or un-
fairness towards individuals of any race, nationality,
or other personal characteristics. Participants are
selected based on the order of registration and get
paid timely after the experiment. Participants com-
plete experiments in an online document without
providing any sensitive or personal information.
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A Inventory Contamination in LLMs

We use the Sally-Anne Test, a commonly applied
false belief task, as a simple yet general example for
observation. As shown in Table 4, when prompted
with the Sally-Anne Test scenarios, GPT-3.5-Turbo
and GPT-4 can generate test samples that closely
match the original examples, highlighting the po-
tential risk of contamination in LLMs. For more in-
spection methods to identify contamination, please
refer to related literature on this subject (Golchin
and Surdeanu, 2023; Li and Flanigan, 2023).

B Details of Theory-of-Mind Tasks

In T MBENCH, we refer to the “Abilities in The-
ory of Mind Space (ATOMS)” framework (Beau-
doin et al., 2020) and define ToM as “a person’s
cognitive representation of self and others’ mental
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Ground-Truth Sample in Sally-Anne Test
Sally first placed a marble into her basket. Then she left the scene, and the marble was transferred by Anne and hidden in her
box. Then, when Sally returned, the experimenter asked the critical Belief Question: “Where will Sally look for her marble?”.
The answer is “basket”.

GPT-3.5-Turbo-0613 output with the instruction “Give a Sally-Anne Test example and its answer.”
Example:
Sally puts a marble in her basket and leaves the room. While she is gone, Anne moves the marble from Sally’s basket to her
own box. Where will Sally look for the marble when she returns?
Answer:
Sally will look in her own basket.

GPT-4-0613 output with the instruction “Give a Sally-Anne Test example and its answer.”
Sally-Anne Test Example:
Sally has a basket. Anne has a box. Sally puts a marble into her basket and then leaves to go for a walk. While Sally is away,
Anne takes the marble from the basket and puts it into her box. Sally comes back.
Question: Where will Sally look for her marble?
Answer: Sally will look for her marble in the basket.

Table 4: A case of contamination in LLMs for the frequently used Sally-Anne Test.

states”. Under this definition, both representing
mental states (such as inferring a person’s emo-
tional reactions based on situations) and distin-
guishing one’s own and others’ mental states (such
as understanding someone’s false beliefs) are con-
sidered ToM tasks. Thereby, we identify 8 social
cognitive tasks from a broad view of psychology
literature for ToM Evaluation.

Unexpected Outcome Test (Dyck et al., 2001)
evaluates participants’ ability to infer characters’
mental states in scenarios with apparent discrep-
ancies between emotion-eliciting contexts and the
emotions actually elicited. Example data is present
in Table 5.

Scalar Implicature Task (Goodman and
Stuhlmüller, 2013) involves scenarios where a
speaker uses terms like “some” to imply “not all”
in situations of incomplete information. It tests
participants’ ability to infer meanings beyond
literal expressions in conversational contexts.
Example data is present in Table 6.

Persuasion Story Task (Kołodziejczyk and Bo-
sacki, 2016) assesses participants’ ability to under-
stand and choose effective persuasion strategies,
reflecting their understanding of how to influence
others’ mental states and attitudes. Example data
is present in Table 7.

False Belief Task (Wimmer and Perner, 1983)
examines whether participants can distinguish be-
tween their own beliefs (true beliefs) and others’
beliefs (false beliefs) when they differ. Example
data is present in Table 8.

Ambiguous Story Task (Bosacki and Wilde Ast-
ington, 1999) presents ambiguous social vignettes,

followed by questions that gauge participants’ un-
derstanding of others’ mental states, like emotions
and beliefs, in uncertain situations. Example data
is present in Table 9.

Hinting Test (Corcoran et al., 1995) assesses par-
ticipants’ ability to infer mental states from indirect
hints in social interactions, reflecting their under-
standing of implied meanings beyond literal state-
ments. Example data is present in Table 10.

Strange Story Task (Happé, 1994) requires par-
ticipants to infer characters’ mental states in stories
that include complex social communications such
as lies, white lies, misunderstandings, persuasion,
irony, contrary emotions, jokes, double bluffs, pre-
tense, figures of speech, forgetting, and appearance
versus reality. Example data is present in Table 11
(part1) and Table 12 (part2).

Faux-pas Recognition Test (Baron-Cohen et al.,
1999) tests participants’ ability to recognize when
characters in social stories commit a faux pas, re-
flecting their understanding of social norms and
others’ perspectives. Example data is present in
Table 13.

C Details of Theory-of-Mind Abilities

In T MBENCH, we further identify 31 social cog-
nitive abilities in 6 dimensions according to the
ATOMS (Beaudoin et al., 2020) framework in psy-
chology for ToM Evaluation. Among them, 19
abilities are included in previous tasks, and exam-
ple data can be found from the corresponding tasks.
Additionally, we have constructed extra test data
for the rest 12 abilities, and example data can be
found in Table 14 (Emotion), Table 15 (Desire),
Table 16 (Intention), and Table 17 (Knowledge).
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Emotion involves the abilities to understand that
situational factors influence people’s emotional
states, that people can experience complex emo-
tions, and that people can regulate emotional ex-
pressions. This dimension encompasses 7 abilities.

(I) Typical emotional reactions (Knafo et al.,
2009): Inferring a person’s emotional reactions
based on situations that typically elicit certain emo-
tions/inferring a preceding event based on a per-
son’s emotional reaction.

(II) Atypical emotional reactions (Denham,
1986): Inferring or explaining a person’s emotional
reactions based on situations eliciting emotions that
are atypical compared to what is usually expected.

(III) Discrepant emotions (Borke, 1971): Under-
standing that people may have discrepant feelings
about an event.

(IV) Mixed emotions (Gordis et al., 1989): Un-
derstanding that people may feel mixed emotions
or different emotions successively.

(V) Hidden emotions (Harris et al., 1986): Un-
derstanding that other people may hide their emo-
tions.

(VI) Moral emotions (Pons and Harris, 2000):
Understanding that negative feelings might arise
following a reprehensible action.

(VII) Emotion regulation (Pons and Harris,
2000): Understanding that others might use strate-
gies to regulate their emotions.

Desire involves the abilities to understand that
people have subjective desires, preferences, and
wants that influence their emotions and actions.
This dimension encompasses 4 abilities.

(I) Discrepant desires (Repacholi and Gopnik,
1997): Understanding that different people may
have discrepant desires.

(II) Multiple desires (Bennett and Galpert, 1993):
Understanding the co-existence of multiple desires
simultaneously or successively in one person.

(III) Desires influence on emotions and actions
(Wellman and Bartsch, 1988): Understanding that
people’s emotions and actions are influenced by
their desires/preferences.

(IV) Desire-action contradiction (Colonnesi
et al., 2008): Producing plausible explanations
when actions contradict stated desires/preferences.

Intention involves the abilities to understand
that people undertake actions in pursuit of goals
and intentions. This dimension encompasses 4
abilities.

(I) Completion of failed actions (Meltzoff, 1995):

Understanding another person’s intent, as demon-
strated by completing their failed action.

(II) Discrepant intentions (Killen et al., 2011):
Understanding that identical actions/results can be
achieved with different intentions.

(III) Prediction of actions (Phillips et al., 2002):
Predicting people’s actions based on their inten-
tions.

(IV) Intentions explanations (Smiley, 2001): Pro-
ducing plausible intention explanations for differ-
ent types of observed social events.

Knowledge involves the abilities to understand
that others have access to different knowledge
based on their perceptions, information they have
received, or familiarity with things. This dimension
encompasses 4 abilities.

(I) Knowledge-pretend play links (Aronson and
Golomb, 1999): Understanding that someone who
does not know something exists cannot engage in
“pretend play” that incorporates that knowledge.

(II) Percepts-knowledge links (Pillow, 1989):
Understanding that someone who does not have
access to perceptual information (i.e., by looking,
hearing, etc.) may not have access to knowledge.

(III) Information-knowledge links (Peskin et al.,
2014): Understanding that someone who was not
informed or is not familiar with something may not
know.

(IV) Knowledge-attention links (Moll et al.,
2006): Understanding that something new is more
interesting to someone than something already
known.

Belief involves the abilities to understand that
people can hold beliefs about the world that are
different from reality or different from one’s own
beliefs. This dimension encompasses 6 abilities

(I) Content false beliefs (Hogrefe et al., 1986):
Familiar container with an unexpected content: Un-
derstanding the false belief held by someone who
never opened the container.

(II) Location false beliefs (Wimmer and Perner,
1983): Understanding the false belief held by some-
one who did not witness or was not informed of a
displacement or change of action.

(III) Identity false beliefs (Flavell et al.,
1986): Understanding that when something
looks/sounds/smells like something else, a person
may hold a false belief about its identity.

(IV) Second-order beliefs (Perner and Wimmer,
1985): Understanding the second-order belief or
false belief held by someone who doe not know
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somebody else was informed (e.g., of a misleading
identity, a misleading location, etc.).

(V) Beliefs based action/emotions (Swettenham,
1996): Predicting another emotions or actions
based on their stated beliefs/Inferring another per-
son’s belief based on their stated action or emotion.

(VI) Sequence false beliefs (Brambring and As-
brock, 2010): Understanding the false belief cre-
ated when a predictable sequence of stimuli is bro-
ken with the intrusion of an unexpected stimulus.

Non-literal Communication involves the abili-
ties to understand that communication can convey
meaning beyond the literal words spoken. This
dimension encompasses 6 abilities.

(I) Irony/sarcasm (Sullivan et al., 1995): Under-
standing that other people may lie in order to be
ironic/sarcastic.

(II) Egocentric lies (Happé, 1994): Understand-
ing that someone may consciously lie in order to
avoid a problem or to get its way.

(III) White lies (Happé, 1994): Understanding
that someone may lie in order to spare another’s
feelings.

(IV) Involuntary lies (Happé, 1994): Understand-
ing that someone may tell a “lie” without knowing.

(V) Humor (Happé, 1994): Understanding that
someone may tell a “lie” in order to make a joke.

(VI) Faux pas (Baron-Cohen et al., 1999): Abil-
ity to recognize faux-pas (social gaffe) situations.

D Detailed Data Statistics

We present the detailed data statistics of 31 theory-
of-mind abilities in Table 18. For each task, we
collect ≥100 samples, covering 19/31 abilities. Ad-
ditionally, for the rest 12 abilities not covered in
the 8 tasks, we further collect ≥20 extra samples
per ability.

E Prompts for Data Translation

We present the prompts for Chinese to English
translation of T MBENCH in Table 19.

F Prompts for ToM Evaluation

We present the prompts for T MBENCH evalua-
tion in Table 20.

G Detailed Results of 31 Abilities

We present the detailed experimental results of
31 theory-of-mind abilities in Table 21. Over-
all, LLMs have not yet achieved a general and

robust human-level ToM performance. The GPT-
4 series shows the best performance in most spe-
cific abilities and even surpasses human perfor-
mance in 9 out of 31 abilities. We attribute this
to two main reasons: First, certain abilities, such
as Emotion/Typical emotional reactions, relate to
samples that are quite direct and simple. LLMs
have encountered many similar training datasets,
thus achieving high accuracy. Second, limited by
human resources, some abilities have a relatively
small number of samples, insufficient to showcase
the general advantage of humans over LLMs.

H Detailed Results of Coherent Tests

We present the detailed results of coherent tests on
all LLMs with vanilla/CoT prompting in Table 22.

I Case Study for CoT Prompting

In Figure 6, we show a failed CoT reasoning pro-
cess of GPT-4-0613. It’s evident that while LLMs
can break down questions into detailed parts, they
still struggle to provide the correct answer.

Story: Nana helps her mother, her mother says she can 
stay up late to watch TV. Her little brother also wants to 
stay up late, so her mother says she cannot tell her brother 
because her brother is very young, he should go to bed 
early.
Question: When this happens to Nana, how does she 
appear on the surface?
A.Happy
B.Guilty
C.Calm
D.Annoyed

Vanilla Prompting: A
CoT Prompting: Nana helps her mother and, as a 
reward, is allowed to stay up late to watch TV. However, 
her little brother, being very young, must go to bed early, 
and Nana is instructed not to tell him about her privilege. 
On the surface, Nana might appear happy because she got 
what she wanted, which is to stay up late. Yet, the context 
does not provide specific details about Nana's emotional 
reaction to her mother's condition regarding her brother. 
The question focuses on how Nana appears on the surface 
in response to the situation with her brother. Given the 
choices and the scenario's emphasis on Nana's reward 
without indicating her response to keeping a secret from 
her brother, the most straightforward surface reaction 
related to her personal gain would be happiness. Therefore, 
the correct option is: A. Happy

Emotion/Hidden emotion

 GPT-4-0613

 GPT-4-0613

Figure 6: A case of CoT prompting on GPT-4-0613.

J Use of AI Assistants

We use ChatGPT to polish some of the content.
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Story: Xiao Ming receives a bicycle on his birthday.

Ability: Emotion/Typical emotional reactions

Question-1: What is Xiao Ming’s emotion?

(A) Embarrassed (B) Happy (C) Disappointed (D) Regretful

Ability: Belief/Sequence false beliefs

Question-2: He should be very happy, but he is very disappointed, why?

(A) Xiao Ming worries that riding a bicycle affects his studies. (B) Xiao Ming fears that riding a bicycle to school makes his
classmates laugh at him. (C) Xiao Ming thinks the color of the bicycle does not match his clothes. (D) Xiao Ming hopes for a
computer as a gift, not a bicycle.
Ability: Emotion/Atypical emotional reactions

Question-3: Xiao Ming is having a birthday, he hopes for a computer or a new game as a birthday gift, on his birthday he
receives a bicycle. What is Xiao Ming’s emotion at this time?

(A) Embarrassed (B) Happy (C) Disappointed (D) Regretful

Table 5: Example data of the Unexpected Outcome Test (UOT) .

Story: Almost every letter to Laura Company contains a check. Today, Laura receives 5 letters. Laura tells you on the phone “I
look at 3 out of 5 letters. There are checks in 2 of the letters.”

Ability: Knowledge/Information-knowledge links (Question-1, 2)

Question-1: Before Laura calls you, how many of these 5 letters do you think contain checks?

(A) 0 (B) 1 (C) 2 (D) 4
Question-2: After Laura calls you, how many of these 5 letters do you think contain checks?

(A) 0 (B) 1 (C) 2 (D) 4

Table 6: Example data of the Scalar Implicature Task (SIT) .

Story: Xiao Hong is a 6-year-old child. Today is Saturday. Mom and Dad have free time today, they do not know what they
can do together. Maybe go for ice cream? Xiao Hong really, really wants to go to the amusement park today. However, Dad
thinks the amusement park has a lot of noise. He says: “Xiao Hong, this is not a good idea. I think there is a lot of noise in the
amusement park.”

Ability: Desire/Desires influence on actions/emotions

Question: How does Xiao Hong persuade her dad?

(A) Xiao Hong can look up some information, proving that the current amusement parks take many measures to reduce noise,
such as setting up soundproof walls, using quieter equipment, etc. (B) Xiao Hong can tell her dad that she has not been to
the amusement park for a long time, this is a very special wish for her, she really wants to go. (C) If Dad really does not
want to go to the amusement park, Xiao Hong can suggest going to other places, such as parks or zoos, so everyone is happy.
(D) Xiao Hong can suggest: “How about we go in the early morning or on weekdays? I hear that there are fewer people at that
time, and it is quieter. We can avoid peak hours, and get a quieter experience.”

Table 7: Example data of the Persuasion Story Task (PST) .
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Story-a: Li Lei and Han Meimei are wandering in the living room, they see the cabinet, box and handbag, they find a sweatshirt
in the cabinet, Han Meimei leaves the living room, Li Lei moves the sweatshirt to the handbag.

Ability: Belief/Location false beliefs

Question-a1: Where is the sweatshirt now?

(A) Briefcase (B) Box (C) Cabinet (D) Handbag
Ability: Belief/Second-order beliefs

Question-a2: After Han Meimei returns to the living room, where does Li Lei think Han Meimei looks for the sweatshirt?

(A) Box (B) Wardrobe (C) Handbag (D) Cabinet
Story-b: Xiao Li finds a storage cabinet in the study, the label on the storage cabinet is carrot, Xiao Li cannot see what is
inside the storage cabinet, Xiao Li opens the storage cabinet and finds a coat, there are no carrots in the storage cabinet, Xiao
Li closes the storage cabinet and puts it back in its place, Xiao Zhang enters the study and sees the storage cabinet.

Ability: Belief/Content false beliefs

Question-b1: What is in the storage cabinet?

(A) Coat (B) Pencil (C) Carrot (D) Tape

Ability: Belief/Second-order beliefs

Question-b2: After Xiao Zhang opens the storage cabinet, what does Xiao Zhang think Xiao Li expects to find in the storage
cabinet?

(A) Mask (B) Marker (C) Coat (D) Carrot

Table 8: Example data of the False Belief Task (FBT) .

Story: Dehua and Sanming are company employees, they are competing for a promotion opportunity. Today is Sanming’s
birthday, he enjoys a small birthday cake alone. Lingling is the company supervisor, she is having a private conversation with
Dehua in the pantry. Sanming sees from a distance that Lingling quietly gives Dehua a document, and with a smile, gently pats
Dehua’s back, then returns to her office. Dehua quickly checks the document, shows a smile, and carefully puts the document
into his file bag.

Ability: Intention/Intentions explanations

Question-1: Why does Lingling give Dehua that document?

(A) Lingling returns Dehua’s personal document left in the conference room. (B) Lingling gives Dehua a daily notice unrelated
to promotion. (C) Lingling and Dehua are planning a surprise for Sanming. (D) Lingling gives Dehua extra information.
Ability: Belief/Beliefs based action/emotions

Question-2: What do you think Sanming thinks?

(A) Sanming thinks everything is normal because that is Dehua’s document. (B) Sanming feels angry because he is isolated.
(C) Sanming feels very happy because his cake tastes good. (D) Sanming reevaluates his promotion opportunity.

Table 9: Example data of the Ambiguous Story Task (AST) .

Story: Cao Sheng and Wang Hong are a couple. One day, Wang Hong makes dinner, Cao Sheng takes a bite and says, “Does
our home not buy salt for a long time?”

Ability: Intention/Intentions explanations

Question: What does Cao Sheng really want to say when he says this?

(A) Cao Sheng is asking if the salt in the house is used up. (B) Cao Sheng is expressing his increased need for salt. (C) Cao
Sheng implies that the dinner Wang Hong makes does not have enough salt. (D) Cao Sheng is reminding them that they
need to buy more ingredients.

Table 10: Example data of the Hinting Test (HT) .
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Story-a: Li Tong and Wang Hong are best friends. They both participate in the same painting competition. Now, Li Tong really
wants to win this competition, but when the competition results come out, the winner of the competition is her best friend
Wang Hong, not her. Li Tong is very upset that she does not win, but she feels happy for her friend who wins. Li Tong says to
Wang Hong: “Good job, I am really happy you win!” Li Tong says to her mom: “I am very sad, I do not win the competition!”
Is what Li Tong says to Wang Hong true?

Ability: Emotion/Mixed emotions (Question-a1, a2)

Question-a1: Is what Li Tong says to Wang Hong true?

(A) Yes (B) No

Question-a2: Why does Li Tong say she is both happy and sad?

(A) She is happy that Wang Hong wins the competition, she is sad and very jealous that Wang Hong wins the competition.
(B) She is happy that Wang Hong wins the competition and is not sad about it. (C) She is happy that Wang Hong wins the
competition but is sad that Wang Hong does not comfort her for not winning the competition. (D) She is happy that Wang
Hong wins the competition but is sad that she does not win the competition.
Story-b: Xiao Ming’s teacher often gives students a lot of homework. This weekend, Xiao Ming wants to go to his friend Xiao
Chen’s house to play games together. But Xiao Ming still has a lot of homework that he does not finish. Xiao Ming’s father
sees him working hard all day on his homework, and asks Xiao Ming if he finishes his homework? Does he want to go out and
play for a rest? Xiao Ming says, “No, I do not want to.”

Ability: Desire/Desire-action contradiction (Question-b1, b2)

Question-b1: Is what Xiao Ming says to his father true?

(A) Yes (B) No
Question-b2: Why does Xiao Ming say he does not want to go out and play?

(A) Because he thinks the homework is too hard, so he lies and says he does not want to go. (B) Because he finds it hard to
finish the homework. (C) Because he forgets the homework. (D) Because he does not want his father to think he is a child
who loves to play.

Story-c: At a birthday party, Wen Qing pretends to be a superhero and says, “I am a wise and powerful superhero!”. Her
friends all watch happily.

Ability: Desire/Desire-action contradiction (Question-c1, c2)

Question-c1: Is what Wen Qing says true?

(A) Yes (B) No
Question-c2: Why does Wen Qing say this?

(A) Wen Qing misunderstands that she is a wise and powerful superhero. (B) Wen Qing lies because she wants to make her
friends happy. (C) Wen Qing says this because she is a real superhero. (D) Wen Qing plays the role of a superhero because
she wants to make her friends happy.
Story-d: Anming’s mother spends a long time making Anming’s favorite fried fish and chips. But when she brings the food to
Anming, Anming watches TV, she doesn’t even look up, and doesn’t say thank you. Anming’s mother says angrily: “You are
really polite!”

Ability: Non-Literal Communication/Irony or Sarcasm (Question-d1, d2)

Question-d1: Does mother tell the truth?

(A) Yes (B) No
Question-d2: Why does the mother say this?

(A) She thinks Anming is a very polite child. (B) She lies to encourage Anming to be a very polite child. (C) She wants to
mock her own food is not delicious. (D) She wants to mock Anming is a child without manners.

Table 11: Example data of the Strange Story Task (SST) Part1 .
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Story-a: One day, Lily plays at home and accidentally knocks over and breaks her mother’s favorite crystal vase. Oh no, her
mother definitely gets angry when she finds out! Therefore, when Lily’s mother comes home, sees the broken vase and asks
Lily what happens, Lily says, “The dog knocks it over, it is not my fault!”
Ability: Non-Literal Communication/Egocentric lies (Question-a1, a2)

Question-a1: Is what Lily says true?
(A) Yes (B) No
Question-a2: Why does Lily say this?
(A) Lily sees the dog knock over the vase and wants to protect the dog from her mother’s blame. (B) Lily jokes to protect
herself from her mother’s blame. (C) Lily lies to protect the dog from her mother’s blame. (D) Lily lies to protect herself
from her mother’s blame.
Story-b: Mr. Zhao invites his business partner, Manager Wang, to a high-end restaurant for dinner. At the dinner table, Mr.
Zhao notices that Manager Wang shows great interest in a dish, but in fact, this dish is a bit salty. Then, Mr. Zhao immediately
praises that the taste of this dish is just right.
Ability: Non-Literal Communication/White lies (Question-b1, b2)

Question-b1: Does Mr. Zhao tell the truth?
(A) Yes (B) No
Question-b2: Why does Mr. Zhao say this?
(A) Mr. Zhao thinks this dish is really delicious, so he tells the truth. (B) Mr. Zhao wants to please Manager Wang in order to
gain an advantageous position in future business cooperation. (C) Mr. Zhao is a regular customer of this restaurant, out of
respect for the restaurant, he always praises every dish. (D) Mr. Zhao does this out of politeness and social customs, in
order to avoid embarrassment and maintain a harmonious dining atmosphere, so he chooses to praise this dish.
Story-c: Little Chen promises his grandma to water her flowers. He goes to his friend’s house to play, rushes out of the house,
and forgets about this. He thinks he waters the flowers. Grandma asks, “Do you water my flowers?” Little Chen says, “I water
them.”
Ability: Non-Literal Communication/Involuntary lies (Question-c1, c2)

Question-c1: Is what Little Chen says true?
(A) Yes (B) No
Question-c2: Why does Little Chen say this?
(A) Little Chen intentionally lies because he does not want his grandma to think he does not do well. (B) Little Chen forgets
that he does not water the flowers because he is too happy playing at his friend’s house. (C) Little Chen intentionally lies
because he wants to go play. (D) Little Chen thinks he waters the flowers because he usually is responsible.
Story-d: In a new company, Xiao Zhang just joins and is not very familiar with his colleagues. At lunchtime, he notices a
colleague sitting alone, so he takes the initiative to go and sit down, laughing and saying, "Do you know? When I come today, I
see a cat wearing a tie at the door, it must be the CEO of the company!" The colleague laughs uncontrollably.
Ability: Non-Literal Communication/Humor (Question-d1, d2)

Question-d1: Is what Xiao Zhang says true?
(A) Yes (B) No
Question-d2: Why does Xiao Zhang say this?
(A) Xiao Zhang says this because he wants to close the distance with his colleagues and enhance their friendship and
interaction. (B) Xiao Zhang says this because he really sees a cat wearing a tie and finds it very interesting and wants to share
with his colleagues. (C) Xiao Zhang says this because he wants to show off his observation skills and make his colleagues
like him. (D) Xiao Zhang says this because he thinks the company’s CEO should be a cat, expressing dissatisfaction with the
company’s management.

Table 12: Example data of the Strange Story Task (SST) Part2 .

Story: Last Friday, all classmates in the fifth grade of elementary school participate in a Chinese composition competition. Xiao
Ming really wants to win first place in this competition. The competition results come out, Xiao Hong wins the competition,
and Xiao Ming happens to take a leave of absence and does not go to school that day. When going to school on Monday, Xiao
Hong is the first to see Xiao Ming and says: “Xiao Ming, I read your composition and it is not bad, just a bit regrettable.” Xiao
Ming is very surprised when he hears this and says: "What do you mean, can you be more clear?" Xiao Hong looks at Xiao
Ming and says: “Oh, it is nothing, let’s go to class.”
Ability: Non-Literal Communication/Faux pas (Question 1, 2, 3, 4)

Question-1: Does anyone say something inappropriate in this story?
(A) Someone in the story says something inappropriate. (B) No one in the story says something inappropriate.
Question-2: If there is one, which sentence is inappropriate?
(A) Xiao Ming, I read your composition and it is not bad, it is just a bit regrettable. (B) What do you mean, can you
explain it more clearly? (C) Oh, it is nothing, let’s go to class. (D) No one in the story says anything inappropriate.
Question-3: Who wins the composition competition?
(A) Xiao Ming (B) Xiao Long (C) Xiao Hong (D) The story does not mention
Question-4: Does Xiao Hong know that Xiao Ming really wants to win this composition competition?
(A) Knows (B) Does not know

Table 13: Example data of the Faux-Pas Recognition Test (FRT) .
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Story-a: Xiao Hong is supposed to help her club prepare for this event, but she goes to visit a friend instead.
Ability: Emotion/Discrepant emotions (Question-a1, a2)

Question-a1: What kind of emotion does Xiao Hong’s friend have?
(A) Angry (B) Proud (C) Grateful (D) Regretful
Question-a2: What kind of emotion does the club member have?
(A) Angry (B) Proud (C) Grateful (D) Regretful
Story-b: Xinxin wants to go to her friend’s party tonight, but she has a stomachache. She knows, if she tells her mother she
has a stomachache, her mother does not let her go. She tries to hide her feelings, so her mother lets her go to the party.
Ability: Emotion/Hidden emotions (Question-b1, b2)

Question-b1: What are Xinxin’s real feelings?
(A) Sad (B) Scared (C) Happy (D) Disappointed
Question-b2: Why is Xinxin’s true feeling sad?
(A) Because she does not like parties. (B) Because of the stomachache. (C) She cannot attend the party. (D) Because she
fears her mother worries.
Story-c:James shows his painting at the school art exhibition. One day, he forgets to take the painting home. Nick, while
cleaning the exhibition room, mistakes the painting for abandoned and puts it in the discard box. Meanwhile, Ella knows this is
James’s work. Ella’s own painting also shows at the art exhibition, and she does not want James’s painting to be more popular
than hers, so she decides not to tell Nick. When James finds the painting is missing, he feels very upset and starts asking
classmates. Later, Nick realizes he may have mishandled James’s painting.
Ability: Emotion/Moral emotions (Question-c1, c2)

Question-c1: What kind of emotion does Nick feel after realizing he may have mishandled James’s painting?
(A) Nick possibly feels satisfied because he completes the task of cleaning the exhibition room, helping to clear useless items.
(B) Nick possibly feels indifferent, and he indeed does not know at the time, nor does he intentionally take James’s. (C) Nick
possibly feels guilty and anxious because he unintentionally causes loss to others. (D) Nick possibly feels confused because
he is not sure if he really handles James’s painting.
Question-c2: Ella knows that is James’s work, but does not tell Nick, what kind of emotion does she feel?
(A) Ella possibly feels happy because she harbors hostility towards James. (B) Ella possibly feels worried, fearing that James
finds out she knows the truth but does not tell Nick. (C) Ella possibly feels satisfied and complacent because she sees
James’s painting is mishandled and he cannot show his talent. (D) Ella possibly feels indifferent because she thinks this
has nothing to do with her.
Story-d: The company’s project is about to end, and Zhang Hua and Li Jun work overtime until very late. Chen Yu takes a day
off for personal reasons before. Zhang Hua seems to casually mention Chen Yu in the office, but there is a hint of questioning
in his words. After hearing this, Li Jun looks at Chen Yu’s empty seat, then frowns. After a while, Zhang Hua pretends to
laugh easily, takes out a leave slip of Chen Yu from the drawer, shows it to Li Jun, and then puts it back. Li Jun seems to think
about it, does not speak anymore, and continues to work.
Ability: Emotion/Emotion regulation

Question-d: What does Li Jun do next?
(A) He reassesses the situation. He thinks about the reasonableness of Chen Yu’s leave, realizes that everyone may need
to rest for personal reasons, and this does not mean that they are irresponsible or not focused on work. (B) He checks
Chen Yu’s social media to see if he really takes leave for personal reasons. (C) He asks other colleagues about their views on
Chen Yu’s leave. (D) He ignores this issue and focuses on his own work.

Table 14: 4 abilities in Emotion that are not covered by the 8 tasks and evaluated with extra samples.

Story-a: The little boy Mark always wants to eat a hamburger at lunchtime. When he walks to the school cafeteria to buy
a hamburger, his good friend Lenny comes to him and says, "Mark, if you help me answer a few questions on my math
homework, I give you a hamburger." So Mark decides to help Lenny with his math homework.
Ability: Desire/Multiple desires

Question-a: What does Mark do after he helps Lenny finish his math homework?
(A) Mark continues to go to the cafeteria to buy a hamburger. (B) Mark eats the hamburger from Lenny. (C) Mark goes to
the library to read. (D) Mark goes to the playground to play.
Story-b: Li Hua is a person who is passionate about outdoor adventures, and he goes hiking or camping every weekend. He
always seeks fresh and exciting experiences. Wang Fang, a quiet librarian, spends her weekends in a quiet library, reading
and organizing books. She likes a calm and orderly environment. This weekend, Li Hua invites Wang Fang to go out for the
weekend.
Ability: Desire/Discrepant desires

Question-b: Where does Li Hua plan to spend the weekend with Wang Fang?
(A) Hiking (B) Library (C) Sports Park (D) Skiing

Table 15: 2 abilities in Desire that are not covered by previous 8 tasks and evaluated with extra samples.
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Story-a: Emily finds a book she really wants to read in the library, but discovers that the book is already borrowed by someone
else. Emily sees a book with a similar cover next to it, thinks it is the same book, and takes it away. After returning home,
Emily realizes it is a different book, but is too lazy to return it. Meanwhile, Kate is busy working in the library. She knows this
book belongs to a blind person who is waiting for this book. Kate, who is recently cheated by a blind person she does not
know, notices that Emily takes the wrong book, but she chooses not to tell Emily.
Ability: Intention/Discrepant intentions (Question-a1, a2)

Question-a1: What is the possible intention behind Emily’s behavior?
(A) Emily possibly chooses not to return it due to negligence or thinking that this book is not important. (B) Emily possibly
takes it away without careful inspection because she is eager to read this book. (C) Emily thinks this book belongs to the
library, so there is no need to return it. (D) Emily possibly mistakenly thinks she finds the book she wants, only realizing
she takes the wrong one after returning home.
Question-a2: What is the possible intention behind Kate’s behavior?
(A) Kate possibly does not have time to tell Emily she takes the wrong book because of her busy work. (B) Kate has a dislike
for the blind, even if she knows Emily takes the wrong book, she chooses not to tell her. (C) Kate thinks Emily realizes her
mistake and returns the book on her own, so she chooses not to tell her. (D) Kate possibly chooses not to tell Emily she takes
the wrong book because of a conflict with Emily.
Story-b: Qingqing, Dapeng, and Bald Qiang are all hosts on the same channel. They often appear in the same program, but
rarely have the opportunity to go out for a meal together. One day, after the program recording ends, Dapeng sees Qingqing is
about to leave, he quickly goes over to talk to her. At this time, Bald Qiang also comes over.
Ability: Intention/Prediction of actions

Question-b: What does Dapeng want to do?
(A) Invites Qingqing and Bald Qiang to have dinner together. (B) Asks Qingqing for her phone number. (C) Asks Qingqing
to share her thoughts on today’s program. (D) Dapeng asks Qingqing to introduce him to Bald Qiang.
Story-c: Xiaohua is in the kitchen preparing dinner when suddenly he hears the doorbell ring. He turns down the fire and goes
to open the door, finding it is his friend Xiaoli. Xiaoli holds some movie tickets in his hand and invites Xiaohua to watch a
movie. Xiaohua thinks for a moment and tells Xiaoli that he must finish dinner first. At this time, Xiaohua’s sister also runs
over and says she can help cook, letting Xiaohua go play. Xiaohua looks at the half-cooked dinner in the kitchen and hesitates.
Ability: Intention/Completion of failed actions

Question-c: What does Xiaohua do next after hearing Xiaoli’s invitation?
(A) He continues to cook dinner. (B) He accepts Xiaoli’s invitation and goes to watch a movie. (C) He lets his sister finish
dinner and he rests. (D) He goes to discuss with other friends whether to go to the movies.

Table 16: 3 abilities in Intention that are not covered by the 8 tasks and evaluated with extra samples.

Story-a: Tara is a curious robot, living in an underwater city called Aquatica in the deep sea. In Aquatica, there are no birds or
flying creatures, and Tara never understands them. However, Aquatica is full of all kinds of marine life. Tara is doing imitation
behavior: it swings its arms up and down gracefully, like a forward motion, very similar to the flapping of bird wings.
Ability: Knowledge/Knowledge-pretend play links

Question-a: What is Tara likely imitating?
(A) Fish sliding fins. (B) Soaring eagle. (C) Butterfly flapping wings. (D) Bat in flight.
Story-b: Xiaoli and Lilei are wandering in the hall, they see the cabinet and the box, they find vests and sweaters in the cabinet,
Lilei leaves the hall, Xiaoli moves the vests and sweaters to the box.
Ability: Knowledge/Percepts-knowledge links (Question b1, b2)

Question-b1: What does Lilei see in the box?
(A) Vest (B) Sweater (C) Box (D) Sees nothing
Question-b2: After Li Lei returns to the hall, does Li Lei know where the vest is now?
(A) Knows, in the briefcase. (B) Knows, in the box. (C) Knows, in the cabinet. (D) Does not know.
Story-c: On a winter vacation evening, Wang Lei, Liu Ting, and Xiao Ming play toys together at home. They first play with
the first novel toy - an electric car, then they play with the second novel toy - a puzzle. At this time, Wang Lei says, "I have
something to do and need to leave the room", and he leaves after closing the door. Liu Ting says, “Oh, he leaves, it doesn’t
matter, we play together.” Liu Ting and Xiao Ming play with the third novel toy - colored pencils. After playing, they put all
three toys in a plate on the table. At this time, Wang Lei comes back, looks at the three toys in the tray, and excitedly says, “Oh,
look! Look at that toy!”, “Xiao Ming, can you pass it to me?”.
Ability: Knowledge/Knowledge-attention links

Question-c: What does Xiao Ming most likely do?
(A) Xiao Ming picks out the electric car and gives it to Wang Lei. (B) Xiao Ming picks out the puzzle and gives it to Wang Lei.
(C) Xiao Ming picks out the colored pencils and gives it to Wang Lei. (D) Xiao Ming randomly picks one of the three toys
and gives it to Wang Lei.

Table 17: 3 abilities in Knowledge that are not covered by the 8 tasks and evaluated with extra samples.
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Ability #S #Q ASL
(En)

ASL
(Zh) Agr.

Emotion

Typical emotional reactions 100 100 32.14 52.45 100.0%
Atypical emotional reactions 100 100 50.78 81.12 100.0%
Discrepant emotions 20 40 27.00 41.55 100.0%
Mixed emotions 20 40 68.92 104.85 100.0%
Hidden emotions 20 80 41.90 68.50 100.0%
Moral emotions 20 40 108.50 175.07 97.5%
Emotion regulation 20 20 108.00 168.60 100.0%

Desire

Multiple desires 20 20 64.25 100.90 100.0%
Desires influence on actions/emotions 100 100 36.58 51.35 95.0%
Desire-action contradiction 20 40 62.38 91.38 100.0%
Discrepant desires 20 20 79.80 133.75 100.0%

Intention

Discrepant intentions 20 40 101.28 162.07 100.0%
Prediction of actions 20 20 84.70 135.00 100.0%
Intentions explanations 213 260 78.58 125.43 100.0%
Completion of failed actions 20 20 94.70 140.60 100.0%

Knowledge

Knowledge-pretend play links 30 30 79.63 166.33 100.0%
Percepts-knowledge links 20 40 39.08 61.50 100.0%
Information-knowledge links 100 200 47.17 76.89 100.0%
Knowledge-attention links 20 20 148.20 225.45 100.0%

Belief

Content false beliefs 50 200 61.62 96.00 100.0%
Location false beliefs 50 200 36.69 59.08 100.0%
Identity false beliefs 20 40 70.92 120.80 100.0%
Second-order beliefs 100 200 61.63 96.00 100.0%
Beliefs based action/emotions 50 142 95.45 154.11 100.0%
Sequence false beliefs 100 100 32.46 52.45 100.0%

Non-Literal Communication

Irony/Sarcasm 20 26 55.81 90.23 100.0%
Egocentric lies 20 40 77.60 131.05 100.0%
White lies 20 40 66.12 102.70 100.0%
Involuntary lies 21 42 54.76 84.12 100.0%
Humor 20 40 67.78 115.45 100.0%
Faux pas 140 560 95.77 156.79 98.2%

Table 18: Data statistics. #S: Number of stories, #Q: Number of questions, ASL(En/Zh): Average story length
(English/Chinese). Agr.: Final agreement.

You are an experienced translator who only uses the *Present Tense* of English in translating all Chinese texts.

[Task]
Translate the given Chinese text to English. You should strictly follow the below rules.
(1) You should use the high school-level vocabulary with frequently-used words.
(2) You should only present the translation results without any other explanations.
(3) The translation result must be in the present tense, do not use any other tenses, regardless of the text content.
(4) All verbs in the translation results should be in the present tense, e.g., you should use ‘is’ instead of ‘was’, ‘are’ instead of
‘were’, ‘give/gives instead of ‘gave’, ‘design/designs’ instead of ‘designed’, and et al.
(5) The given Chinese text in json format, with the keys being story, question, option_a, option_b, option_c and option_d.
Please return the English translation in the original json format. Note that the above key remains unchanged, only translate
their values.

[Input Chinese Text]:
{Chinese Sample}

[Output English Translation]:

Table 19: Prompt for Chinese to English Translation.
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Vanilla Prompt for Chinese Evaluation
下面给你提供一段故事，一个问题和若干答案选项，请你根据故事内容和给定的问题，按照常理推测，选择一个
最可能的答案选项，并输出答案序号。
注意：
（1）请只输出最可能的答案序号，格式为：[[答案序号]]，例如，最可能的答案选项为“A. 手提包”，则输
出“[[A]]”；
（2）请必须从给定的答案选项“A、B、C、D”中选择一个做为最可能的答案作为输出，无论故事中是否提供足够
的信息，如果你认为故事里没有足够的信息选出答案，请随机输出“[[A]]”，“[[B]]”，“[[C]]”，“[[D]]”其中之一；
（3）请只输出在给定的信息下最可能的答案序号，不要输出其他内容。
[故事]
{Story}
[问题]
{Questions}
[答案选项]
A. {Option_a} B. {Option_b} C. {Option_d} D. {Option_c}

CoT Prompt for Chinese Evaluation
下面给你提供一段故事，一个问题和若干答案选项，请你根据故事内容和给定的问题，按照常理推测，选择一个
最可能的答案选项，并输出答案序号。
注意：
（1）请先一步步思考，对问题的答案进行推理分析，最后请输出最可能的答案序号，格式为：[[答案序号]]，例
如，最可能的答案选项为“A.手提包”，则输出“[[A]]”；
（2）请必须从给定的答案选项“A、B、C、D”中选择一个做为最可能的答案作为输出，无论故事中是否提供足够
的信息，如果你认为故事里没有足够的信息选出答案，请随机输出“[[A]]”，“[[B]]”，“[[C]]”，“[[D]]”其中之一；
（3）再次强调，你必须先给出一步步推理的结果，最后再输出最可能的答案序号。你不应该直接输出答案。
... (Same as above)

Vanilla Prompt for English Evaluation
Below is a multiple-choice question with a story and serveral answer options. Based on the content of the story and the given
question, please infer the most likely answer and output the answer index.
Note:
(1) Please only output the most likely answer index in the format: [[Answer Index]], for example, if the most likely answer
option is ‘A. Handbag’, then output ‘[[A]]’;
(2) You must choose one of the given answer options ‘A, B, C, D’ as the most likely answer, regardless of whether the story
provides enough information. If you think there is not enough information in the story to choose an answer, please randomly
output one of “[[A]]”, “[[B]]”, “[[C]]”, or “[[D]]”;
(3) Please only output the most likely answer index based on the given information, and do not output any other content.
[Story]
{Story}
[Question]
{Questions}
[Candidate Answers]
A. {Option_a} B. {Option_b} C. {Option_d} D. {Option_c}

CoT Prompt for English Evaluation
Below is a multiple-choice question with a story and serveral answer options. Based on the content of the story and the given
question, please infer the most likely answer and output the answer index.
Note:
(1) Please first think step by step, conduct analysis on the answers to the questions, and finally output the most likely answer
index in the format: [[Answer Index]], for example, if the most likely answer option is ‘A. Handbag’, then output ‘[[A]]’;
(2) You must choose one of the given answer options ‘A, B, C, D’ as the most likely answer, regardless of whether the story
provides enough information. If you think there is not enough information in the story to choose an answer, please randomly
output one of “[[A]]”, “[[B]]”, “[[C]]”, or “[[D]]”;
(3) Again, you must first output the results of step-by-step reasoning, and finally output the most likely answer index. You
should not directly output the answer index.
... (Same as above)

Table 20: Prompts for evaluation.
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Large Language Models: (M0) ChatGLM3-6B (M1) LLaMA2-13B-Chat (M2) Baichuan2-13B-Chat (M3) Mistral-7B (M4) Mixtral-8x7B
(M5) Qwen-14B-Chat (M6) GPT-3.5-Turbo-0613 (M7) GPT-3.5-Turbo-1106 (M8) GPT-4-0613 (M9) GPT-4-1106

Index Human Lang. M0 M1 M2 M3 M4 M5 M6 M7 M8 M9
M0
+

CoT

M1
+

CoT

M2
+

CoT

M3
+

CoT

M4
+

CoT

M5
+

CoT

M6
+

CoT

M7
+

CoT

M8
+

CoT

M9
+

CoT

Emotion: (I) Typical emotional reactions (II) Atypical emotional reactions (III) Discrepant emotions (IV) Mixed emotions (V) Hidden emotions
(VI) Moral emotions (VII) Emotion regulation

I 93.0 zh 89.0 63.0 84.0 84.0 89.0 96.0 91.0 91.0 96.0 97.0 89.0 67.0 83.0 84.0 86.0 88.0 89.0 89.0 91.0 93.0
en 71.0 83.0 86.0 83.0 73.0 89.0 90.0 86.0 90.0 94.0 79.0 81.0 81.0 80.0 67.0 85.0 73.0 83.0 89.0 90.0

II 94.0 zh 33.0 33.0 42.0 54.0 52.0 59.0 54.0 64.0 63.0 64.0 46.0 37.0 38.0 50.0 51.0 58.0 55.0 61.0 65.0 62.0
en 23.0 30.0 36.0 49.0 48.0 50.0 52.0 56.0 49.0 55.0 29.0 32.0 33.0 48.0 51.0 48.0 56.0 54.0 53.0 55.0

III 92.5 zh 52.5 27.5 40.0 42.5 57.5 62.5 52.5 62.5 90.0 90.0 57.5 37.5 37.5 50.0 50.0 65.0 70.0 60.0 70.0 85.0
en 35.0 47.5 55.0 47.5 65.0 65.0 67.5 70.0 85.0 92.5 45.0 50.0 52.5 57.5 67.5 70.0 67.5 67.5 85.0 90.0

IV 70.0 zh 60.0 52.5 55.0 55.0 47.5 60.0 30.0 37.5 70.0 60.0 47.5 40.0 57.5 50.0 37.5 55.0 45.0 70.0 82.5 72.5
en 35.0 52.5 52.5 65.0 35.0 62.5 57.5 45.0 65.0 65.0 55.0 40.0 45.0 65.0 32.5 50.0 55.0 52.5 72.5 67.5

V 95.0 zh 55.0 40.0 62.5 55.0 67.5 75.0 58.8 58.8 88.7 82.5 48.7 46.3 55.0 47.5 66.2 73.8 60.0 62.5 83.8 82.5
en 46.3 46.3 52.5 60.0 60.0 68.8 65.0 62.5 80.0 78.7 43.8 48.7 43.8 60.0 56.2 66.2 70.0 61.3 80.0 80.0

VI 90.0 zh 55.0 27.5 67.5 57.5 77.5 70.0 62.5 72.5 90.0 82.5 52.5 50.0 60.0 62.5 72.5 67.5 72.5 60.0 85.0 92.5
en 50.0 62.5 55.0 77.5 80.0 75.0 77.5 70.0 85.0 90.0 55.0 55.0 62.5 70.0 82.5 70.0 67.5 72.5 87.5 90.0

VII 70.0 zh 40.0 25.0 40.0 30.0 40.0 45.0 60.0 45.0 55.0 55.0 30.0 25.0 30.0 20.0 35.0 40.0 40.0 40.0 60.0 50.0
en 35.0 35.0 35.0 25.0 35.0 50.0 50.0 35.0 50.0 55.0 20.0 30.0 30.0 25.0 35.0 50.0 50.0 45.0 45.0 40.0

Desire: (I) Multiple desires (II) Desires influence on actions/emotions (III) Desire-action contradiction (IV) Discrepant desires

I 100 zh 55.0 40.0 65.0 55.0 80.0 65.0 60.0 70.0 100 95.0 50.0 50.0 55.0 50.0 65.0 60.0 65.0 70.0 100 95.0
en 50.0 65.0 70.0 55.0 70.0 75.0 65.0 80.0 90.0 100 55.0 55.0 50.0 60.0 60.0 80.0 50.0 65.0 95.0 90.0

II 71.7 zh 47.5 39.3 41.6 49.4 45.3 50.0 55.6 58.9 58.1 58.7 50.4 30.9 31.7 47.4 41.3 49.6 44.0 46.7 56.1 63.1
en 45.5 41.1 35.1 52.1 51.9 43.6 52.2 55.4 50.6 64.2 45.5 38.5 33.8 39.0 40.0 41.8 51.5 55.5 52.8 53.3

III 77.5 zh 65.0 42.5 60.0 55.0 50.0 65.0 60.0 62.5 75.0 75.0 70.0 40.0 62.5 50.0 40.0 72.5 72.5 70.0 72.5 75.0
en 32.5 55.0 55.0 65.0 52.5 62.5 62.5 67.5 70.0 75.0 47.5 52.5 55.0 52.5 32.5 57.5 72.5 67.5 70.0 75.0

IV 70.0 zh 45.0 35.0 40.0 35.0 50.0 55.0 40.0 35.0 70.0 50.0 25.0 35.0 55.0 40.0 50.0 55.0 40.0 40.0 65.0 60.0
en 30.0 45.0 35.0 25.0 30.0 40.0 35.0 45.0 40.0 45.0 25.0 40.0 15.0 35.0 35.0 30.0 35.0 30.0 65.0 45.0

Intention: (I) Discrepant intentions (II) Prediction of actions (III) Intentions explanations (IV) Completion of failed actions

I 95.0 zh 47.5 55.0 67.5 62.5 72.5 75.0 57.5 62.5 92.5 82.5 50.0 37.5 57.5 65.0 67.5 65.0 75.0 70.0 90.0 90.0
en 45.0 65.0 57.5 60.0 75.0 72.5 65.0 72.5 90.0 95.0 50.0 60.0 42.5 65.0 67.5 72.5 75.0 75.0 92.5 95.0

II 95.0 zh 60.0 40.0 75.0 30.0 70.0 80.0 60.0 50.0 80.0 80.0 70.0 45.0 50.0 45.0 65.0 70.0 70.0 65.0 80.0 75.0
en 35.0 50.0 45.0 40.0 85.0 55.0 65.0 65.0 50.0 85.0 50.0 50.0 55.0 35.0 65.0 55.0 70.0 75.0 55.0 70.0

III 96.5 zh 50.4 41.9 61.5 48.5 57.7 65.4 70.4 68.5 83.8 88.5 49.2 41.2 52.7 46.9 54.2 62.7 61.5 59.6 85.4 90.4
en 38.5 53.5 56.2 53.8 61.2 63.1 63.8 67.7 79.2 83.8 44.2 51.9 48.5 49.2 53.8 58.8 55.0 62.3 78.5 86.5

IV 75.0 zh 50.0 30.0 50.0 40.0 40.0 45.0 45.0 45.0 55.0 60.0 50.0 50.0 45.0 45.0 45.0 55.0 55.0 45.0 65.0 60.0
en 25.0 30.0 50.0 55.0 35.0 45.0 50.0 45.0 45.0 75.0 55.0 45.0 45.0 55.0 35.0 45.0 55.0 40.0 60.0 60.0

Knowledge: (I) Knowledge-pretend play links (II) Percepts-knowledge links (III) Information-knowledge links (IV) Knowledge-attention links

I 93.3 zh 10.0 6.7 10.0 16.7 10.0 16.7 13.3 20.0 40.0 40.0 13.3 26.7 23.3 26.7 13.3 20.0 43.3 23.3 53.3 66.7
en 10.0 13.3 6.7 13.3 23.3 16.7 10.0 16.7 3.3 26.7 16.7 16.7 6.7 20.0 33.3 16.7 26.7 33.3 23.3 46.7

II 95.0 zh 2.5 5.0 32.5 62.5 30.0 62.5 80.0 47.5 100 97.5 47.5 22.5 50.0 60.0 22.5 82.5 85.0 52.5 95.0 97.5
en 25.0 12.5 10.0 85.0 32.5 55.0 80.0 80.0 100 92.5 42.5 47.5 17.5 85.0 50.0 77.5 90.0 75.0 97.5 90.0

III 75.5 zh 24.5 28.0 27.5 28.0 49.5 42.5 33.0 34.0 49.0 48.0 27.0 25.5 26.5 27.0 45.0 31.5 30.0 27.5 43.5 48.0
en 28.0 23.5 32.0 34.5 42.5 30.5 35.0 33.0 44.0 49.0 26.5 23.5 23.0 28.0 29.5 31.0 26.5 35.0 54.0 55.0

IV 65.0 zh 30.0 50.0 15.0 25.0 35.0 30.0 25.0 20.0 35.0 45.0 40.0 40.0 35.0 20.0 40.0 30.0 40.0 35.0 50.0 40.0
en 25.0 35.0 35.0 35.0 10.0 30.0 20.0 20.0 45.0 40.0 30.0 35.0 30.0 45.0 20.0 35.0 30.0 55.0 55.0 50.0

Belief: (I) Content false beliefs (II) Location false beliefs (III) Identity false beliefs (IV) Second-order beliefs
(V) Beliefs based action/emotions (VI) Sequence false beliefs

I 82.5 zh 55.0 50.5 53.0 38.0 53.5 51.0 53.0 54.0 71.0 75.0 50.0 48.0 40.5 33.5 58.0 44.0 43.5 45.5 73.5 74.0
en 48.0 48.0 58.0 45.5 39.0 57.5 63.0 54.5 71.0 82.5 53.5 45.5 32.0 36.5 41.0 61.0 58.5 57.5 71.5 77.5

II 97.0 zh 67.5 46.0 76.0 65.5 74.5 73.0 75.0 76.0 100 100 70.5 51.0 65.5 67.5 77.0 73.5 73.0 75.0 100 100
en 61.5 54.0 73.5 67.0 46.0 82.5 75.5 76.5 88.5 91.0 59.0 55.5 59.0 67.0 54.5 72.0 81.5 72.0 89.0 91.0

III 100 zh 62.5 75.0 52.5 55.0 67.5 80.0 82.5 90.0 92.5 80.0 55.0 62.5 57.5 62.5 52.5 77.5 80.0 85.0 87.5 80.0
en 40.0 72.5 60.0 60.0 60.0 80.0 77.5 80.0 87.5 90.0 50.0 67.5 57.5 75.0 45.0 62.5 60.0 75.0 85.0 87.5

IV 81.0 zh 55.0 30.0 21.5 27.0 21.5 47.5 55.5 29.0 88.0 97.5 49.0 25.0 28.5 40.5 26.0 36.5 57.0 52.0 97.5 92.0
en 36.0 26.5 23.0 27.5 28.5 36.0 48.5 34.0 80.5 91.0 41.0 28.0 41.5 37.5 36.0 31.0 52.0 39.5 82.0 92.0

V 94.4 zh 45.8 43.7 45.1 52.8 61.3 60.6 57.0 52.8 85.9 83.1 44.4 44.4 50.0 52.1 54.9 55.6 52.8 57.7 82.4 83.8
en 42.3 47.9 45.1 50.0 59.9 55.6 55.6 55.6 80.3 78.2 45.1 45.8 49.3 46.5 50.0 54.2 54.2 58.5 78.9 80.3

VI 81.0 zh 44.0 35.0 43.0 45.0 63.0 61.0 63.0 62.0 55.0 69.0 41.0 32.0 42.0 49.0 59.0 50.0 43.0 56.0 61.0 74.0
en 39.0 45.0 39.0 42.0 55.0 52.0 48.0 56.0 49.0 64.0 43.0 45.0 32.0 38.0 39.0 41.0 46.0 57.0 52.0 73.0

Non-literal Communication: (I) Irony/Sarcasm (II) Egocentric lies (III) White lies (IV) Involuntary lies (V) Humor (VI) Faux pas

I 100 zh 30.8 34.6 42.3 23.1 34.6 46.2 73.1 65.4 92.3 80.8 34.6 42.3 46.2 23.1 26.9 42.3 38.5 65.4 84.6 80.8
en 30.8 42.3 53.8 53.8 46.2 57.7 57.7 57.7 88.5 88.5 30.8 50.0 42.3 46.2 46.2 38.5 65.4 53.8 88.5 84.6

II 95.0 zh 62.5 55.0 37.5 42.5 62.5 60.0 77.5 87.5 82.5 75.0 55.0 70.0 47.5 47.5 57.5 57.5 77.5 72.5 80.0 77.5
en 40.0 67.5 40.0 62.5 65.0 60.0 72.5 70.0 80.0 82.5 40.0 72.5 57.5 67.5 45.0 62.5 75.0 75.0 80.0 82.5

III 85.0 zh 52.5 50.0 50.0 37.5 52.5 30.0 77.5 77.5 77.5 72.5 62.5 57.5 60.0 50.0 47.5 40.0 70.0 72.5 90.0 65.0
en 35.0 47.5 40.0 42.5 55.0 30.0 65.0 80.0 82.5 80.0 37.5 60.0 35.0 52.5 40.0 52.5 80.0 80.0 80.0 80.0

IV 78.6 zh 42.9 66.7 31.0 57.1 38.1 45.2 78.6 66.7 69.0 57.1 59.5 40.5 42.9 61.9 38.1 45.2 76.2 57.1 71.4 54.8
en 42.9 50.0 42.9 50.0 61.9 40.5 61.9 76.2 73.8 85.7 38.1 69.0 42.9 66.7 45.2 45.2 69.0 54.8 73.8 83.3

V 95.0 zh 55.0 70.0 55.0 55.0 55.0 65.0 87.5 90.0 90.0 72.5 57.5 57.5 52.5 57.5 50.0 65.0 87.5 87.5 85.0 67.5
en 37.5 60.0 62.5 67.5 65.0 87.5 77.5 72.5 92.5 92.5 42.5 62.5 55.0 77.5 42.5 52.5 70.0 90.0 97.5 92.5

VI 80.4 zh 55.2 47.9 61.6 63.6 62.5 72.7 66.8 68.8 76.6 78.6 65.4 49.6 65.4 64.3 47.5 70.7 70.5 72.7 74.3 79.6
en 44.6 58.4 61.3 66.8 54.1 69.5 67.0 72.5 71.8 75.0 51.4 62.1 52.5 64.1 54.3 67.7 70.4 70.9 73.6 75.2

Table 21: ToM performance for 31 specific abilities of all LLMs. The best results of vanilla prompting are in pink,
and those of CoT prompting are in blue.
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UOT: Unexpected Outcome Test SIT: Scalar Implicature Task PST: Persuasion Story Task FBT: False Belief Task
AST: Ambiguous Story Task HT: Hinting Test SST: Strange Story Task FRT: Faux-pas Recognition Test

UOT SIT PST∗ FBT AST HT SST FRT AVG.
Zh En Zh En Zh En Zh En Zh En Zh En Zh En Zh En Zh En

Human (Original) 89.3 75.5 70.0 86.8 95.0 97.1 89.2 80.4 85.4
Human (Coherent) 74.0 58.0 70.0 59.0 90.0 96.8 79.6 47.1 71.8
Performance Drop 15.3 17.5 0.0 27.8 5.0 0.3 9.6 33.3 13.6

ChatGLM3-6B (Original) 55.3 44.3 24.5 28.0 44.0 41.0 59.2 48.5 48.0 41.0 32.0 36.9 58.0 37.8 55.2 44.6 47.0 40.3
ChatGLM3-6B (Coherent) 17.0 4.0 5.0 7.0 44.0 41.0 2.0 0.0 25.0 15.0 28.0 33.3 35.3 13.9 4.3 2.9 20.1 14.6
Performance Drop 38.3 40.3 19.5 21.0 0.0 0.0 57.2 48.5 23.0 26.0 4.0 3.6 22.7 23.9 50.9 41.7 27.0 25.6

LLaMA2-13B-Chat (Original) 43.7 52.7 28.0 23.5 38.0 43.0 42.2 42.8 38.0 47.5 32.0 48.5 58.2 58.0 47.9 58.4 41.0 46.8
LLaMA2-13B-Chat (Coherent) 5.0 8.0 11.0 5.0 38.0 43.0 0.0 1.0 13.0 23.0 29.0 44.1 34.8 32.8 4.3 7.1 16.9 20.5
Performance Drop 38.7 44.7 17.0 18.5 0.0 0.0 42.2 41.8 25.0 24.5 3.0 4.4 23.4 25.2 43.6 51.3 24.1 26.3

Baichuan2-13B-Chat (Original) 56.3 53.7 27.5 32.0 48.0 36.0 50.2 51.5 56.0 50.5 54.4 58.3 50.1 50.4 61.6 61.3 50.5 49.2
Baichuan2-13B-Chat (Coherent) 12.0 18.0 8.0 11.0 48.0 36.0 2.0 1.0 29.0 26.0 49.5 53.8 24.4 27.9 24.3 17.1 24.7 23.9
Performance Drop 44.3 35.7 19.5 21.0 0.0 0.0 48.2 50.5 27.0 24.5 4.9 4.5 25.7 22.5 37.3 44.2 25.9 25.4

Mistral-7B (Original) 61.0 58.0 28.0 34.5 49.0 51.0 43.5 46.7 52.5 51.0 29.1 43.7 53.1 60.0 63.6 66.8 47.5 51.5
Mistral-7B (Coherent) 22.0 16.0 8.0 13.0 49.0 51.0 0.0 2.0 31.0 24.0 24.7 39.8 28.4 38.3 25.0 28.6 23.5 26.6
Performance Drop 39.0 42.0 20.0 21.5 0.0 0.0 43.5 44.7 21.5 27.0 4.4 3.9 24.7 21.7 38.6 38.2 24.0 24.9

Mixtral-8x7B (Original) 68.0 58.7 49.5 42.5 45.0 55.0 49.8 37.8 71.0 69.5 43.7 55.3 51.4 53.8 62.5 54.1 55.1 53.3
Mixtral-8x7B (Coherent) 33.0 17.0 26.0 20.0 45.0 55.0 0.0 0.0 51.0 52.0 38.7 51.6 22.4 30.3 16.4 12.1 29.1 29.8
Performance Drop 35.0 41.7 23.5 22.5 0.0 0.0 49.8 37.8 20.0 17.5 5.0 3.7 29.0 23.5 46.1 42.0 26.1 23.6

Qwen-14B-Chat (Original) 72.0 63.7 42.5 30.5 50.0 51.0 57.2 58.7 65.5 64.0 54.4 56.3 60.0 59.5 72.7 69.5 59.3 56.7
Qwen-14B-Chat (Coherent) 33.0 23.0 21.0 6.0 50.0 51.0 0.0 7.0 44.0 41.0 49.5 51.6 35.8 37.3 32.1 33.6 33.2 31.3
Performance Drop 39.0 40.7 21.5 24.5 0.0 0.0 57.2 51.7 21.5 23.0 4.9 4.7 24.2 22.2 40.6 35.9 26.1 25.3

GPT-3.5-Turbo-0613 (Original) 69.3 63.3 33.0 35.0 52.0 49.0 61.2 62.3 63.5 63.5 60.2 53.4 72.0 66.1 66.8 67.0 59.8 57.5
GPT-3.5-Turbo-0613 (Coherent) 36.0 24.0 10.0 14.0 52.0 49.0 1.0 1.0 38.0 42.0 58.1 49.5 53.2 44.8 14.3 16.4 32.8 30.1
Performance Drop 33.3 39.3 23.0 21.0 0.0 0.0 60.2 61.3 25.5 21.5 2.1 3.9 18.8 21.3 52.5 50.6 26.9 27.4

GPT-3.5-Turbo-1106 (Original) 72.3 66.0 34.0 33.0 57.0 56.0 53.0 55.0 59.0 60.5 61.2 64.1 72.5 69.0 68.8 72.5 59.7 59.5
GPT-3.5-Turbo-1106 (Coherent) 42.0 31.0 13.0 15.0 57.0 56.0 0.0 0.0 32.0 36.0 58.1 61.3 53.2 48.3 17.1 23.6 34.1 33.9
Performance Drop 30.3 35.0 21.0 18.0 0.0 0.0 53.0 55.0 27.0 24.5 3.1 2.8 19.3 20.7 51.7 48.9 25.7 25.6

GPT-4-0613 (Original) 71.3 71.3 49.0 44.0 58.0 53.0 86.3 80.0 84.0 78.0 79.6 76.7 83.0 81.1 76.6 71.8 73.5 69.5
GPT-4-0613 (Coherent) 37.0 24.0 21.0 17.0 58.0 53.0 27.0 23.0 72.0 63.0 77.4 74.2 68.7 65.7 41.4 31.4 50.3 43.9
Performance Drop 34.3 47.3 28.0 27.0 0.0 0.0 59.3 57.0 12.0 15.0 2.2 2.5 14.3 15.4 35.2 40.4 23.2 25.6

GPT-4-1106 (Original) 76.7 71.0 48.0 49.0 61.0 65.0 90.8 88.2 83.0 77.5 88.3 82.5 76.2 84.0 78.6 75.0 75.3 74.0
GPT-4-1106 (Coherent) 45.0 37.0 20.0 18.0 61.0 65.0 59.0 53.0 69.0 63.0 87.1 80.6 57.2 70.1 46.4 34.3 55.6 52.6
Performance Drop 31.7 34.0 28.0 31.0 0.0 0.0 31.8 35.2 14.0 14.5 1.2 1.9 19.0 13.9 32.2 40.7 19.7 21.4

ChatGLM3-6B + CoT (Original) 58.7 50.3 27.0 26.5 44.0 41.0 56.5 51.2 48.0 44.0 37.9 42.7 56.3 44.2 65.4 51.4 49.2 43.9
ChatGLM3-6B + CoT (Coherent) 23.0 11.0 11.0 6.0 44.0 41.0 0.0 1.0 25.0 16.0 32.3 36.6 34.3 14.9 14.3 7.9 23.0 16.8
Performance Drop 35.7 39.3 16.0 20.5 0.0 0.0 56.5 50.2 23.0 28.0 5.6 6.1 22.0 29.3 51.1 43.5 26.2 27.1

LLaMA2-13B-Chat + CoT (Original) 45.3 52.7 25.5 23.5 34.0 39.0 41.3 43.0 41.0 48.5 28.2 43.7 53.6 59.5 49.6 62.1 39.8 46.5
LLaMA2-13B-Chat + CoT (Coherent) 8.0 9.0 6.0 4.0 34.0 39.0 0.0 1.0 16.0 27.0 24.7 39.8 31.8 35.8 3.6 9.3 15.5 20.6
Performance Drop 37.3 43.7 19.5 19.5 0.0 0.0 41.3 42.0 25.0 21.5 3.5 3.9 21.8 23.7 46.0 52.8 24.3 25.9

Baichuan2-13B-Chat + CoT (Original) 54.3 48.7 26.5 23.0 33.0 34.0 44.8 44.2 51.5 44.0 53.4 49.5 52.8 51.1 65.4 52.5 47.7 43.4
Baichuan2-13B-Chat + CoT (Coherent) 14.0 7.0 4.0 6.0 33.0 34.0 0.0 0.0 23.0 21.0 48.4 46.2 25.9 25.9 21.4 8.6 21.2 18.6
Performance Drop 40.3 41.7 22.5 17.0 0.0 0.0 44.8 44.2 28.5 23.0 5.0 3.3 26.9 25.2 44.0 43.9 26.5 24.8

Mistral-7B + CoT (Original) 61.0 55.3 27.0 28.0 46.0 42.0 47.2 47.0 47.0 46.5 30.1 37.9 56.5 63.4 64.3 64.1 47.4 48.0
Mistral-7B + CoT (Coherent) 19.0 13.0 8.0 7.0 46.0 42.0 4.0 1.0 23.0 24.0 25.8 32.3 33.3 40.8 27.9 25.0 23.4 23.1
Performance Drop 42.0 42.3 19.0 21.0 0.0 0.0 43.2 46.0 24.0 22.5 4.3 5.6 23.2 22.6 36.4 39.1 24.0 24.9

Mixtral-8x7B + CoT (Original) 65.3 52.3 45.0 29.5 41.0 39.0 53.7 43.8 66.0 59.5 44.7 54.4 43.7 39.8 47.5 54.3 50.9 46.6
Mixtral-8x7B + CoT (Coherent) 25.0 15.0 22.0 9.0 41.0 39.0 1.0 0.0 45.0 37.0 39.8 51.6 13.9 12.9 6.4 10.0 24.3 21.8
Performance Drop 40.3 37.3 23.0 20.5 0.0 0.0 52.7 43.8 21.0 22.5 4.9 2.8 29.8 26.9 41.1 44.3 26.6 24.8

Qwen-14B-Chat + CoT (Original) 65.3 58.0 31.5 31.0 45.0 44.0 51.3 54.7 62.5 63.0 47.6 48.5 60.2 53.6 70.7 67.7 54.3 52.6
Qwen-14B-Chat + CoT (Coherent) 22.0 16.0 9.0 8.0 45.0 44.0 1.0 1.0 43.0 43.0 45.2 43.0 37.3 27.4 27.1 25.7 28.7 26.0
Performance Drop 43.3 42.0 22.5 23.0 0.0 0.0 50.3 53.7 19.5 20.0 2.4 5.5 22.9 26.2 43.6 42.0 25.6 26.6

GPT-3.5-Turbo-0613 + CoT (Original) 62.3 58.3 30.0 26.5 43.0 48.0 57.8 64.0 58.5 58.0 41.7 41.7 71.3 66.8 70.5 70.4 54.4 54.2
GPT-3.5-Turbo-0613 + CoT (Coherent) 20.0 17.0 9.0 9.0 43.0 48.0 3.0 8.0 33.0 33.0 37.6 36.6 53.2 45.3 35.7 33.6 29.3 28.8
Performance Drop 42.3 41.3 21.0 17.5 0.0 0.0 54.8 56.0 25.5 25.0 4.1 5.1 18.1 21.5 34.8 36.8 25.1 25.4

GPT-3.5-Turbo-1106 + CoT (Original) 68.7 64.7 27.5 35.0 45.0 54.0 57.5 56.3 61.5 63.0 46.6 51.5 71.3 68.6 72.7 70.9 56.4 58.0
GPT-3.5-Turbo-1106 + CoT (Coherent) 32.0 25.0 8.0 12.0 45.0 54.0 0.0 3.0 40.0 41.0 43.0 47.3 49.8 47.8 28.6 27.1 30.8 32.2
Performance Drop 36.7 39.7 19.5 23.0 0.0 0.0 57.5 53.3 21.5 22.0 3.6 4.2 21.5 20.8 44.1 43.8 25.6 25.9

GPT-4-0613 + CoT (Original) 72.3 64.7 43.5 54.0 55.0 52.0 90.3 80.8 84.5 77.5 78.6 76.7 83.5 81.1 74.3 73.6 72.8 70.1
GPT-4-0613 + CoT (Coherent) 43.0 24.0 14.0 26.0 55.0 52.0 46.0 20.0 72.0 63.0 77.4 74.2 69.2 68.2 37.1 34.3 51.7 45.2
Performance Drop 29.3 40.7 29.5 28.0 0.0 0.0 44.3 60.8 12.5 14.5 1.2 2.5 14.3 12.9 37.2 39.3 21.0 24.8

GPT-4-1106 + CoT (Original) 76.3 72.7 48.0 55.0 59.0 55.0 88.7 86.8 84.0 81.0 89.3 82.5 76.9 84.3 79.6 75.2 75.2 74.1
GPT-4-1106 + CoT (Coherent) 42.0 38.0 20.0 28.0 59.0 55.0 47.0 39.0 74.0 69.0 88.2 80.6 59.2 71.1 46.4 32.9 54.5 51.7
Performance Drop 34.3 34.7 28.0 27.0 0.0 0.0 41.7 47.8 10.0 12.0 1.1 1.9 17.7 13.2 33.2 42.3 20.8 22.4

Table 22: The ToM performance drop of all LLMs in the coherent test. The best results of vanilla prompting in
coherent tests are in pink, and those of CoT prompting are in blue. No performance drop occurs in the persuasion
story task since each story in PST corresponds to only one question.
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