Introduction

The **ACL Student Research Workshop (SRW) 2024** will be held in conjunction with **ACL 2024**. The SRW provides student researchers in *Computational Linguistics* and *Natural Language Processing* the opportunity to present their work and receive constructive feedback and mentorship from experienced members of the ACL community.

Similar to past SRWs, the **ACL 2024 SRW** offers two submission options: *archival* (appears in proceedings) and *non-archival* (only for presentation). Authors can choose to submit both research papers and thesis proposals as non-archival, explicitly encouraging work in progress that can later be submitted to a future (archival) conference. From a mentorship and reviewing standpoint, archival and non-archival submissions are treated equally.
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