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Abstract

Researchers in the political and social sciences
often rely on classification models to analyze
trends in information consumption by examin-
ing browsing histories of millions of webpages.
Automated scalable methods are necessary due
to the impracticality of manual labeling. In this
paper, we model the detection of topic-related
content as a binary classification task and com-
pare the accuracy of fine-tuned pre-trained en-
coder models against in-context learning strate-
gies. Using only a few hundred annotated data
points per topic, we detect content related to
three German policies in a database of scraped
webpages. We compare multilingual and mono-
lingual models, as well as zero and few-shot
approaches, and investigate the impact of neg-
ative sampling strategies and the combination
of URL & content-based features. Our results
show that a small sample of annotated data is
sufficient to train an effective classifier. Fine-
tuning encoder-based models yields better re-
sults than in-context learning. Classifiers using
both URL & content-based features perform
best, while using URLs alone provides ade-
quate results when content is unavailable.

1 Introduction

Text classification of webpages is used to under-
stand information consumption by categorizing
large collections of individuals’ browsing histo-
ries (e.g., Stier et al. 2022a). By categorizing web-
pages, researchers can identify patterns of online
news consumption (Flaxman et al., 2016) and quan-
tify exposure to populist sentiments (Stier et al.,
2022b). Analyzing browsing histories by topic of-
ten necessitates "finding the needle in the haystack",
as typically just a small fraction of webpage vis-
its correspond to a given domain, such as news
sources (Wojcieszak et al., 2022). Therefore, iden-
tifying the few relevant pages among numerous
unrelated visits makes manual labeling impracti-
cal. Machine learning classifiers are often used as

an automated and scalable alternative (Stier et al.,
2022b).

Since the introduction of the transformer archi-
tecture, fine-tuning pre-trained language models
(PLMs) such as BERT (Devlin et al., 2019) has seen
widespread adoption in text classification tasks. Ap-
plications include classifying public opinions about
policies in digital media (Viehmann et al., 2023)
and identifying protest-related content in newspa-
per articles (Re et al., 2021; Sebők and Kacsuk,
2021). Further applications encompass sentiment
analysis on social media posts (Manias et al., 2023)
and advertising (Jin et al., 2017). However, fine-
tuning classifiers still requires hundreds to thou-
sands of manually labeled documents. Given the
multilingual nature of the web and the noisy data
resulting from the scraping process, compiling a
representative training set remains a complex and
time-consuming task. Generative models such as
Llama (Touvron et al., 2023) and Mistral (Jiang
et al., 2023) are often inherently multilingual and
can generalize to completely unseen tasks without
the need for fine-tuning, potentially making them a
promising alternative.

In this study, we investigate the use of large lan-
guage models (LLMs) for the task of binary topic
classification across a corpus of scraped webpages.
We evaluate our approach by identifying webpages
that provide information on three specific German
policies discussed during data collection: (1) a pol-
icy introduced to combat child poverty, (2) the pro-
motion of renewable energy, and (3) the amend-
ment of cannabis legislation. We compare the clas-
sification accuracy between multilingual (Conneau
et al., 2020) and monolingual (Chan et al., 2020)
pre-trained language models by fine-tuning them
on manually labeled data. Our analysis extends to
generative models (Touvron et al., 2023; Chung
et al., 2022), evaluating few-shot prompting for
document classification and assessing the impact
of demonstrator sampling strategies.

238



2 Related Work

Political and social sciences researchers increas-
ingly use topic classification to filter large collec-
tions of webpages derived from browsing histo-
ries (Guess, 2021; Stier et al., 2022a). This task
is commonly modeled as binary or multiclass clas-
sification, assigning text segments to one or more
predefined categories. Until recently, researchers
in these applied fields have relied on traditional
NLP methods such as naive Bayes classifiers (Stier
et al., 2022a) and logistic regression models (Guess,
2021).

The adaptation of BERT models created new
opportunities by improving classification accuracy.
For instance, Viehmann et al. (2023) fine-tuned
BERT models to classify opinions on policies in
digital media. Similarly, Re et al. (2021) explored
the use of BERT variants for classifying sentences
in newspaper articles to detect protest-related con-
tent. Osnabrügge et al. (2023) applied a logistic
regression model for classifying the topics of par-
liamentary speeches. Research on webpage classi-
fication also includes the use of URL features (Kan
and Thi, 2005), extracted content (Jin et al., 2017),
graph representations (Wu et al., 2015), and visual
features (Xu and Miller, 2015).

2.1 Feature-based Learning

Historically, text classification involved feature en-
gineering by (1) extracting a vector representation
of the text, followed by (2) feeding the extracted
features into a classifier to determine the final la-
bel. Support vector machines (D’Orazio et al.,
2014) and naive Bayes models (Scharkow, 2013),
often combined with frequency-based tf-idf vectors,
were the standard tools. More recently, approaches
also rely on techniques such as Word2Vec (Mikolov
et al., 2013) and GloVe (Pennington et al., 2014), to
obtain dense representations of vocabulary items.

2.2 Contextualized Embeddings

Recent advancements in text classification have
been driven by models like BERT (Devlin et al.,
2019) based on the transformer architecture, which
utilize attention mechanisms (Vaswani et al., 2017)
and are trained on extensive unlabeled text datasets
through unsupervised pre-training prior to fine-
tuning on downstream tasks such as document clas-
sification. For instance, mBERT was pre-trained
on data from Wikipedias in 104 languages. XLM-
RoBERTa (Conneau et al., 2020), a multilingual

extension of RoBERTa (Zhuang et al., 2021), is pre-
trained on text from 100 languages. Subsequent
fine-tuning of BERT models by replacing the last
layer with a classification head for the final predic-
tion has become a common approach (Re et al.,
2021; Gnehm and Clematide, 2020; Viehmann
et al., 2023; Manias et al., 2023).

2.3 Models Pre-trained on German Texts
A considerable amount of research has been ded-
icated to exploring text classification tasks specif-
ically for the German language (Viehmann et al.,
2023; Scharkow, 2013). Although not all recent
studies utilize transformer models for German text
classification (Graef, 2021), the majority of re-
search underscores the superiority of BERT models
in this domain (Gnehm and Clematide, 2020). DB-
MDZ BERT is comparable in size to BERT-base
but is trained on the German segments of the OPUS
corpus and Wikipedia. GBERT (Chan et al., 2020)
is another German BERT variant that outperforms
multilingual models and other German-trained
BERT variants (Idrissi-Yaghir et al., 2023; Niklaus
et al., 2023; Bornheim et al., 2021). GBERT in-
cludes additional data and implements training
enhancements (Chan et al., 2020), as does the
GELECTRA model (Clark et al., 2020), which is
designed for more efficient learning by enabling
the model to learn from entire sentences, rather
than just the masked tokens.

2.4 In-context Learning
Large generative models like FLAN (Chung
et al., 2022), Mistral (Jiang et al., 2023), and
LLaMa (Touvron et al., 2023) are also transformer-
based but use stacked decoder blocks instead of the
encoder blocks used by BERT. Encoder blocks ex-
tract dense vector representations, used as features
for classification tasks. Decoder blocks predict the
next token to generate output sequences, allowing
these models to perform different tasks due to their
flexible output schema.

Generative models have demonstrated remark-
able generalization across a broad spectrum of NLP
tasks by incorporating the instruction directly into
the input prompt, often alongside a few labeled
examples, thereby eliminating the need for param-
eter updates. Due to their large training corpora,
generative models typically possess some multilin-
gual capabilities. For instance, FLAN is a model
family based on the T5 model architecture (Chung
et al., 2022), able to follow instructions in mul-

239



Dataset Children Energy Cannabis All Topics

Related Total Related Total Related Total Related Total

Training 192 384 204 408 205 410 601 1,202
Unbalanced Test (Unbl) 22 3,722 23 4,164 23 3,448 68 11,334
Balanced Test (Test) 22 44 23 46 23 46 68 136
Extended Test (Extd) 45 53,253 32 45,925 29 44,432 106 143,610

Complete Test (All = Unbl & Extd) 67 56,975 55 50,089 52 47,880 174 154,944
Complete (Train, Unbl, & Extd) 259 57,359 259 50,497 257 48,290 775 156,146

Table 1: Number of topic-related and total webpages per topic. Training and test set contain URLs with
high-confidence labels. The unbalanced test set (unbl) includes additional negative examples not included in the
training set, while the extended test set (extd) uses low-confidence labels for evaluation under less ideal conditions.

tiple languages, including English, German, and
French. Larger models, like those based on the
LLaMA (Touvron et al., 2023) architecture, are
further optimized through reinforcement learning
from human feedback (Ouyang et al., 2022; Bai
et al., 2022), improving cross-domain generaliza-
tion and reasoning skills. Aya (Üstün et al., 2024)
and Vicuna are further examples. The former is
trained on 101 languages including German, while
the latter is fine-tuned on user-shared conversations,
primarily in English.1

While neural networks have become the state-
of-the-art text classification approach, current re-
search lacks a thorough evaluation of LLMs for
identifying topic-related content on German web-
pages. Here, we provide a comprehensive study to
fill this gap, including a comparison to traditional
feature-based approaches.

3 Dataset

For our experiments, we use a corpus of scraped
webpages annotated by topic. We describe the
data collection and annotation process in Section
3.1. The topic labels correspond to three Ger-
man policies that were of interest during the pe-
riod of data collection: (1) basic child support pol-
icy (Kindergrundsicherung), introduced to com-
bat child poverty, (2) energy transition policy
(Förderung erneuerbarer Energien), designed to
promote renewable energy, and the (3) cannabis
legalization amendment (Cannabislegalisierung).
We refer to these policies as the children, energy,
and cannabis policies throughout this paper. Our
dataset contains substantially more topic-unrelated
than relevant webpages. This exemplifies a com-
mon challenge in the social, political, and commu-
nication sciences: finding relevant content within a
vast database of unrelated webpages.

1https://sharegpt.com

3.1 Data Collection and Annotation
The browsing traces are obtained as part of a
broader project in which 1, 228 participants of a
commercial web-tracked panel take part in an on-
line experiment, during which they are instructed
to inform themselves about the three policy topics
(see Appendix A and C for details). In total, the
participants visit 267k quasi-unique URLs. Given
that only 1, 324 unique URLs (775 after filtering)
are annotated as policy-related across the three top-
ics, a research assistant augments our training data
by manually searching the web for further policy-
related webpages. An additional 297 high-quality
positive cases are added for each topic in this way
(77, 83, and 137, respectively, for the topics chil-
dren, energy, and cannabis).

Data from the collected URLs is scraped using
the Python package requests2 and the plain text con-
tent is extracted from the HTML using the Python
package selectolax.3

For each of the three topics, the browsing trace
data are manually annotated with binary labels
(topic-related or non-relevant) at the URL level.
Given the amount of data, we employ a multi-
level filtering and refinement approach, moving
from hostname categories down to hostnames and
finally individual URLs, at each step removing non-
relevant URLs. For details on the annotation proce-
dure, see Appendix A.

After annotation of the successfully scraped
webpages (156k out of 267k URLs), our high-
confidence data set is comprised of 214 (children),
227 (energy), 228 (cannabis) webpages that are
related to the respective topic, and 4,106 (children),
4,572 (energy), 3,857 (cannabis) non-relevant web-
pages. As a result of the multi-level annotation
strategy, we also obtain 143k additional URLs with
low-confidence labels that are predominantly neg-

2https://pypi.org/project/requests/
3https://pypi.org/project/selectolax

240

https://sharegpt.com
https://pypi.org/project/requests/
https://pypi.org/project/selectolax


WebpageWebpageWebpage WebpageWebpage

Splitting Step:

Text chunk
PLM

Webpage

Irrelevant boilerplate text Label
Positive

Aggregation Step:

Classifier

Prediction per  
text chunk

+
Label

(Final label)Topic relevant text

Topic relevant text

URL

All text chunks inherit  
the label from the URL.

URL

Positive

Label

Training&

/news/politics/germany-legalises-cannabis

Home - Login - Languages  ...

This week, it became the largest EU
country to legalise ...

Initial plans for cannabis to be sold via
licensed shops ...

URL and text chunk are concatenated
to form the input sequence.  

Assumption: If one text chunk is topic related the
whole page is topic related.

Figure 1: Webpage processing and classification pipeline. The extracted webpage content is divided into chunks,
maintaining the original labels. Chunk level predictions are aggregated to obtain the final label per URL.

ative cases (e.g., searches, YouTube videos, and
social media posts), which we use in our evaluation
of a real-world application scenario of classifying
noisy web data. For further ablative testing on
noisy data, we also construct an extended test set
with low-confidence labels.

3.2 Data Preprocessing

We describe the processing steps for compiling the
datasets for training and evaluation, including sam-
pling train and test examples, as well as segmenting
long webpages. We filter out cases where we were
unable to retrieve the content, to allow for a 1-to-1
comparison of classification performance based on
URLs alone versus using content as an additional
feature.

Training and Test Sets. We partition the dataset
for each topic into training and test sets, allocating
90% of the positive examples to training and 10%
to testing, resulting in three datasets for three binary
classification tasks (see Table 1). Only URLs with
high-confidence labels are used for the training and
test sets (see Section 3.1). The positive cases added
during manual augmentation are used exclusively
for training.

For our initial experiments, we aim for an even
proportion of positive and negative cases in the
training and test sets (we discuss suitable sampling
strategies in Section 4.1). Further negative exam-
ples that are not included are assigned to a second,
unbalanced test set (unbl) consisting of predom-
inantly negative examples. This second data set
mirrors the original proportion of topic-related and
unrelated webpages in our data but still contains
only high-confidence URLs. Finally, to assess the

performance of the classifiers under real-world con-
ditions, we construct an extended test (extd) set
comprised of low-confidence labels. This test set
also includes difficult-to-scrape webpages, such
as search engines, often resulting in non-useful
HTML content due to disabled JavaScript. This
dataset is even more unbalanced, containing an
overwhelming number of negative cases.

Document Splitting. Due to the limited context
window of the test LLMs (see Table 2), we divide
webpage content into chunks using a recursive text
splitter4. We utilize a maximum chunk size of 384
tokens for all models, including an overlap of 64
tokens. For each chunk, we assign the label of the
parent URL.

4 Methods

We model the detection of topic-related content as
a binary classification task for each of the three
topics. We compare the F1-scores of fine-tuned
encoder models (supervised) and in-context learn-
ing strategies (few/zero-shot) against suitable base-
lines. Figure 1 shows a schematic overview of the
supervised training and classification pipeline. The
evaluated LLMs are listed in Table 2. We make the
code for our experiments publicly available.5

For supervised fine-tuning of monolingual and
multilingual models, we experiment with using
URL-based features on their own and in combi-
nation with content. Due to the small number of
webpages related to the three topics, we also exper-
iment with different strategies to sample from the

4https://python.langchain.com/docs/
5https:/github.com/julianschelb/Topic-Classification
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Model Type Layers Param. Languages Context Size

Multilingual BERT-Base (Devlin et al., 2019) BERT 12 179M 104 512
XLM-RoBERTa-Base (Conneau et al., 2020) RoBERTa 12 279M 100 512
XLM-RoBERTa-Large (Conneau et al., 2020) RoBERTa 24 561M 100 512
German-BERT-Base (deepset.ai/german-bert) BERT 12 111M 1 512
GELECTRA-Base (Chan et al., 2020) ELECTRA 12 110M 1 512
GELECTRA-Large (Chan et al., 2020) ELECTRA 24 336M 1 512
GBERT-Base (Chan et al., 2020) BERT 12 111M 1 512
GBERT-Large (Chan et al., 2020) BERT 24 337M 1 512

Aya 101 (Üstün et al., 2024) mT5 40 13B 101 1024
Vicuna 7b (Chiang et al., 2023) Llama 32 7B 1 2048
Vicuna 13b (Chiang et al., 2023) Llama 40 13B 1 2048
FLAN-T5-Base (Chung et al., 2022) T5 12 250M 60 512
FLAN-T5-Large (Chung et al., 2022) T5 24 780M 60 512
FLAN-T5-XXL (Chung et al., 2022) T5 24 11B 3 512

Table 2: Encoder models used for fine-tuning (top) and generative models used for in-context learning (bottom).

large number of negative examples. For in-context
learning classification methods, we evaluate multi-
ple models in zero- and few-shot scenarios, compar-
ing different task demonstrator sampling strategies
for the latter.

To aggregate the predicted labels for chunks into
document level labels during inference, we assign
a positive label to webpages if the label of at least
one chunk is predicted to be topic-relevant.

4.1 Sampling Negative Examples
To address the imbalance of negative and positive
examples in our dataset, we investigate three sam-
pling strategies for negative training examples.

Random. We select a random subset of web-
pages classified as negative, aiming for an even
number of topic-related and unrelated webpages in
our training dataset.

Stratified. To prevent an overrepresentation of
webpages from frequent domains, we group them
into strata based on their domain, selecting the 128
most frequent URLs for individual groups and con-
solidating all remaining ones into a ’others’ group.

Cluster-based. Like Sun et al. 2023, we test
KNN sampling. We create document vectors using
TF-IDF with a dimensionality of 10,000, which
we then reduce to 100 dimensions using PCA.
Given the unknown total number of clusters, we uti-
lize DBSCAN for clustering and sample webpages
from each cluster, including the noise cluster.

4.2 Supervised Classification
We evaluate several monolingual encoder models
that are pre-trained specifically on German texts, as
well as multilingual encoder models that include at

least a portion of German text in their pre-training
data. For fine-tuning, we use the same parameters
across all models: a learning rate of 2× 10−5 over
a maximum of 3 epochs. We use a warm-up of
500 steps at the beginning of training and a weight
decay of 0.01.

We train one URL-based classifier and one com-
bined URL & content classifier per topic. Since
URLs often contain parts of the article title, cate-
gories, or search engine optimization (SEO) key-
words, we expect them to be useful for classifica-
tion (Aljofey et al., 2022; Kan and Thi, 2005). To
avoid overfitting on specific domains only the path
and parameter sections of the URL are utilized (see
Figure 1).

Baselines. For URL-based classification, we use
linear interpolation and backoff (LIB) as the base-
line (Abramson and Aha, 2012). For URL & con-
tent classification, we use support vector machine
(SVM) classifiers with TF-IDF vectors for feature
extraction, similar to what is frequently employed
in the literature (Idrissi-Yaghir et al., 2023; Kan
and Thi, 2005; D’Orazio et al., 2014).

4.3 Zero- and Few-Shot Classification

We evaluate multiple generative models using in-
context learning for classification tasks in both
zero-shot and few-shot scenarios. We include
Aya (Üstün et al., 2024) and two Vicuna vari-
ants (Chiang et al., 2023), as well as three FLAN-
T5 variants (Chung et al., 2022) to assess the perfor-
mance scaling with model size. Due to the limited
context window of FLAN-T5, we evaluate them
exclusively in a zero-shot setting. Due to the long
inference times, we opted to only evaluate on the
balanced test set. Our prompts combine a task de-
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Model Children Energy Cannabis
Test Unbl Extd All Test Unbl Extd All Test Unbl Extd All

U
R

L
on

ly

Multiling. BERT-Base 0.976 0.205 0.023* 0.032* 0.958 0.072 0.007 0.013 1.000 0.556* 0.691* 0.627*
XLM-RoBERTa-Base 0.900 0.141 0.063* 0.076* 0.933 0.103* 0.016* 0.027* 1.000 0.541* 0.533* 0.536*
XLM-RoBERTa-Large 0.976 0.408* 0.028* 0.040* 0.978 0.126* 0.014* 0.023* 1.000 0.597* 0.577* 0.585*
German-BERT-Base 0.976 0.435* 0.030* 0.042* 0.979 0.127* 0.011 0.020 1.000 0.769* 0.422* 0.522*
GELECTRA-Large 0.976 0.274* 0.023* 0.032* 0.909 0.118* 0.059* 0.076* 1.000 0.460* 0.700* 0.575*
GELECTRA-Base 0.976 0.127 0.007 0.012 0.898 0.077 0.005* 0.014 0.950 0.252 0.113 0.173
GBERT-Large 0.952 0.310* 0.025* 0.035* 0.978 0.173* 0.015* 0.025* 1.000 0.755* 0.667* 0.701*
GBERT-Base 0.930 0.190 0.019 0.027 0.978 0.135* 0.015* 0.025* 1.000 0.396 0.532* 0.456*
SVM (Baseline) 0.950 0.174 0.017 0.024 0.898 0.072 0.012 0.019 0.947 0.321 0.185 0.223
LIB (Baseline) 0.872 0.169 0.000 0.006 0.864 0.130 0.002 0.015 0.950 0.225 0.005 0.025

Average (w/o baseline) 0.958 0.261 0.027 0.037 0.951 0.116 0.018 0.028 0.994 0.541 0.529 0.522

U
R

L
&

co
nt

en
t

Multiling. BERT-Base 1.000 0.269* 0.166* 0.190* 0.958 0.096* 0.014* 0.023* 0.976 0.556* 0.304* 0.375*
XLM-RoBERTa-Base 1.000 0.271* 0.155* 0.181* 0.957 0.144* 0.034* 0.050* 0.976 0.597* 0.386* 0.453*
XLM-RoBERTa-Large 1.000 0.323* 0.287* 0.298* 0.957 0.168* 0.030* 0.045* 0.976 0.571* 0.487* 0.519*
German-BERT-Base 1.000 0.368* 0.198* 0.234* 1.000 0.136* 0.020* 0.033* 0.976 0.440* 0.747* 0.578*
GELECTRA-Large 1.000 0.500* 0.636* 0.583* 0.978 0.175* 0.136* 0.151* 0.976 0.625* 0.514* 0.555*
GELECTRA-Base 1.000 0.412* 0.228* 0.268* 0.957 0.109* 0.049* 0.064* 0.952 0.381* 0.487* 0.436*
GBERT-Large 1.000 0.494* 0.410* 0.434* 0.979 0.146* 0.058* 0.080* 0.952 0.191* 0.157* 0.170*
GBERT-Base 1.000 0.333* 0.249* 0.272* 0.957 0.221* 0.105* 0.136* 0.976 0.526* 0.455* 0.482*
SVM (Baseline) 0.933 0.059 0.015 0.022 0.885 0.064 0.010 0.017 0.930 0.088 0.030 0.043

Average (w/o baseline) 1.000 0.371 0.291 0.308 0.968 0.149 0.056 0.073 0.970 0.486 0.442 0.446

Table 3: F1-score performance of supervised fine-tuning approaches for different feature combinations. Statistical
significance is assessed using McNemar’s test (p < 0.05) with respect to the SVM baseline, denoted by *.

Sampling Strategy Children Energy Cannabis
Test Unbl Extd All Test Unbl Extd All Test Unbl Extd All

Random 1.000 0.318 0.248 0.268 0.978 0.134 0.060 0.079 0.976 0.357 0.384 0.372
Stratified 1.000 0.300 0.156 0.185 0.978 0.232 0.112 0.145 0.976 0.548 0.538 0.542
Cluster-based 0.977 0.264 0.112 0.139 0.978 0.167 0.062 0.086 0.976 0.548 0.444 0.482

Average 0.992 0.294 0.172 0.197 0.978 0.178 0.078 0.103 0.976 0.484 0.455 0.465

Table 4: F1-Score performance of different sampling strategies for GELECTRA-Large

scription with "Yes" or "No" response instructions
to simplify the parsing of the output. Figure 2
shows the used prompt template. We convert re-
sponses to lowercase to map the models’ output
more easily to a binary label. For answer genera-
tion, we set the temperature to 0.3, top_k to 50,
and top_p to 0.95. While the generative models
tend to have longer context windows and would
allow for larger webpage chunks, we use the same
chunks as the supervised classification for compar-
ison.

Demonstrator Sampling. Since the selection of
task demonstrators included in the few-shot prompt
affects prediction quality (Liu et al., 2022; Peng
et al., 2024), we evaluate multiple sampling strate-
gies: (1) random sampling over the training set, (2)
random sampling with balanced classes to address
class imbalance by ensuring equal representation
of each class, and (3) KNN-based sampling, which
selects training examples similar to the input (Sun
et al., 2023). We calculate the cosine distance

based on embeddings extracted using a sentence-
transformer (Reimers and Gurevych, 2019).

5 Results and Discussion

5.1 Supervised Classification Results
We evaluate all models using URL-only and URL &
content as features and report the F1 scores for the
three test datasets (test, unbalanced, and extended)
and three topics in Table 3.

GELECTRA-Large, using URL & content fea-
tures, achieves the best average F1 score of 0.430
across all topics on the complete test set (see Table
6), making it the overall best-performing model.
Analyzing the results by topic, GELECTRA-Large
achieves the best F1 scores of 0.583 for the children
topic and 0.151 for the energy topic. Meanwhile,
German-BERT-Base achieves the best score for the
cannabis topic with an F1 score of 0.578.

We discuss the impact of feature selection and
negative sampling methods and analyze perfor-
mance differences between monolingual and multi-
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Model Children Energy Cannabis All Topics
Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1

Z
er

o-
Sh

ot

Aya 101 1.000 0.761 0.865 1.000 0.783 0.878 1.000 0.950 0.974 1.000 0.831 0.906
Vicuna 13b 1.000 0.714 0.833 1.000 0.739 0.850 1.000 0.800 0.889 1.000 0.751 0.857
Vicuna 7b 0.905 0.905 0.905 0.950 0.826 0.884 1.000 1.000 1.000 0.952 0.910 0.930
FLAN-T5-XXL 1.000 0.762 0.865 1.000 0.870 0.930 1.000 0.900 0.947 1.000 0.844 0.914
FLAN-T5-Large 0.944 0.810 0.872 0.938 0.652 0.769 1.000 0.450 0.621 0.961 0.637 0.754
FLAN-T5-Base 0.529 0.429 0.474 0.553 0.913 0.689 0.475 0.950 0.633 0.519 0.764 0.599

Fe
w

-S
ho

t
R

an
do

m Aya 101 0.952 0.952 0.952 1.000 0.870 0.930 0.905 0.950 0.927 0.952 0.924 0.936
Vicuna 13b 0.913 1.000 0.955 1.000 0.957 0.978 0.952 1.000 0.976 0.955 0.986 0.970
Vicuna 7b 1.000 0.905 0.955 0.512 0.957 0.667 0.952 1.000 0.976 0.821 0.954 0.866

Fe
w

-S
ho

t
B

al
an

ce
d Aya 101 1.000 0.762 0.865 1.000 0.826 0.905 0.792 0.950 0.864 0.931 0.846 0.878

Vicuna 13b 1.000 1.000 1.000 1.000 0.870 0.930 1.000 0.950 0.974 1.000 0.940 0.968
Vicuna 7b 1.000 0.905 0.950 0.629 0.957 0.759 1.000 0.950 0.974 0.876 0.937 0.894

Fe
w

-S
ho

t
K

N
N

Aya 101 0.833 0.952 0.889 0.667 0.957 0.786 0.714 1.000 0.833 0.738 0.970 0.836
Vicuna 13b 0.800 0.952 0.870 0.700 0.913 0.792 0.952 1.000 0.976 0.817 0.955 0.879
Vicuna 7b 0.588 0.952 0.727 0.524 0.957 0.677 0.588 1.000 0.741 0.567 0.970 0.715

Table 5: Evaluation of zero-shot learning and few-shot demonstrator sampling strategies on the balanced test set.

Classify the following webpage text in {lang}
as topic releated or unrelated. Does it
contain information about '{topic}'? Please
answer with 'Yes' or 'No' only.

Topic description: {topic description}
Topic keywords: {topic keywords}

URL: '''{example url}''' 
Text: '''{example text}''' 
Answer: '''{example label}'''

Webpage: 
URL: '''{webpage url}''' 
Text: '''{webpage text}'''
Answer:

Examples:

k x few-shot
examples

only for 
 few-shot

Figure 2: Prompt template for zero- and few-shot
classification. General task instruction and the incom-
plete example are consistent across all experiments. For
few-shot experiments, k additional demonstrators are
included (see Appendix A for details).

lingual models, as well as base and large models.

URL & content. While the URL alone can be an
adequate feature for many applications, our find-
ings show that integrating webpage content im-
proves classification performance. Across all top-
ics and models, the average F1 score improved by
40.8% on the complete test set.

Classifiers on the children topic experienced the
most notable improvement, with F1 scores increas-
ing by 4.4% on the test set, 42.1% on the unbal-
anced set, an substantial 977.3% on the extended
set, and 731.1% on the complete set, indicating
that content helps the classifier to generalize. The

energy topic also showed enhanced performance
with the inclusion of content features. Interestingly,
the cannabis topic exhibited a decrease in average
performance. This decrease may be attributed to
ground truth labels being annotated at the URL
level rather than the content level. Webpages on
this topic might utilize URLs with highly expres-
sive keywords, enabling the URL-only classifier
to perform very effectively. Alternatively, as our
manual error analysis suggests (see 5.3), webpages
discussing this topic but lacking topic-relevant key-
words in the URLs might have been missed during
the annotation process.

In summary, classifiers trained on URL & con-
tent perform better, especially on the challenging
extended test set.

Performance Comparison: Test Sets. All mod-
els perform well on the balanced test set with both
URL & content-based features, but their perfor-
mance significantly deteriorates on the unbalanced
and extended test sets. The average performance
across all topics decreases by 65.7% from the bal-
anced to the unbalanced set and by 73.1% to the
extended set. Although recall remains high, the
drop in precision indicates an increase in false pos-
itives, confirming the greater difficulty of these
datasets due to lower quality scraped content and
less reliable labels. The results show that the clas-
sifiers struggle with noise in the extracted webpage
content introduced by the scraping process.

Performance Comparison: Topics. Cannabis-
related webpages are generally the easiest to detect,
while energy-related webpages are the most chal-
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lenging. This observation aligns with our intuition,
as cannabis represents a more specific topic. In
contrast, the energy topic is considerably broader,
overlapping with a range of areas that are unrelated
to the topic of renewable energy, such as climate
change. The precision-recall curves based on all
available data, as depicted in Figure 3, further sup-
port this observation.

0.0 0.2 0.4 0.6 0.8 1.0
Recall

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ec

isi
on

Children (AUC = 0.87)
Energy (AUC = 0.66)
Cannabis (AUC = 0.93)
Combined (AUC = 0.68)

Figure 3: Precision-recall curves for GELECTRA-
Large across topics on the Complete test set. Cannabis
shows the highest precision-recall performance and En-
ergy the lowest (recall that the number of webpages
varies between the topics).

Monolingual vs. Multilingual Models. Mono-
lingual models achieve a mean F1 score 25.9%
higher than multilingual models on the complete
test set across all topics when using URL & con-
tent features. Comparing the best monolingual
model, GELECTRA-Large, with the best multilin-
gual model, xlm-roberta-large, GELECTRA-Large
achieves an F1 score that is 22.4% higher on the
unbalanced dataset, 60.0% higher on the extended
dataset, and 49.5% higher on the complete test set.

Negative Sampling. In Table 4, we report the re-
sults comparing three negative sampling strategies.
We find that random sampling and stratified sam-
pling perform comparably, with stratified sampling
yielding slightly better performance overall.

Model Size and Runtime Analysis. Larger mod-
els generally outperform their base variants, with
modest gains. On the unbalanced dataset, the av-
erage F1 score increases by 9.4% (from 0.32 to
0.35), while on the extended dataset, scores see a
more substantial boost of 25% (from 0.24 to 0.30).
These improvements highlight the benefits of larger
models in handling more complex and varied data.
However, this increased performance comes at a
significant cost in processing time. As shown in
Table 6, large variants achieve better F1 scores but

process only ~19 webpage chunks per second, com-
pared to ~63 chunks for the base variants. This 28%
gain in F1 score comes with a 200% increase in
processing time. The SVM baseline is the fastest
at ~1000 chunks per second but has the lowest
F1 score. Measurements were conducted using an
Nvidia Tesla P100 GPU and an Intel Xeon Gold
6132 CPU @ 3.700GHz.

Model URL URL&C Chunks/sec

Multiling. BERT-Base 0.224 0.196 59
XLM-RoBERTa-Base 0.213 0.228 63
XLM-RoBERTa-Large 0.216 0.287 20
German BERT-Base 0.195 0.282 67
GELECTRA-Large 0.228 0.430 19
GELECTRA-Base 0.066 0.256 63
GBERT-Large 0.254 0.228 19
GBERT-Base 0.169 0.297 63
SVM (Baseline) 0.022 0.027 1000

Table 6: Average F1 scores on the complete test set over
the three topics and inference throughput (chunks/sec)
averaged over 5 runs on the unbalanced test set.

5.2 Zero- and Few-shot Results
Our results demonstrate that zero-shot and few-shot
methods deliver good performance (see Table 5).
The best zero-shot model, determined by averag-
ing the F1 scores across the three topics, is Vicuna
7b, which achieves an average F1 score of 0.930.
The overall best model is Vicuna 13b with few-shot
and random sampling of task demonstrators, which
achieves an average F1 score of 0.970. For sam-
pling task demonstrators, random and random bal-
anced sampling strategies work better than KNN-
based sampling. However, few-shot classification
remains consistently inferior to fine-tuning, which
is therefore the preferred approach for achieving
optimal results if labeled data is available.

5.3 Manual Error Analysis
We perform a manual error analysis on the
predictions of the best performing classifier,
GELECTRA-Large with random negative sam-
pling, by randomly sampling 50 misclassified web-
page chunks from both the unbalanced and ex-
tended test sets per topic, yielding 300 chunks in
total. The errors are categorized by type in Table 7
(for a more detailed breakdown, see Appendix E).

In 42 instances, the classifier’s prediction is cor-
rect and the ground truth is incorrect (GT error).
This is not surprising since the extended test set con-
sists primarily of webpages with low-confidence
labels and the manual labeling is URL-based, while
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Error Type Count Example URL

GT error 42 http://sanitygroup.com/
Topic related 85 http://luckyhemp.de
Law related 50 https://buergergeld.org
Unrelated 56 http://gutefrage.net/
Boilerplate 52 -
Content error 15 -

Table 7: Error analysis of 300 misclassified chunks

the classifier analyzes individual chunks within the
scraped content. In 85 instances, webpage chunks
contained very general information pertaining to
the topic but were not truly relevant (topic related).
Examples include pharmacies selling cannabis, on-
line solar panel shops, and energy price comparison
portals. Conversely, in 50 instances, the classi-
fier identified webpages from ministries or institu-
tions discussing other laws as topic-relevant (law
related). Both cases highlight the inherent difficulty
in distinguishing topical information from specific
legal content. Furthermore, we find that the clas-
sifier is sensitive to words like "legal," "Umwelt"
(environment), and "Verkehr" (transportation), re-
sulting in 56 misclassified cases (unrelated). Ad-
ditionally, in 52 cases, the classifier misclassified
boilerplate chunks, such as navigation elements
or cookie banners, likely because all chunks in-
herit the webpage’s URL-based label (boilerplate).
This caused some chunks to be labeled as topic-
relevant without containing relevant information,
introducing noise to the training dataset. Finally, in
15 cases, web scraping or preprocessing failed to
produce meaningful content, which confused the
classifier (content error). Errors include warnings
about disabled JavaScript, login-protected content,
or encoding issues.

6 Conclusion

We compare the performance of fine-tuned encoder
models against in-context learning strategies for
the classification of topic-related content. Using
only a few hundred positively annotated data points
per topic, we detect content related to three Ger-
man policies in a database of scraped webpages.
The best supervised classifier, GELECTRA-Large,
using URL & content features, achieves an aver-
age F1 score of 0.430 over all topics, performance
varies by topic. It performs well on the children
and cannabis topics but performs suboptimal in
terms of precision for the energy topic.

All fine-tuned models achieve strong perfor-
mance on the high-quality balanced test set, re-

gardless of using URL or content-based features.
However, performance declines substantially on
lower-quality and unbalanced data, with high recall
but lower precision due to more pages being falsely
labeled as topic-related. While recall remains high
across all topics and test sets, precision drops con-
siderably, leading to a substantial number of false
positives, which indicates that the model is overly
sensitive to keywords that are topic-related but also
occur in other contexts. Webpage content proved
to be a strong signal for classification over URL-
based baselines, and classifiers that combined URL
& content-based features perform best. In cases
where content-based analysis is infeasible, URL-
based classifiers can provide an adequate baseline
performance, although the precision-recall tradeoff
in settings with real-world data requires a careful
approach. However, a manual error analysis re-
vealed that the classifiers struggle to distinguish be-
tween weak and strong relations to the topic, with
URL-based labels leading to incorrect associations
of boilerplate texts with the topic. An investigation
of more elaborate chunk pooling and combination
strategies in future work is needed. Additionally,
incorporating loosely topic-related negative exam-
ples into the training data would likely improve
classifier precision by enabling better differentia-
tion between relevant and non-relevant instances.
For instance, online shops that advertise cannabis
or solar panels are relevant to the topic in general
but not in the sense of political policy discussion.

Our evaluation shows high accuracy for zero-
and few-shot prompting without fine-tuning, indi-
cating their potential in data-constrained situations.
Few-shot learning can be viable when runtime is
less critical, but labeled data is expensive. However,
fine-tuning encoder-based models generally yields
better results and should be given preference over
in-context learning for annotating large datasets.

Future Work. It is likely that classifier precision
can be enhanced by filtering out topic-unrelated
chunks and training a content-only classifier to
remove unrelated content. To address the lim-
ited number of positive examples, data augmenta-
tion appears like a fruitful addition to the pipeline.
For in-context learning, advanced prompting meth-
ods such as prompt chaining and chain-of-thought
prompting are likely to enhance LLM reasoning.
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Limitations

URL-based Labeling. Since we generated train-
ing data based on URL-level labeling of websites
as a proxy for content-based labeling for reasons
of feasibility, it is likely that our data (and there-
fore our findings) are biased. While the manual
error analysis indicated that just 14% of errors are
ground-truth errors, this amount is non-negligible.
In settings where resources are available for proper
content-based labeling, it is likely that this error
can be reduced.

Website Chunking. Since we assign URL-level
labels to webpage chunks, it is likely that chunks
in the training data are labeled incorrectly. As de-
scribed in Section 3.2, we split webpage content
into chunks due to the 512-token input limit for our
classifiers, with each chunk inheriting the URL’s la-
bel. Thus, if a webpage is labeled as topic-relevant,
all chunks receive a positive label, even if some
contain irrelevant text, such as navigation elements
or cookie banners. As a result of this, the model
sometimes associates boilerplate text with the posi-
tive class. The pragmatic solution here is to go with
the times and use models with larger input sizes to
avoid chunking altogether.

Scraping-induced Noise. Another source of
noise stems from the web scraping process. For ex-
ample, our web scraper did not support JavaScript,
causing many webpages to display warnings or
malfunction. In these cases, the URL label remains
positive, indicating topic-related content, but the
scraper failed to retrieve that content, further intro-
ducing noise in the training data. Similar issues
occur with login protected webpages, dynamic con-
tent, cookie banners, YouTube videos, and PDFs.
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The browsing traces from which we scraped the
web data were provided by Bilendi GmbH, which
hosts a web tracking panel. The company adheres
to EU GDPR regulations, and participants were
fully informed about the data collection process,
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A Data collection

The URLs forming the basis for the corpus of this
study were obtained as part of a broader project
in which individuals of a commercial web-tracked
panel were invited to participate in an online ex-
periment. Participants (N=1228) were randomly
assigned to one of 3 groups: a control group, and
two intervention groups (both instructed to search
about the policy topics, but only one with a finan-
cial incentive), with weekly instructions to inform
themselves about the three policy topics during a
20-30h window. The visited URLs were recorded
(N= 761K), and the content was scraped.

Children. The "Kindergrundsicherung" (basic
child support) policy aims to combat child poverty
by providing a fixed amount, income-dependent
supplement, and educational benefits.6

6https://www.bmfsfj.de/bmfsfj/service/gesetze/gesetz-
zur-einfuehrung-einer-kindergrundsicherung-
und-zur-aenderung-weiterer-bestimmungen-
bundeskindergrundsicherungsgesetz-bkg–230650
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Energy. The EEG 2023 (Erneuerbare-Energien-
Gesetz, Renewable Energy Sources Act) aims to
increase the share of renewable energies in gross
electricity consumption to at least 80% by 2030.7

Cannabis. The CanG 2023 (Cannabisgesetz,
Cannabis Control Act) will legalize the private cul-
tivation of cannabis by adults for personal use and
collective non-commercial cultivation.8

B URL Annotation Process

During the 20h-30h windows of the experiment,
participants visited ∼ 761K URLs comprising
∼ 267K quasi-unique URLs (i.e., the sum of the
total unique URLs per topic). To obtain training
examples, the URL annotation protocol followed a
multi-level strategy:

1. Hostname category: Hostnames (N =
17, 207) were classified according to three cat-
egorizations: (1) base categories provided by
the commercial panel (N = 48), and (2) the
simplified categories (N = 46) and (3) IAB
categories (N = 405) gathered via the Web-
shrinker service. Three researchers (two post-
docs and one research assistant) indicated if
the base and simplified categories were irrel-
evant to the topic, i.e., were unlikely to con-
tain policy-related information; two annota-
tors (one postdoc and one research assistant)
did so for the IAB categories. Only URLs
from unanimously irrelevant categories were
discarded.

2. Hostname: We extracted the unique host-
names corresponding to the remaining URLs
(homepages were excluded). One research
assistant indicated that the hostname was ir-
relevant (i.e., unlikely to contain information
relevant to the topic). If so, the hostname was
discarded. As an exception, the next level
directly included URLs corresponding to a cu-
rated list of news hostnames (N ≈ 700, Stier
et al., 2020) because they are likely to include
topic-related information (so checking those
domains manually is unnecessary).

3. URL: URLs were sorted into categories (see
Table 2). URLs that fall into the “Other” cat-

7https://www.bundesregierung.de/breg-
de/schwerpunkte/klimaschutz/novelle-eeg-gesetz-2023-
2023972

8https://www.bundesgesundheitsministerium.de/themen/
cannabis/faq-cannabisgesetz

egory were not annotated (14.7%) because
most would require visiting the URL. One of
the authors checked the hostnames and judged
them to be not very likely to contain relevant
information. One annotator indicated if the
remaining URLs were related to the policy
topic.

For the experiments in the study, three annotated
URL categories were excluded: (1) web searches
because the post-hoc scraping would alter the re-
sults the participants encounter, (2) social media
because the content is not accessible (via scraping),
and (3) YouTube because the API was used instead
of web-scraping (and the content does not strictly
correspond to webpages).

In total, 4983 URLs for children, 5782 for en-
ergy, and 4834 for cannabis manually annotated
URLs were used in this study; only 139, 180, and
76, respectively, were relevant to each topic.

C Distribution of unique URLs

The distribution of annotated URLs according to
their category and topic is presented in Table 1.
During the multistep annotation process, some cat-
egories, such as social media and web searches, are
discarded before manual analysis due to their un-
likely relevance to the topic (see column "Used").
Categories with high-confidence labels (used = yes)
include URLs with SEO-optimized titles, news
without SEO-optimized titles, Wikipedia, and key-
worded domains, while web searches, social media,
YouTube shorts and videos, and other miscella-
neous URLs have only low-confidence labels (used
= no). The latter categories form the basis of our ex-
tended test set. The URL counts in Table 1 indicate
the total number of URLs annotated. The number
of webpages in our dataset used in our experiments
is lower because cases where content cannot be
retrieved using our web scraper are excluded.
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D Manually-augmented data

Given the scarcity of topic-relevant URLs among
the annotated cases, a research assistant was in-
structed to complement our training dataset using
the Google search engine. Three query terms were
based on how the policy topics were referred to
in the online survey experiment: "kindergrund-
sicherung", "gesetze zur förderung erneuerbarer
energien", and “cannabis legalisierung". The pro-
cess was twofold:

1. First, the assistant downloaded approximately
15 non-news results related to the topic among
the top 30, limiting the search until July 31st,
2023.

2. Second, they performed nine monthly-
restricted news searches between November
1st, 2022, and July 31st, 2023, downloading
those relevant to the topic among the top 10
results (top 20 for cannabis).

In total, 77, 83, and 137 webpages were added
for each topic, respectively.

E Manual Error Analysis

In our manual error analysis of GELECTRA-Large
with random negative sampling, we examine 300
misclassified webpage chunks. Identifying these
errors helps us refine labeling, enhance preprocess-
ing, and adjust the model to better distinguish rel-
evant from irrelevant content. See Table 2 for a
detailed breakdown.

This analysis highlights areas for improvement
in our model. For instance, in 52 cases, boilerplate
text (e.g., navigation elements, cookie banners) is
predicted as topic-relevant by the classifier, likely
due to URL-based ground truth labels. The 512-
token input limit necessitates chunking the web-
page content. For URLs with positive labels, all
chunks, sometimes including boilerplate, inherit
the URL’s positive label. This causes the model
to associate boilerplate text with the positive class
during training. Using models with larger input
sizes could mitigate this issue.

Noise from the web scraping process is an-
other concern, as indicated by the 15 examples
in our sample. Our web scraper does not support
JavaScript, leading to errors when retrieving con-
tent from some webpages. This highlights the im-
portance of URL-only classifiers as a fallback.
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URL Category Children Energy Cannabis Details Used

Web searches 6723 6374 7869 Identified by query search parameters such as the
q in google.com/search?q=value

No

URLs with SEO-optimized title 3713 4476 3947 Identified by hyphenated separation of long strings,
such as example.com/germany-legalises-cannabis

Yes

News without SEO-optimized title 498 559 624 Identified using a manually curated list of news
hostnames, such as example.com

Yes

Social Media 469 482 529 Due to GDPR, the provider excludes URLs visited
by fewer than 3 people. However, under our re-
quest, they included unique visits to lists of media
and politicians by HBI and BTW17

No

Wikipedia 208 301 271 Wikipedia titles do not follow SEO standards Yes

YouTube shorts and videos 1656 1433 1875 YouTube API was used to obtain metadata (e.g.,
title and description) for the classification

No

Keyworded Domains 33 182 106 URLs corresponding to domains that contain com-
mon keywords identified in the web searches or the
SEO titles, such as example-cannabis-info.com

Yes

Other 1822 2750 2711 URLs that does not match any above categories. No

Table 1: Distribution of unique annotated URLs by category and topic. In addition to the number of unique URLs in
each category, we include methodological details about the categorization.

Error Type Error Descriptions Count Example URL

Ground truth error The classifier’s prediction is correct and the
ground truth is incorrect. This is often due to
the Extended test set consisting primarily of
webpage chunks with low-confidence labels
and the manual labeling being URL-based
while the classifier analyzes chunks within
the scraped content.

42 sanitygroup.com,
tecson.de/heizoelpreise.html,
barth-wuppertal.de/warum-eine-neue-
gasheizung-noch-sinn-macht,
kinder-grund-sicherung.de/impressum,
cdu.de/artikel/ganzheitliche-loesungen-
statt-buerokratie

Topic related Webpage chunks contain general informa-
tion pertaining to the topic but are not truly
relevant. Examples include pharmacies sell-
ing cannabis products, online shops selling
solar panels, and web portals comparing en-
ergy prices.

85 luckyhemp.de,
leafly.de,
solaridee.de,
hwk-stuttgart.de/e-mobilitaet,
umweltbundesamt.de ,
hartz4antrag.de/

Law related The classifier identifies webpage chunks
from ministries or institutions discussing
other laws as policy-relevant. This high-
lights the difficulty in distinguishing topical
information from specific legal content.

50 landkreisleipzig.de,
hartziv.org,
leipzig.de/umwelt-und-verkehr,
fuehrungszeugnis.bund.de/ffw,
loerrach-landkreis.de/

Unrelated The classifier is sensitive to words like
"legal," "Umwelt" (environment), and
"Verkehr" (transportation), leading to mis-
classification of irrelevant webpage chunks.

56 lernstudio-barbarossa.de/regensburg,
biker-boarder.de/cannondale/2824204s.html,
kachelmannwetter.com/de/wetteranalyse/,
swr.de/

Boilerplate Misclassification of boilerplate chunks, such
as navigation elements or cookie banners,
due to all chunks inheriting the webpage’s
URL-based label. This introduces noise into
the training dataset.

52 -

Content error Web scraping or preprocessing failures pro-
duce unusable text, confusing the classifier.
Errors include warnings about JavaScript,
login-protected content, or encoding issues.

15 -

Table 2: Categorization of 300 misclassified webpage chunks; sampled from unbalanced and extended test sets
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