
Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 4: Student Research Workshop), pages 397–410
August 11-16, 2024 ©2024 Association for Computational Linguistics

Trace-of-Thought Prompting: Investigating Prompt-Based Knowledge
Distillation Through Question Decomposition

Tyler McDonald and Ali Emami
Brock University, St. Catharines, Canada
{tmcdonald3, aemami}@brocku.ca

Abstract

Knowledge distillation allows smaller neural
networks to emulate the performance of larger,
teacher models with reduced computational de-
mands. Traditional methods for Large Lan-
guage Models (LLMs) often necessitate exten-
sive fine-tuning, which limits their accessibility.
To address this, we introduce Trace-of-Thought
Prompting, a novel framework designed to dis-
till critical reasoning capabilities from large-
scale teacher models (over 8 billion parameters)
to small-scale student models (up to 8 billion
parameters). This approach leverages problem
decomposition to enhance interpretability and
facilitate human-in-the-loop interventions. Em-
pirical evaluations on the GSM8K and MATH
datasets show that student models achieve accu-
racy gains of up to 113% on GSM8K and 20%
on MATH, with significant improvements par-
ticularly notable in smaller models like Llama
2 and Zephyr. Our results suggest a promising
pathway for open-source, small-scale models to
eventually serve as both students and teachers,
potentially reducing our reliance on large-scale,
proprietary models. Our code, featuring data
analytics and testing scripts, is provided here.

1 Introduction

Knowledge distillation, as initially proposed by
Hinton et al. (2015), involves leveraging the out-
puts of larger neural networks as soft targets to train
smaller, more efficient networks. This method, pri-
marily applied to tasks like MNIST (LeCun et al.,
1998) in computer vision, uses computationally
heavy teacher models to facilitate equivalent rea-
soning capacities in smaller models, substantially
reducing computational demands on the user. As
the popularity of Large Language Models (LLMs)
has surged, adaptations of this technique have been
explored, particularly through fine-tuning based on
the outputs of these large models. However, these
adaptations often introduce a significant computa-

Figure 1: A Visual Depiction of our Trace-of-Thought
prompting strategy on a GSM8K problem instance.

tional overhead and necessitate a deep understand-
ing of machine learning, limiting their accessibility
for average consumers (Xu et al., 2024; Gu et al.,
2024; Liu et al., 2024; Zhong et al., 2024).

Concurrently, the rapid development of LLMs
has been paralleled by innovations in prompt en-
gineering—the strategic design of prompts to en-
hance reasoning and explore various problem-
solving pathways (Sahoo et al., 2024; Chen et al.,
2024a). Methods such as Chain-of-Thought
Prompting and Self-Consistency have demon-

397

https://github.com/traceofthought/trace-of-thought-prompting/tree/main


strated the potential of LLMs to engage in complex
reasoning and provide novel solutions to challeng-
ing problems (Wei et al., 2023; Wang et al., 2023b;
Yao et al., 2023; Wang et al., 2023a). Neverthe-
less, these approaches typically operate within a
single contextual framework and rely heavily on
the innate reasoning capabilities of models, often
failing when applied to smaller, open-source vari-
ants (Touvron et al., 2023; Tunstall et al., 2023;
Xu et al., 2023). This suggests a critical need for
a more adaptable and scalable approach to knowl-
edge distillation that can leverage the advances in
prompt engineering for broader accessibility and
effectiveness.

In response to this need, we explore the intersec-
tion of prompt engineering and knowledge distilla-
tion through a novel concept we term prompt-based
knowledge distillation. This approach utilizes in-
context learning (ICL) to emulate traditional distil-
lation processes within the accessible framework
of LLM prompting, mirroring the cognitive process
of a student learning from a teacher (Brown et al.,
2020). To implement this concept, we introduce
Trace-of-Thought Prompting, a technique that de-
composes complex arithmetic reasoning problems
into manageable steps, facilitating the distillation
of critical reasoning skills from large-scale mod-
els to their small-scale counterparts (see Figure 1).
This strategy not only improves the performance
of small-scale models but also demonstrates their
potential to serve as effective teachers themselves.

Our contributions to this novel extension of
knowledge distillation are threefold:

1. We propose Trace-of-Thought Prompting, a
novel framework for prompt-based knowledge
distillation. This approach allows knowledge
transfer from large-scale models (greater than
8 billion parameters) to small-scale models
(up to 8 billion parameters) through structured
problem decomposition.

2. We demonstrate significant performance en-
hancements across two complex arithmetic
reasoning datasets. By applying Trace-of-
Thought Prompting, we improve the perfor-
mance of small-scale models on the GSM8K
dataset by 113% and on the MATH dataset by
20%. Our results also illustrate the effective-
ness of small-scale models, like Llama 2 and
Zephyr, in achieving performance gains that
make them viable alternatives to their large-
scale counterparts.

3. Our extended analyses demonstrate that Trace-
of-Thought Prompting not only enhances
quantitative performance metrics but also
improves the transparency of the problem-
solving process. This transparency allows
for more effective human-in-the-loop inter-
ventions, where incorrect or suboptimal rea-
soning paths generated by the models can be
identified and corrected before execution.

2 Related Work

Decomposed reasoning. Traditional question de-
composition methods, including Plan & Solve
Prompting and Progressive Hint Prompting, en-
gage in single-context question decomposition, in-
tegrating a planning stage followed by an execu-
tion phase (Wang et al., 2023a; Press et al., 2023;
Sun et al., 2023). More sophisticated recursive
techniques, such as Least-to-Most Prompting, se-
quentially append results to enhance the context
for subsequent prompts (Zhou et al., 2023; Dua
et al., 2022; Khot et al., 2023; Zheng et al., 2023).
These methodologies, however, face significant
challenges: single-context systems fail to effec-
tively leverage multiple models simultaneously,
limiting flexibility and adaptability; recursive tech-
niques, while intricate, hold the potential to lead to
extended input sequences and excessive computa-
tional demands by virtue of their repetitive nature
(Guo et al., 2024; Mohtashami et al., 2024; Juneja
et al., 2024). Our Trace-of-Thought Prompting ad-
dresses these issues by facilitating dynamic, multi-
model cooperation without the need for expansive
input chains, streamlining the reasoning process
across varied contexts.

Open-source language modeling. The rise of
open-source models like WizardLM, Zephyr, and
Llama has democratized access to language model
customization and deployment (Xu et al., 2023;
Touvron et al., 2023; Tunstall et al., 2023; Gu-
nasekar et al., 2023; Team et al., 2024). Despite
their accessibility, the teams behind these models
report frequent deficiencies in complex reasoning
tasks in small variants, underscoring a persistent
correlation between model size and reasoning ca-
pabilities (Agrawal et al., 2024; Chen et al., 2024b;
Zhang et al., 2024). Trace-of-Thought Prompt-
ing enhances these models’ performance by dis-
tilling complex reasoning from larger models into
manageable steps, effectively bridging the gap in
reasoning prowess without extensive hardware de-
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mands.
Tandem and Socratic reasoning. The explo-

ration of collaborative problem-solving in model
suites, such as Socratic Chain-of-Thought and So-
cratic Questioning, introduces novel ways to uti-
lize multiple models in a cohesive manner (Shrid-
har et al., 2023; Qi et al., 2023; Chang, 2024;
Zeng et al., 2022; Goel et al., 2024). However,
these approaches encounter difficulties with manag-
ing large context sizes and reliance on fine-tuning
(Li et al., 2024; Wang et al., 2024). Our work
contributes to this area by implementing a struc-
tured approach that minimizes token bloat and fine-
tuning dependency, offering a more efficient and
scalable solution for collaborative reasoning within
LLM environments.

3 Prompt-Based Knowledge Distillation

Traditional knowledge distillation, as originally
proposed by Hinton et al. (2015), involves fine-
tuning smaller neural networks on the soft outputs
(logits) of larger, teacher networks. This transfer
learning method enhances the smaller model’s per-
formance to emulate its larger counterpart, albeit
with significantly reduced computational overhead.
Despite its effectiveness, traditional knowledge
distillation is resource-intensive, necessitating ex-
tensive computational efforts and substantial data,
which limits its accessibility for average users.

In contrast, we introduce prompt-based knowl-
edge distillation. This novel approach leverages in-
context learning (ICL) to facilitate knowledge trans-
fer without the extensive fine-tuning traditionally
required. It conditions a small-scale student model
on carefully crafted prompts derived from the large-
scale teacher model, significantly reducing compu-
tational demands and enabling rapid adaptation to
new tasks.

Consider the general framework for prompt-
based knowledge distillation, where a teacher
model T and a student model S interact. The
teacher model processes an input question q to gen-
erate an informative prompt P , which encapsulates
key insights or directions rather than explicit an-
swers:

T (q) → P

The student model S then uses this prompt to infer
the answer a, leveraging the distilled knowledge
without direct output replication:

S(P ) → a

Consider an educational scenario where a stu-
dent model is required to solve geometry prob-
lems involving circle areas. For the problem "Cal-
culate the area of a circle with a diameter of 10
cm," a large-scale teacher model could generate a
prompt that distills essential concepts into several
key points:

• Remember that the radius is half the diameter.

• Use the area formula for a circle: πr2.

• Always include units in your answer (e.g.,
square cm).

This structured prompt guides the student model
to focus on the fundamental mathematical relation-
ships and proper problem-solving practices. By
applying these principles, the student model calcu-
lates the radius as 5 cm and then uses the formula
to determine the area as 25π square cm. This ap-
proach not only aids in solving the current problem
but also reinforces good mathematical practices for
future tasks.

4 Trace-of-Thought Prompting

Many problems in domains such as arithmetic rea-
soning can be broken down into intermediate steps
that mimic the cognitive process of a human evalu-
ator. Trace-of-Thought Prompting, an application
of the prompt-based knowledge distillation frame-
work introduced earlier, enhances models’ problem-
solving capabilities by breaking down such prob-
lems into simpler, actionable steps.

4.1 Formalization

We define a general language model L that pro-
cesses an input I into an output O:

L(I) → O

Assuming our input q is a problem that can be
decomposed, we structure it into a sequence of
interdependent steps:

q → {s1, s2, . . . , sn}

The first step in Trace-of-Thought Prompting in-
volves the decomposition of the problem into steps
interpretable by a target model. The teacher model,
LT , approximates the set of steps required to solve
q:

LT (q)
≈→ {s1, s2, . . . , sn}
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Prompt Type Template

Standard “<question>.”
Chain-of-Thought “<question>. Think step-by-step.”
Plan & Solve ”<question>. Let’s first understand the problem and devise a plan to solve the

problem. Then, let’s carry out the plan and solve the problem step-by-step."
Trace-of-Thought - Delegation “Create step-by-step prompts for this problem: <question>. Format as a list of

simple instructions to guide a student. Do not solve the problem.”
Trace-of-Thought - Solution “First, carefully review this problem: <question>. Then, solve the problem using

the provided steps as a plan, thinking step-by-step: <steps>.”

Table 1: Prompting templates used in experimental evaluation.

Figure 2: Visual depiction of the methods employed during experimentation. Trace-of-Thought provides a novel
decomposition framework in a linear manner.

These steps are then used by the student model,
LS , which is tasked with solving the original prob-
lem conditioned on the provided steps, aiming to
generate the correct answer a:

LS(q|{s}) → a

4.2 Practical Application Example
Consider the following problem q: "Natalia sold
clips to 48 of her friends in April, and then she sold
half as many clips in May. How many clips did
Natalia sell altogether in April and May?"

During the distillation phase, the teacher model
is prompted to consider this question as a frame-
work for instruction, and to create simple question
decompositions that can be passed to the student
model alongside the original question:

Teacher Model – Distillation Phase:
Create step-by-step prompts for
the following problem: q
Format as a list of simple
instructions to guide a student.
Do not solve the problem.

Crucially, the teacher is instructed to not solve the
input problem; instead, the output should consist

solely of decomposed steps that aid in identifying
strong reasoning pathways.

As a result, the teacher model might generate
these steps:

• Identify April’s sales.

• Calculate May’s sales as half of April’s.

• Add April’s and May’s sales to find the total.

Following the distillation phase, the student
model receives both the input question and the gen-
erated decomposition prompts, and is instructed
to think through these provided prompts step-by-
step to ensure accuracy. At this point, the solu-
tion process utilizes traditional prompt engineering
techniques to encourage the student to generate a
high-quality answer via careful, transparent reason-
ing:

Student Model – Solution Phase:
First, carefully review this
problem: q
Then, solve the problem using
the provided steps as a plan,
thinking step-by-step: s
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Model Name Standard Chain-of-Thought Plan & Solve Trace-of-Thought (GPT-4) Trace-of-Thought (Llama 3)

GSM8K (n = 200)
GPT-4 94.5 95.5 95.5 95.0 83.0
GPT-3.5-Turbo 75.5 73.5 74.5 86.5α 64.5
Llama 3 Instruct 8B 73.0 73.0 68.5 88.0α 63.5
WizardMath-7B 69.0 73.5 82.5 81.5 70.5
Llama 2 Chat 7B 22.0 23.5 23.0 50.0α 37.5α

Zephyr 26.0 23.5 30.0 55.0α 43.0
MATH (n = 200)

GPT-4 57.5 66.0 75.0 68.0 55.0
GPT-3.5-Turbo 46.5 52.0 56.0 56.0 40.5
Llama 3 Instruct 8B 30.5 35.5 30.0 41.0 23.0
WizardMath-7B 44.5 33.5 37.0 42.5 30.5
Llama 2 Chat 7B 6.5 7.0 5.0 8.0 6.5
Zephyr 7.0 12.0 9.0 13.5 14.5

Table 2: Evaluation results for both GSM8K and MATH, n = 200. α denotes results where Trace-of-Thought’s
gain over the highest alternative was significant at α = 0.05 (see Appendix Tables 7, 8, 9 and 10).

Student Output:
1. April sales: 48 clips.
2. May sales: 24 clips.
3. Total sales: 48 + 24 = 72
clips.

The student model uses the steps provided to com-
pute the final answer: 72 clips. This approach not
only ensures the student model understands the
process of solving the problem but also maintains
the structure of the reasoning path laid out by the
teacher model.

Table 1 showcases the exact text necessary for
the delegation and solution prompts, where the
question and steps are interpolated as needed. A
visual comparison with popular prompting ap-
proaches is provided in Figure 2.

5 Experimental Setup

5.1 Benchmarks
To evaluate the effectiveness of Trace-of-Thought
in a practical environment, we select two arithmetic
reasoning datasets of varying difficulty:

1. GSM8K (Cobbe et al., 2021) — GSM8K is a
dataset of 8 thousand grade school level arith-
metic reasoning problems, with a focus on
simple problems that require some level of
variable identification and decomposed rea-
soning.

2. MATH (Li et al., 2023) — MATH is a dataset
of 50 thousand synthetically generated math-
ematical reasoning problems; MATH primar-
ily focuses on a mix of simple and difficult
arithmetic reasoning problems, with extended
domains such as complex numbers, geometric
reasoning, calculus, and functions.

In order to appropriately evaluate performance on
these datasets, we sample n = 200 examples from
each dataset, using each of the prompts in Table 1
on a suite of models.

5.2 Prompting Approaches

To evaluate each sampled problem, we employ a
suite of popular prompting approaches in the litera-
ture:

1. Zero-Shot Standard Prompting — where
each sampled question makes up the sole input
to the model, with no in-context information
provided.

2. Zero-Shot Chain-of-Thought Prompting —
where each sampled question is appended
with instructions to "think step-by-step" as
proposed in Wei et al. (2023) and Kojima et al.
(2023).

3. Zero-Shot Plan & Solve — where models
are instructed to process the question, devise
a plan of action, and solve that plan step-by-
step prior to the question being provided, as
proposed in Wang et al. (2023a).

4. Zero-Shot Trace-of-Thought Prompting —
where a model is first instructed to decompose
a problem into steps, before those steps are
passed to another model instance for solution.
Two variants are employed: GPT-4 as a large-
scale teacher model, and Llama 3 Instruct
8B as a small-scale teacher model.1

1Note that while Tree of Thoughts and Least-to-Most
Prompting also fall under decomposition frameworks, their
recursive nature is often difficult to properly emulate and does
not align with the linear approaches suggested herein.
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5.3 Evaluation

After a question is fully solved, the inputs, out-
puts, and provided dataset label are written to a
file for human evaluation. The full set of testing
data, comprised of 12 thousand total samples, is
then human annotated by the authors, collectively
familiar with all mathematical concepts leveraged
by either dataset. Answers are annotated with a 1
if the output matches the provided label, and a 0
otherwise. The resulting score, given out of 200, is
then tabulated as a percentage accuracy score for
reporting.2

6 Results

Table 2 reports the accuracy results of each model
and prompting approach on both datasets; the
uppermost partition corresponds to results on
GSM8K, while the lower corresponds to results
for MATH. It demonstrates that Trace-of-Thought
prompting outperforms many of the recent prompt-
ing approaches in both datasets.

6.1 Large-Scale Teachers - GPT-4

When applying GPT-4 as a large-scale teacher, on
58.3% of testing suites across both datasets, large-
scale Trace-of-Thought generates results with the
highest absolute accuracy scores. While some
gains are slightly more nuanced — such as those ob-
served when applied to GPT-4 on MATH — many
small-scale models see strong accuracy gains when
endowed with critical reasoning distilled from GPT-
4. In the greatest of such cases, Llama 2’s perfor-
mance on GSM8K sees a rise of 27% absolute
accuracy from 23% to 50% when queried using
Trace-of-Thought.

6.2 Small-Scale Teachers - Llama 3

While Llama 3 as a teacher model does not encour-
age such gains as GPT-4, we observe that tradi-
tionally less performant models — such as Llama
2 and Zephyr — benefit strongly from distillation
from a much smaller model than that of a large-
scale teacher. On GSM8K, and with just a 14%
size difference between teacher and student, we
observe absolute accuracy gains of 14.5% and 13%
on Llama 2 and Zephyr respectively.

2The data files used for evaluation, along with the scripts
for analysis, will be made available in a public repository
linked in the Abstract. Comprehensive documentation will
accompany the data to assist researchers in replicating and
extending the study.

Model x̄HPA Trace-of-Thought % Gain

GSM8K (n = 200)
GPT-4 95.5 95.0 -0.52
GPT-3.5-Turbo 75.5 86.5 14.57
Llama 3 Instruct 8B 73.0 88.0 20.55
WizardMath-7B 82.5 81.5 -1.21
Llama 2 Chat 7B 23.5 50.0 112.77
Zephyr-7B 30.0 55.0 83.30

MATH (n = 200)
GPT-4 75.0 68.0 3.03
GPT-3.5-Turbo 56.0 56.0 0.00
Llama 3 Instruct 8B 35.5 41.0 15.49
WizardMath-7B 44.5 42.5 -4.49
Llama 2 Chat 7B 7.0 8.0 14.29
Zephyr-7B 12.0 13.5 12.50

Table 3: Relative gain on highest performing alternative
approach (x̄HPA) - large-scale teacher (GPT-4).

Model x̄HPA Trace-of-Thought % Gain

GSM8K (n = 200)
GPT-4 95.5 83.0 -13.09
GPT-3.5-Turbo 75.5 64.5 -14.57
Llama 3 Instruct 8B 73.0 63.5 -13.01
WizardMath-7B 82.5 70.5 -14.55
Llama 2 Chat 7B 23.5 37.5 59.57
Zephyr-7B 30.0 43.0 43.33

MATH (n = 200)
GPT-4 75.0 55.0 -26.67
GPT-3.5-Turbo 56.0 40.5 -27.68
Llama 3 Instruct 8B 35.5 23.0 -35.21
WizardMath-7B 44.5 30.5 -31.46
Llama 2 Chat 7B 7.0 6.5 -7.14
Zephyr-7B 12.0 14.5 20.83

Table 4: Relative gain on highest performing alternative
approach (x̄HPA) - small-scale teacher (Llama 3).

6.3 Relative Accuracy Changes

There is an inherent issue of scale when considering
performance improvements or drawbacks of using
Trace-of-Thought. Tables 3 and 4 show the relative
gains or losses of Trace-of-Thought on each student
model at both teacher model scales.

A majority of models benefit from large-scale
distillation with GPT-4; gains tend to be slightly
more incremental on other higher-resource mod-
els (GPT-4, GPT-3.5-Turbo) or domain fine-tuned
(WizardMath-7B) models, while gains are more
notable on models of less scale and ability, occa-
sionally nearing or exceeding 100%.

6.4 Effects of Scale on Performance

Figures 3 and 4 report relative gains sorted by av-
erage of absolute performance, or the average of a
model’s performance on every approach for each
dataset. Models near the bottom of these figures
tend to perform worse on a testing suite of multiple
approaches; models near the top tend to perform
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Figure 3: Relative accuracy changes with Trace-of-
Thought (large-scale) visualized, in order of absolute
performance.

well irrespective of the employed method.
When employing a large-scale teacher such as

GPT-4, we observe near-universal gains through
the usage of Trace-of-Thought Prompting. As scale
continues to decrease, we observe consequently
larger benefits, with under-performing, small-scale
models such as Llama 2 7B and Zephyr-7B seeing
the largest improvements of 83.3% and 112.77% re-
spectively. Notably, this trend holds when employ-
ing a small-scale teacher such as Llama 3 8B; while
performance gains do not distill upwards in scale,
they do become most apparent in smaller models
with historically less performance. In similar fash-
ion, Llama 2 7B and Zephyr-7B see performance
improvements of 59.57% and 43.33% respectively,
demonstrating the potential of small-scale teacher
models when paired with student models of lesser
scale. In other words, the weaker the student model
is in comparison to the teacher model, the more it
benefits from Trace-of-Thought Prompting.

7 Qualitative Analysis

7.1 Transparent Reasoning

Trace-of-Thought Prompting enhances trans-
parency in reasoning processes compared to previ-
ous approaches, allowing for more effective human-
in-the-loop or automated corrections before erro-
neous reasoning is executed. This capability is
crucial, as highlighted by Wu et al. (2024), who
discuss the challenges of interpretability and faith-
fulness in models that only allow post-hoc evalua-
tions. Consider this example on GSM8K:

Figure 4: Relative accuracy changes with Trace-of-
Thought (small-scale) visualized, in order of absolute
performance.

Input:
If Marcy works for the same
company for 40 years, she gets
an annual pension of $50,000/year.
Starting after 20 years, she
becomes entitled to 5% of the
value of the pension per year. If
she quits after 30 years, what
will her annual pension be?

Output (Llama 3):
Determine how many years Marcy
worked before becoming entitled
to additional pension benefits
(20 years).

*Calculate the value of Marcy’s
annual pension after 20 years.
This is her basic pension
without the additional benefit.
(erroneous)

In this GSM8K example, the Trace-of-Thought
method allows for identifying and correcting the
misinterpretation of the pension calculation rules
before finalizing the answer, which is an advantage
in educational and practical applications.

7.2 Adaptive Reasoning
Trace-of-Thought enhances the adaptive reasoning
capabilities of models, allowing them to adjust their
problem-solving strategies based on the provided
prompts. This adaptability reflects human cogni-
tive processes and is vital for handling complex,
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Error Type Input Output

Llama 3 - Incorrect
Distillation

Carla is downloading a 200 GB file. Normally she
can download 2 GB/minute, but 40% of the way
through the download, Windows forces a restart
to install updates, which takes 20 minutes. Then
Carla has to restart the download from the be-
ginning. How long does it take to download the
file?

*Step 6: Calculate the new download time Calculate how
long it will take Carla to download the remaining 60%
of the file at her usual rate.

Result (Zephyr): *260 mins.
(Correct: 180)

GPT-4 - Incorrect
Distillation

If Marcy works for the same company for 40 years,
she gets an annual pension of $50,000/year. Start-
ing after 20 years, she becomes entitled to 5%
of the value of the pension per year. If she quits
after 30 years, what will her annual pension be?

*3. Calculate the base pension that Marcy is eligible
for after 20 years. This is because after 20 years, she
starts accumulating an additional 5% per year.

Result (Llama 2): *$378,125
(Correct: $25,000)

Table 5: Teacher errors encountered when employing GPT-4 or Llama 3 as a teacher model.

Error Type Input & Steps Output

Zephyr - Incorrect
Solution

James decides to run 3 sprints 3 times a week. He
runs 60 meters each sprint. How many total meters
does he run a week?
...
4. Identify the number of days James runs in a
week.
5. Multiply the total meters run each day by the
number of days he runs each week to find the
total meters run in a week.

5. To find the total meters James runs in a week, we
multiply the total meters he runs each day by the number
of days he runs: 180 meters per day x 9 days = *1620
meters in one week.
(Correct: 540m)

Llama 2 - Incorrect
Solution

A candle melts by 2 centimeters every hour that it
burns. How many centimeters shorter will a candle
be after burning from 1:00 PM to 5:00 PM?
...
5. To find out how many centimeters shorter the
candle will be, multiply the total burning hours
by the melt rate.

5. To find out how many centimeters shorter the candle
will be, multiply the total burning hours by the melt rate:
5 hours x 2 cm/hour = 10 cm. So, after burning from
1:00 PM to 5:00 PM, *the candle will be 10 centimeters
shorter.
(Correct: 8cm)

Table 6: Student errors encountered when employing Zephyr or Llama 2 as a student model.

real-world scenarios. Didolkar et al. (2024) high-
lights how this flexibility enhances models’ ability
to generalize and creatively apply knowledge. An
example from GSM8K demonstrates this:

Input:
Question: Consider the function
g(x) = 3. Find g(2).

Steps:

Review the function definition:
**g(x) = 3**

Identify the target: **g(2)**

Substitute x with 2 in the
function: **g(2) = ?**

Acknowledge the function’s
constant value: **? = 3**

Output (GPT-4):
Given g(x) = 3, substituting any
value for x results in 3. Thus,
g(2) = 3.

In this case, the model efficiently applies its under-
standing that the output of a constant function is un-
changing, thereby eliminating unnecessary compu-
tational steps. Moreover, Trace-of-Thought’s flexi-
ble framework supports a form of interactive learn-
ing where models can both explore new problem-
solving pathways and refine existing strategies.

7.3 Error Analysis
Table 5 illustrates examples of teacher errors, or
errors in the distillation process; Table 6 subse-
quently demonstrates examples of student errors,
or traditional reasoning flaws.

A minor drawback to Trace-of-Thought Prompt-
ing is the increased opportunity for knowledge pol-
lution; in traditional approaches, incorrect solu-
tions are contaminated by the single model respon-
sible for solutions, while with Trace-of-Thought,
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the teacher can pollute the downstream reason-
ing given to the student. Additionally, the stu-
dent can respond adversely to the distilled rea-
soning, even if the reasoning provided is correct.
This dual capacity for occasional wrongful reason-
ing encourages the selection of teacher models
who respond well to the provided task, but ulti-
mately does not discount the possibility of a student
model that is traditionally unsuccessful on the same
task. To aid in reducing troublesome distillations
from the teacher model, various common strate-
gies can be integrated in parallel with Trace-of-
Thought, such as iterative verification prompts with
Self-Consistency or Chain-of-Verification, or in-
context learning given strong domain examples of
high-quality question decomposition (Wang et al.,
2023b; Dhuliawala et al., 2023; Brown et al., 2020).

8 Conclusion

This paper introduces a structured approach to
prompt-based knowledge distillation, building on
traditional methods to enhance accessibility and
practicality for end-users. Our methodology, Trace-
of-Thought Prompting, serves as a practical im-
plementation of this framework, designed to facili-
tate problem decomposition and improve problem-
solving capabilities in both large-scale and small-
scale models. Through our experiments with var-
ious teacher model sizes, we have demonstrated
how Trace-of-Thought can effectively leverage the
knowledge distilled from both large and small mod-
els, improving reasoning capabilities in a variety
of contexts. Our results show significant gains in
model performance, especially in scenarios involv-
ing small-scale models, highlighting the potential
of this approach to make AI more accessible and
effective for a broader range of applications.

Limitations

Distillation of solution. While the Trace-of-
Thought prompt is not intended to directly distill
the solution, an exact study of the number of cases,
if any, was not performed. As such, implementa-
tions of Trace-of-Thought should include a prompt
tuning stage to ensure the teacher model is not
strongly attending to solving the problem rather
than distilling it further. The authors took proactive
steps to disqualify answers that were directly dis-
tilling final results rather than instructive, guiding
steps.

Recursive prompt study. Due to the compu-

tationally complex nature of implementing recur-
sive methods such as Least-to-Most and Tree of
Thoughts Prompting, there is a lack of comparison
between the linear method of Trace-of-Thought and
the similar recursive methods proposed in prior lit-
erature (Zhou et al., 2023; Yao et al., 2023). Future
work should expand this testing battery to ensure an
objective comparison between most prior literature
and our implementation.

Restricted evaluation domain. Trace-of-
Thought was designed primarily for use on arith-
metic reasoning datasets; however, we have not
tested its efficacy on various other domains. These
domains may include abstract reasoning, common-
sense reasoning, primarily linguistic datasets such
as the Winograd Schema Challenge, among others
(Clark et al., 2018; Srivastava et al., 2023; Wang
et al., 2024; Sun and Emami, 2024). Further adap-
tations to the prompt structure may be necessary to
fully adapt to these myriad tasks.

Restricted model scale. While small-scale mod-
els around the 7 billion parameter landmark have
been evaluated, well-optimized small language
models like Phi — between 1 and 3 billion pa-
rameters — have not been evaluated as students
or teachers (Gunasekar et al., 2023). It remains to
fully be seen if the trends in scale and performance
hold across very small models such as these.

Improving students and teachers. Though
Trace-of-Thought aided in performance gains,
many performance losses observed on small-scale
teachers are likely rectified through the improve-
ment of instructions delegated through a fine-
tuning process. The omission of fine-tuning in
this paper was to provide an authentic comparison
to the consumer language modelling experience,
but further work should investigate the effects of
fine-tuning a teacher model on a set of high-quality
instructions and distillation practices (Ballout et al.,
2024).
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Şenel, Maarten Bosma, Maarten Sap, Maartje ter
Hoeve, Maheen Farooqi, Manaal Faruqui, Mantas
Mazeika, Marco Baturan, Marco Marelli, Marco
Maru, Maria Jose Ramírez Quintana, Marie Tolkiehn,
Mario Giulianelli, Martha Lewis, Martin Potthast,
Matthew L. Leavitt, Matthias Hagen, Mátyás Schu-
bert, Medina Orduna Baitemirova, Melody Arnaud,
Melvin McElrath, Michael A. Yee, Michael Co-
hen, Michael Gu, Michael Ivanitskiy, Michael Star-
ritt, Michael Strube, Michał Swędrowski, Michele
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Appendix

Two Sample Z-Test for Proportions - significant gains are bolded, and their significance level is put in brackets.
Model Trace-of-Thought(x̄ToT ) Highest Performing Alternative (x̄HPA) z p

GPT-4 95 95.5 -0.1662 —
GPT-3.5-Turbo 86.5 75.5 1.9827 0.04770 (p < 0.05)
Llama 3 8B 88 73 2.6771 0.00736 (p < 0.01)
WizardMath-7B 81.5 82.5 -0.1841 —
Llama 2 7B Chat 50 23.5 3.8866 0.00001 (p < 0.01)
Zephyr-7B 55 30 3.576 0.00034 (p < 0.01)

Table 7: Comparison of large-scale Trace-of-Thought performance against highest performing alternatives on the
GSM8K dataset using two sample Z-test for proportions, α = 0.05. Only scenarios with positive Z (gains) are
reported.

Two Sample Z-Test for Proportions - significant gains are bolded, and their significance level is put in brackets.
Model Trace-of-Thought(x̄ToT ) Highest Performing Alternative (x̄HPA) z p

GPT-4 68 75 -1.0965 —
GPT-3.5-Turbo 56 56 0.0000 —
Llama 3 8B 41 35.5 0.8002 0.42372
WizardMath-7B 42.5 44.5 -0.2853 —
Llama 2-7B Chat 8 7 0.2685 0.78716
Zephyr-7B 13.5 12 0.3180 0.74896

Table 8: Comparison of large-scale Trace-of-Thought performance against highest performing alternatives on
the MATH dataset using two sample Z-test for proportions, α = 0.05. Only scenarios with positive Z (gains) are
reported.

Two Sample Z-Test for Proportions - significant gains are bolded, and their significance level is put in brackets.
Model Trace-of-Thought(x̄ToT ) Highest Performing Alternative (x̄HPA) z p

GPT-4 83 95.5 -2.8536 —
GPT-3.5-Turbo 64.5 75.5 -1.6973 —
Llama 3 8B 63.5 73 -1.4431 —
WizardMath-7B 70.5 82.5 -2.0013 —
Llama 2 7B Chat 37.5 23.5 2.1502 0.03156 (p < 0.05)
Zephyr-7B 43 30 1.9094 0.05614

Table 9: Comparison of small-scale Trace-of-Thought performance against highest performing alternatives on the
GSM8K dataset using two sample Z-test for proportions, α = 0.05. Only scenarios with positive Z (gains) are
reported.

Two Sample Z-Test for Proportions - significant gains are bolded, and their significance level is put in brackets.
Model Trace-of-Thought(x̄ToT ) Highest Performing Alternative (x̄HPA) z p

GPT-4 55 75 -2.9650 —
GPT-3.5-Turbo 40.5 56 -2.1934 —
Llama 3 8B 23 35.5 -1.9430 —
WizardMath-7B 30.5 44.5 -2.0448 —
Llama 2-7B Chat 6.5 7 -0.1409 —
Zephyr-7B 14.5 12 0.5214 0.60306

Table 10: Comparison of small-scale Trace-of-Thought performance against highest performing alternatives on
the MATH dataset using two sample Z-test for proportions, α = 0.05. Only scenarios with positive Z (gains) are
reported.
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