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Abstract

In this paper, we combine the discourse coher-
ence principles of Elementary Discourse Unit
segmentation and Rhetorical Structure Theory
parsing to construct meaningful graph-based
text representations. We then evaluate a Graph
Convolutional Network and a Graph Attention
Network on these representations. Our results
establish a new benchmark in F1-score assess-
ment for discourse coherence modelling while
also showing that Graph Convolutional Net-
work models are generally more computation-
ally efficient and provide superior accuracy.

1 Introduction

Natural Language Processing (NLP) has seen sig-
nificant advancements, particularly with attention-
based transformer models excelling in tasks such
as machine translation, language modelling (De-
vlin et al., 2018), and sentiment analysis (Yang
et al., 2019). However, effectively modelling dis-
course coherence remains a challenge, especially as
long context and long form text genearation tasks
become more prevalent. This research aims to ad-
dress this by extending a graph-construction ap-
proach developed by Liu et al. (2023), integrating
the linguistically-focused principles of Elementary
Discourse Unit (EDU) segmentation and Rhetori-
cal Structure Theory (RST) parsing into a graph-
based approach using Graph Convolutional Net-
work (GCN) and Graph Attention Network (GAT)
architectures. This graph-based approach marks a
departure from typical discourse coherence assess-
ments such as those by Moon et al. (2019) which
treat coherence as a sentence-rearrangement task.
Our goal is to further the field of discourse coher-
ence modelling, which is crucial for tasks like essay
grading, mental health detection, and identifying
machine-written text.

1.1 Motivation

Following recent breakthroughs in NLP, scien-
tific research has focused on creating human-
understandable output for text generation and clas-
sification tasks. The motivations behind such re-
search are twofold. Firstly, human-computer inter-
action is predicated on two-way communication,
meaning that whatever makes language understand-
able or believable is a standard of achievement to
be attained. Secondly, Large Language Models
(LLMs) are being seen as the embodiment of the
language function of human processing capabil-
ities. It then becomes a priority to imbue these
models with human-like reasoning capabilities. As
such, we seek to investigate to what extent the
"coherence" of a piece of text can be adequately
represented and assessed. Outlined by Jurafsky and
Martin (2000), discourse coherence refers to the
intelligibility of a text based on a range of factors
including its structural arrangement and persistence
of relevant topics throughout its paragraphs, sen-
tences

1.2 The Need for Coherence in Generated
Text

At the fringe of these discoveries is an area that
requires both the technical oversight of NLP skills
and an intimate knowledge of how meaning is con-
veyed in utterances (Ishibashi et al., 2023). It has
been noted in current research (Wei et al., 2022;
Wang et al., 2022) that language models still lack
some fundamental process that can make freely
generated text output unique, non-repetitive, rela-
tively unpredictable, and relevant to the topic mat-
ter.

1.3 Research Aims

We observe in the literature that two core princi-
ples of coherence – local (paragraph level) and
global coherence (structural composition) – are al-
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most never combined in analysis. Many of the
current state-of-the-art models seemingly disregard
linguistic theory in favor of similarity and vector-
based representations of discourse components, i.e.,
words and sentences, such as recent neural coher-
ence work (Wang et al., 2017; Xu et al., 2019;
Moon et al., 2019), with only recent work by that
of Jiang et al. (2021) which aims for interesting
synthesis of a sentence-embedding approach and a
dimension grid Barzilay and Lapata (2008) model.
Our study aims to address this gap by combining
the linguistic principles of Elementary Discourse
Unit (EDU) segmentation and Rhetorical Struc-
ture Theory (RST) parsing (discussed further in
Sections 2.1 & 2.2) to construct more meaningful,
graph-based representations of text for coherence
modeling.

The main aims of this research are:

1. To evaluate whether the incorporation of lin-
guistic theory principles (EDU segmentation
and RST parsing) improves the performance
of coherence modeling tasks.

2. To establish a significant improvement in per-
formance when compared to previous models
tested on a discourse coherence assessment
dataset.

2 Related Work

2.1 EDUs and EDU Segmentation

EDUs represent the smallest assessable unit of a
piece of text in this study. Slightly different from
textual units like sentences, EDUs are discourse
segments closely similar to constituents in a sen-
tence syntax tree, shown as an example in Figure
1, which highlights by directional arrows the de-
pendence of satellite EDUs on a nucleus EDU, and
some of the connecting relations which they ex-
hibit, such as an elaboration (elab) or attribution
(attr) relation.

EDU segmentation involves extracting the start
and end points of each EDU in the text. Initially
treated as a syntactic parsing task due to the slight
similarity of EDUs to clauses, neural approaches
were later adopted utilizing a gold standard in dis-
course coherence datasets. Recent work such as
that done by Lukasik et al. (2020) utilize encoder-
decoder architectures to construe the problem as a
segmentation-guessing task, which serves as a sig-
nificant improvement in EDU segmentation from

previous approaches such as those by Yu et al.
(2019) and Lukasik et al. (2020).

2.2 RST Parsing
Originally introduced by Mann and Thompson
(1987), RST defines relations between two spans
of text, namely a nucleus and a satellite. Each nu-
cleus/satellite span is considered to consist of a
single EDU. The idea behind this is that each body
of text can be broken into such nucleus-satellite
groupings (seen in Figure 2), with salient spans
of text (nuclei) being independently interpretable,
and linked to information only understandable with
such a nucleus as pretext (satellites).

2.3 Discourse Coherence
Discourse coherence refers to the relationships be-
tween sentences that constitute everyday discourse
or speech, and how intelligible they are when as-
sessed as a whole. Discourse coherence maintains
that real discourse is defined by coherence at both
a local (paragraph) and global (structural arrange-
ment) level. For example, there is generally more
structure present in the layout of scientific paper
when compared to impromptu speech in conversa-
tion, leading one to posit that the flow of ideas in
the former may be understood more easily. Initially
presented as a way of deconstructing and evalu-
ating any text either written or transcribed, these
studies require extensive linguistic knowledge and
time-consuming analysis due to their highly qualita-
tive nature. However, with the utilization of neural
computation models, these formerly exhaustive pro-
cesses of human evaluation are slowly becoming
more easily accessible.

Local coherence is defined by the relationship
between sentences in close proximity, the seman-
tic similarities shared between them, as well as
the salience of a discourse, or how they track the
focus of discussion. These are highlighted as the
systematic and topical ways in which clauses are
related to each other at a local level. A way of
measuring entity-based coherence, or how entities
remain salient throughout discourse, was proposed
by Grosz et al. (1995). This approach tracks which
entities are forefront at different stages of a text
by recording transitions between salient entities,
firstly identifying their grammatical role in the
text, shown in Table 3, before utilizing the entity
grid model of coherence from Barzilay and Lapata
(2008), seen in Figure 4, which shows early efforts
of tracking the position and grammatical roles of
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Figure 1: Example RST discourse tree, showing four EDUs, with nucleus/satellite relations indicated by directional
arrows and labels.

Figure 2: Example RST discourse tree, showing eight
EDUs

Figure 3: Conversion of text to an entity grid represen-
tation, each cell indicates whether an entity is a subject
(s), object (o), neither (x), or absent (-).

salient entities throughout a segment of text.
Global coherence involves the overall logical

structure of a text, assessing how well it follows
conventional discourse structures like scientific
articles or stories. Studies on argument struc-
ture and scientific papers, such as those by Reed
et al. (2008), Habernal and Gurevych (2016), and
Memon et al. (2020) define argumentative rela-
tions and zoning to evaluate coherence. These
studies provide foundational insights on the po-
tential to identify topical and structural changes in
textual discourse, but remain specialized studies
in discourse-specific domains. Expanding the un-
derstanding of text structure for global coherence
assessment is necessary for broader applicability.

2.4 Graph Neural Networks in NLP

We choose to employ a graph-based approach due
to the highly-structural nature of assessing dis-
course coherence at a local and global level, dis-
cussed above in Section 2.3, and since our methods
of graph construction (see Section 3.2) take both

Figure 4: Discourse with entities marked and anno-
tated with grammatical functions. (Barzilay and Lapata,
2008)

of these considerations into account.
Graph Neural Networks have gained popularity

in NLP tasks due to their ability to model com-
plex relationships between entities. Two prominent
architectures are Graph Convolutional Networks
(GCNs) and Graph Attention Networks (GATs),
and they will be tested in this study.

2.4.1 Graph Convolutional Networks (GCNs)
GCNs, introduced by Kipf and Welling (2016), per-
form convolution operations on graph- structured
data. They have been successfully applied to var-
ious NLP tasks, including text classification (Yao
et al., 2018) and semantic role labeling (Marcheg-
giani and Titov, 2017). See Section 3.3.1 for a
detailed explanation of the GCN implementation.

2.4.2 Graph Attention Networks (GATs)
GATs, proposed by Velickovic et al. (2017), in-
troduce attention mechanisms to graph neural net-
works. This allows the model to assign different
importance to different nodes in a node’s neighbor-
hood, potentially capturing more nuanced relation-
ships in the data. See Section 3.3.2 for a detailed
explanation of the GAT implementation.

3 Methodology

3.1 Datasets

The dataset used for this study is the Grammarly
Corpus of Discourse Coherence (GCDC), with fur-
ther information in Appendix Table A1, which in-
cludes texts from various sources such as Yahoo
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forums, Hillary Clinton’s emails, Enron emails, and
Yelp reviews. Each text is a few paragraphs long
and annotated with a coherence score ranging from
1 to 3, representing low to high levels of coherence.
While the scoring system is not highly-nuanced,
this dataset is particularly valuable because it pro-
vides a diverse range of discourse types, offering
a robust basis for evaluating our models. We per-
formed 10-fold cross-validation on each section of
the dataset to ensure reliable and unbiased results.

3.2 Graph Data Construction
The data construction process involved several key
steps to represent documents as graphs, in partic-
ular we use the subgraph and document-subgraph
construction methodologies from Liu et al. (2023),
however, in our approach, we construct the di-
rected document graph and encode the information
slightly differently, as explained in Figure 5 below.

• Document Sentence Graph Representation:
Following Guinaudeau and Strube (2013), we
represented documents as directed sentence
graphs. Sentences were lemmatized, and co-
sine similarity scores of all noun pairs in each
sentence were computed to form connections.
For consistency, we used the same pre-trained
GloVe embedding for comparing noun sim-
ilarities. Sentences with a similarity score
above a threshold were connected by directed
edges, creating a graph representation of the
document.

• Feature Engineering for EDU Graph Rep-
resentation: Additional to sentence graphs,
we used pretrained models for segmentation
and parsing to create EDU graphs. Each text
was segmented into EDUs using models from
Lin et al. (2019), which typically results in
shorter units than standard sentences. We
then parsed these EDUs through a pretrained
model for RST parsing (Lin et al., 2019). We
avoid parsing any further since some non-
coherent relations can be formed (an example
is provided in Appendix Figure A1). As a re-
sult, quite a large number of EDU graphs are
created, so we also create a separate dataset
which creates links between nucleus-satellite
heads based on the same similarity score men-
tioned above. We set the similarity thresh-
old quite high (δ = 0.995) as to avoid over-
connecting nucleus-satellite heads, and to re-
tain the proper structural ordering of the text.

• Subgraph Set Construction: Each graph is
represented as a subgraph set, which is a way
to compare topological similarities between
graphs (Shervashidze et al., 2009), and by ex-
tension a way to compare structural compo-
sitions of documents. We use Guinaudeau’s
(Guinaudeau and Strube, 2013) guidelines in
defining a graph g is a subgraph of a graph G
if the nodes in g can be mapped to the nodes in
G and the connection relations within the two
sets of nodes are the same. All subgraphs up
to k-nodes are considered by enumerating all
combinations of k-nodes and corresponding
edges in Gi. As a result, all subgraphs with
inter-sentence distances greater than some
threshold w are filtered out since distant sen-
tences are less likely to be related. We main-
tained a k-subgraph value of 4 and a maximum
sentence distance of 8. As such, multiple sub-
graphs can have the same structure yet differ
in node contents. The frequencies of all such
isomorphic subgraphs are counted and used
to represent a sentence graph as a k-node sub-
graph instead.

• Doc-Subgraph Graph Construction: A
corpus-level undirected graph linking struc-
turally similar documents via shared sub-
graphs was created. Edges in this graph in-
dicate connections between subgraphs or be-
tween a document and a subgraph, weighted
by subgraph frequency and inverse document
frequency in the corpus.

3.3 Model Architectures
3.3.1 Graph Convolutional Network (GCN)
The baseline for comparison uses a GCN architec-
ture based on Kipf and Welling (2016) to encode
the doc-subgraph graph. GCNs perform operations
on graph representations of data, learning node
representations based on connectivity patterns and
feature attributes. The convolution computation at
each layer incorporates the adjacency matrix and
degree matrix of the graph. Provided the graph
input with (N + M) nodes, Liu et al. (2023) de-
fine the convolution computation at the lth layer as
Equation 1:

H(l) = σ(D̃− 1
2 ÃD̃− 1

2H(l−1)Wl−1) (1)

Where Ã is an adjacency matrix with self-
connections created for each node, following Kipf
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Figure 5: Overview of data processing method, with proposed changes made at document subgraph construction
stage and encoder stage (Liu et al., 2023)

and Welling (2016), shown in Equation 2:

Ã = A+ IN+M (2)

Where A represents that adjacency matrix and
IN+M an identity matrix. D̃ is the degree matrix
and W(l−1) is a layer-specific trainable weight ma-
trix, with σ being a ReLU activation function.

The outputs are then fed into a softmax classifier
which is expressed in Equation 3:

P = softmax(H(l)) (3)

The model is then trained by minimizing Cross-
Entropy loss over document nodes, shown in Equa-
tion 4:

Li = −
N∑

k=1

C∑

j=1

Yi,j · log(Pi,j) (4)

Where N is the number of documents and C is
the number of classes used in prediction.

3.3.2 Graph Attention Network (GAT)
Implementation

We implemented a GAT architecture based on
Velickovic et al. (2017), which incorporates at-
tention mechanisms to learn node representations.
GATs consider both graph structure and node fea-
ture attributes, allowing for more flexible parame-
terization. Our GAT model supports variable atten-
tion heads, layers, and other hyperparameters. In
our implementation of the graph attention network,
the attention mechanism is defined by Equation 5:

αi,j =

exp

(
LeakyReLU

(−→
aT [W

−→
hi ||W

−→
hj ]

))

∑
k∈Ni

exp

(
LeakyReLU

(−→
aT [W

−→
hi ||W

−→
hk]

))

(5)

Where ·T represents transposition and || is a con-
catenation operation. When expanding to show
the application of the LeakyReLU nonlinearity, we
note that the negative input slope is provided by α,
where smaller values will tend towards the standard
ReLU function, whereas larger values will increase
linearity for negative inputs.

Employing K multi-head attention results in the
output feature representation for a multi-layer at-
tention network calculated in Equation 6:

−→
h′i = ||Kk=1σ


∑

j∈Ni

αk
ijW

k−→hj


 (6)

Where αk
ij are normalised attention coefficients

computed by the kth attention mechanism and Wk

is the corresponding weight matrix.
For the final prediction layer of the network, out-

put features are represented by Equation 7:

−→
h′i = σ


 1

K

K∑

k=1

∑

j∈Ni

αk
ijW

k−→hj


 (7)

In which we average over the total number of at-
tention heads K since concatenation is not feasible,
and before any nonlinearity is applied.

Finally, we apply label smoothing and weighted
cross entropy given by Equation 8 in order to aid
model generalisation and reduce frequent overfit-
ting found in early tests:
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Li = −
N∑

k=1

C∑

j=1

wj ·
(
(1− ε) · yi,j log(pi,j) +

ε

C

)

(8)
Where the loss, Li is minimised, wj is the weight

for the jthclass out of C classes and N doocu-
ments, ϵ is a small positive value for label smooth-
ing, yi,j is the true label for the jth, ith example in
the smoothed class, and pi,j is the predicted prob-
ability for a given ji

th class of the kth document,
per standard Cross Entropy Loss calculation.

3.4 Optimization

We utilize the Optuna python library to automate
and optimize the searching of the hyperparameter
space. Due to computational constraints, we per-
form optimization on a single fold of each dataset
for both GCN and GAT architectures. For the GAT
hyperparameters, we search for the optimal combi-
nation of learning rate, hidden dimensions, dropout,
weight decay, number of attention heads, and alpha.
For GCN hyperparameters, we search for the best
choice of hidden dimensions, graph convolutional
layers, and learning rate. The optimal hyperparam-
eters derived from the optimization search were
applied to model training on the entire corpus.

3.5 Evaluation Metrics

Consistent with previous work, we use mean accu-
racy percentage as the main evaluation metric. We
also consider F1 scores from each dataset to gain
additional insights into model performance.

4 Results

4.1 Model Performances

Table 1 presents the average accuracies of the GCN
and GAT architectures for each subgraph construc-
tion. As shown in Table 1, EDU preprocessing
yielded higher accuracies for the GAT model across
all datasets, with an average increase of 1.82 per-
centage points.

For the GCN architecture, the benefit of our
methods on pure accuracy was less clear, per Table
1:

Our experiments revealed that the GCN archi-
tecture significantly outperformed the GAT model
on average. Despite the potential for increased ac-
curacy, the GCN model consistently outperformed
the GAT model in our experiments. The highest-
performing GAT trial achieved 60.15% accuracy

Model Subgraph Average
Acc

GCN
Sentences 61.23

EDU 59.15
Connected EDU 59.68

GAT
Sentences 52.87

EDU 51.92
Connected EDU 54.69

Table 1: GCN and GAT Subgraph Construction Com-
parison (Tuned Accuracies).

on the Enron connected EDU dataset, which was
still outperformed by a GCN architecture with fine-
tuned hyperparameters.

These results highlight the utility of our feature-
extraction method using EDU segmentation and
RST parsing, setting new performance benchmarks
in discourse coherence modelling, while at the
same time raising the important question of what
sort of information contained in the corpus impacts
the varying degrees of performance. In particular,
what was it about the structure of the Enron corpus
that elicited the most significant departure from pre-
vious benchmarks. This may be a question better
answered either by analysis of more varied forms
of discourse (mentioned in 5.1), or in being more
selective with the length of the texts assessed in
this investigation, such as using a sentence length
filter condition like the one employed by Moon
et al. (2019), especially considering that the global
aspect of discourse coherence is very much a con-
dition that takes into account information across
the entire span of long-form discourse texts and
documents rather than the shorter spans typical of
the GCDC corpus.

Our runtime analysis revealed that the GCN ar-
chitecture was significantly more efficient than the
GAT architecture. GCN training averaged just be-
low 1 second per epoch, while GAT training took
between 1.5-1.9 seconds per epoch. This efficiency,
combined with its strong performance, further jus-
tifies our recommendation of GCN as the more
suitable architecture for this task.

4.2 Comparison with State-of-the-Art
Our method showed competitive performance
across all GCDC datasets as seen in Table 2, where
accuracy metrics of all previous approaches are
shown, with current state of the art performances
formatted in bold. Subscripts on some scores rep-
resent the value of 1 standard deviation.
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Model Yahoo Clinton Enron Yelp Average
(Li and Jurafsky, 2017) 53.50 61.00 54.40 49.10 54.50
(Lai and Tetreault, 2018) 54.90 60.20 53.20 54.40 55.70
(Mesgar and Strube, 2016) 47.30 57.70 50.60 54.60 52.55
(Mesgar and Strube, 2018) 61.300.84 64.600.89 55.740.90 56.700.78 59.59
(Moon et al., 2019) 56.800.95 60.650.76 54.100.89 55.850.85 56.85
(Jeon and Strube, 2020b) 56.750.83 62.150.88 54.600.97 56.450.97 57.49
(Jeon and Strube, 2020a) 57.30 61.70 54.50 56.90 57.60
(Liu et al., 2023) 60.701.03 64.001.36 55.151.14 56.450.94 59.10
(Liu et al., 2023) 63.650.74 66.200.81 57.000.81 58.051.21 61.23
Our Method 62.501.25 61.281.68 61.151.47 56.531.02 59.90

Table 2: Mean accuracy (std) results on GCDC.

Notably, we achieved state-of-the-art perfor-
mance on the Enron dataset with 61.15% accuracy,
outperforming the previous best of 57% (Liu et al.,
2023).

4.3 F1 Score Analysis

Table 3 shows the F1-macro results for the dataset,
comparing our method of EDU preprocessing - re-
gardless of the level of subgraph connectivity - to
the current state-of-the-art. As shown by the scores
formatted in bold, our EDU preprocessing method
consistently improved F1-macro results, establish-
ing a new benchmark in the metric. However, these
scores are still quite low and convey an issue in
the evaluation of these datasets. The improvement
in this metric yielded by our approach shows that
deeper investigation is warranted to fully under-
stand the degree to which graph constructions in-
formatively reflect the content of the discourse they
represent, and is necessary focus for future work.

This improvement in F1 scores is particularly
important given the class imbalances in the GCDC
dataset (examine Table 4 for the imbalance).

4.4 Error Analysis and Impact of EDU &
RST Preprocessing

Our initial assumption was that a higher level of
EDU subgraph connectivity and thus complexity
of a text’s subgraph representation would produce
a direct benefit to how a document’s inherent struc-
ture is encoded. Instead, we found that either con-
struction method yielded an improvement in either
F1-score or accuracy metrics. An example of the
model and graph performances on both the Enron
and Yelp datasets is shown in Tables 6 and 5, where
the new benchmark values are formatted in bold.

Figures 6 and 7 show an analysis of confusion

1 2 3
Predicted label

1

2

3

Tr
ue

 la
be

l

0.66 0.2 0.17

0.18 0.45 0.24

0.16 0.35 0.59

Enron GCN EDU Connected

0.2

0.3

0.4

0.5

0.6

Figure 6: Enron GCN Connected EDU Confusion Ma-
trices

matrices which revealed that across all datasets,
the middle label (medium coherence level) was the
most difficult to predict accurately, with a tendency
to over-predict the high coherence label.

This suggests that while our representation
doesn’t yet comprehensively explain the graph
structural representation of a text, our method of
construction does elicit some important structural
information from textual data. It also indicates
that there may be an ideal degree of subgraph con-
nectivity that can help the model better differenti-
ate between coherence classes, which we consider
grounds for future study.

4.5 Limitations of Baseline Models
We recognise that the pretrained models used for
EDU segmentation and RST parsing from Lin et al.
(2019), are comparable to state-of-the-art in the lit-
erature such as that by Lukasik et al. (2020) in their
respective tasks, and still record competitive accu-
racies in their respective segmentation and parsing
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Model Yahoo Clinton Enron Yelp Average
Sentences 51.92 48.49 45.67 44.18 47.66
RST (Our Method) 52.73 49.66 53.01 44.96 50.09

Table 3: Mean F1 results on GCDC.

Dataset Split Label 1 Label 2 Label 3

Yahoo
Train 4560 1740 3700
Test 820 410 770

Clinton
Train 2830 2060 5110
Test 510 380 1110

Enron
Train 2990 1940 5070
Test 620 500 880

Yelp
Train 2710 2180 5110
Test 500 420 1080

Table 4: GCDC Dataset Label Counts.

1 2 3
Predicted label

1

2

3

Tr
ue

 la
be

l

0.66 0.31 0.13

0.16 0.33 0.28

0.18 0.37 0.59

Enron GCN EDU

0.2

0.3

0.4

0.5

0.6

Figure 7: Enron GCN EDU Confusion Matrices

tasks, but show a lot of improvement to be made in
those areas, meaning that it must not be overlooked
that these accuracies can easily propagate and ex-
aggerate any mistakes made in the data processing
stages. In addition to this, the typical datasets of
the RST Treebank and Penn Discourse Tree Bank
used for training these tasks are quite dissimilar to
the GCDC texts used. This leaves room for devel-
oping either shared datasets for the tasks or more
rigorous pre-training of these models to suit the test
data which could ultimately improve the fidelty of
text subgraph representations.

4.6 Parameter Optimization Results

Parameter optimization results presented in Tables
5 and 6 show that the GCN model consistently out-
performed the GAT model across various dataset
constructions. This highlights the importance of

careful hyperparameter tuning in achieving optimal
model performance. We discovered there was great
variation in the hyperparameters selected for the
GAT model such as learning rate, attention heads
and weight decay.

.
Model Untuned

Acc
Tuned

Acc
Highest

F1
GAT EDU N/A 50.10 34.05
GAT Connected EDU N/A 55.50 34.35
GAT Sentences N/A 54.25 23.16
GCN EDU 59.40 58.93 46.86
GCN Connected EDU 59.33 61.28 49.66

Table 5: Clinton Optimization Results.

.
Model Untuned

Acc
Tuned

Acc
Highest

F1
GAT EDU N/A 53.00 32.99
GAT Connected EDU N/A 60.50 49.88
GAT Sentences N/A 53.00 35.48
GCN EDU 58.92 60.13 51.28
GCN Connected EDU 59.60 61.15 53.01

Table 6: Enron Optimization Results.

Further, the variation seen in GAT hyperparame-
ters was much greater than that of the GCN results,
leading us to consider what the impact of a larger
number of optimization tests would be adequate
for this task, and thus highlight how considerations
in identifying significant hyperparameters of the
GAT architecture can reduce the search space and
simplify its own optimization process.

5 Conclusion

This study has made several key contributions to
the field of discourse coherence modelling:

1. We demonstrated that incorporating linguis-
tic theory principles (EDU segmentation and
RST parsing) has the potential to improve the
performance of coherence modelling tasks,
particularly in terms of F1 scores.

2. We established a new benchmark in accuracy
on the Enron dataset of the GCDC corpus,
and introduced a method of graph construc-
tion that improves F1-score across the entire
dataset.
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Our findings have several important implica-
tions:

1. The success of our EDU and RST-based fea-
ture extraction method validates the impor-
tance of incorporating linguistic theory into
NLP models, and provides further direction
for investigating how much information is
properly conveyed in graph constructions us-
ing this method.

2. The superior performance and efficiency of
GCN over GAT for this task suggests that
simpler architectures may sometimes be more
effective for certain NLP tasks.

3. The improvement in F1 scores across all
datasets indicates that our method is particu-
larly effective at handling imbalanced datasets,
which is a common challenge in real-world
NLP applications.

5.1 Future Work
While the GCDC dataset has typically been used as
a benchmark dataset for evaluating discourse coher-
ence, most samples are not truly long enough to em-
ulate the length of what might be seen in free text
generation. The TOEFL (Blanchard et al., 2013)
dataset assesses coherence levels of much longer
bodies of text than those of the GCDC dataset, and
the findings from such a study would further aid
in assessing the model’s generalization to different
types of text, since the TOEFL dataset contains
7 different prompts, meaning much more subject
matter and thus textual content (semantic and struc-
tural) is included.

Additionally, a departure from typical accuracy
metrics in a task with so few classes is warranted,
and future work should aim to assess correlative
performances against these classes instead.

Finally, while the use of LLMs was omitted in
this study, it is recognized that useful insights may
be gained in utilizing them for providing an addi-
tional point of comparison ranging from coherence
score assessment to graph construction, and as such
remains a focus for future studies.

6 Closing Remarks

By providing a more principled approach to rep-
resenting text structure, we open new avenues for
improving not only coherence modelling but po-
tentially a wide range of NLP tasks that rely on
understanding the structure and flow of text. As

large language models continue to advance, the
ability to evaluate and improve the coherence of
generated text will become increasingly important.
Our work provides a foundation for these future
developments, bridging the gap between classical
linguistic theory and cutting-edge machine learning
techniques.
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A Appendix

Figure A1: Example of how a completely nonsensical
sentence will still be fully parsed, using model from Lin
et al. (2019)

Dataset Split #Doc Avg #W Max #W Avg #S

Yahoo
Train 1000 157.2 339 7.8
Test 200 162.7 314 7.8

Clinton
Train 1000 182.9 346 8.9
Test 200 186.0 352 8.8

Enron
Train 1000 185.1 353 9.2
Test 200 179.1 340 10.1

Yelp
Train 1000 178.2 347 10.4
Test 200 179.1 340 10.1

Table A1: GCDC Dataset Statistics. Doc, W, S refer to
documents, words, sentences.
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