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Abstract
Modern natural language processing (NLP)
techniques increasingly require substantial
amounts of data to train robust algorithms.
Building such technologies for low-resource
languages requires focusing on data creation
efforts and data-efficient algorithms. For a
large number of low-resource languages, es-
pecially Indigenous languages of the Americas,
this data exists in image-based non-machine-
readable documents. This includes scanned
copies of comprehensive dictionaries, linguistic
field notes, children’s stories, and other textual
material. To digitize these resources, Optical
Character Recognition (OCR) has played a ma-
jor role but it comes with certain challenges in
low-resource settings. In this paper, we share
the first survey of OCR techniques specific to
low-resource data creation settings and outline
several open challenges, with a special focus on
Indigenous Languages of the Americas. Based
on experiences and results from previous re-
search, we conclude with recommendations on
utilizing and improving OCR for the benefit of
computational researchers, linguists, and lan-
guage communities.

1 Introduction

Latin America is home to a linguistically diverse
set of hundreds of indigenous languages. Many
of these are low-resource in terms of text and au-
dio resources, and generally lack basic natural lan-
guage applications such as spell checkers, part of
speech (POS) taggers, etc. However, these lan-
guages have a large number of digital resources
(not machine-readable) in the form of recordings,
plays, stories, and dictionaries. One major reposi-
tory of such materials is the Archive of the Indige-
nous Languages of Latin America (AILLA).1 Of
the documents in AILLA’s collection, particularly
interesting to NLP researchers are linguistic materi-
als such as grammars, dictionaries, ethnographies,

1A joint effort of the LLILAS Benson Latin American
Studies and Collections and UT Austin.

Figure 1: We highlight 10 Indigenous Languages from
Central and South America with large amounts of undig-
itized resources to anchor our survey and workflow rec-
ommendations for researchers and linguists.

and field notes, that can serve as training data for
NLP applications and Optical Character Recogni-
tion (OCR). Releasing digitized versions of such
a repository of hundreds of datasets can preserve
invaluable linguistic materials and accelerate re-
search in NLP. Modern OCR can extract text from
such documents, but this requires accurate layout
detection and post-processing to make the extracted
text usable for downstream NLP tasks (Bustamante
et al., 2020). OCR is a well-established field, with
its advances mostly drawing from innovations in
Computer Vision. More recently, OCR has been
increasingly used for resource-creation for low-
resource languages in NLP contexts (Ignat et al.,
2022a). There are also several excellent surveys
and tutorials (Nguyen et al., 2021; Neudecker et al.,
2021; Memon et al., 2020) on building and using
OCR for broad applications, however, there is a
dearth of specialized surveys for low-resource lan-
guage OCR. Therefore, the aim of this paper is to
fill this gap and acquaint researchers and language
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Language 693-3 Family Main Country Speakers Pages Undigitized Resource

S. Bolivian Quechua QUH Quechuan Bolivia 1.6M 216 Kalt (2016)
Mísqito MIQ Misumalpan Nicaragua, Honduras 150K 61 Bermúdez Mejía (2015)

Mam MAM Mayan Guatemala 600K 144 England (1972-1985)
Chuj CAC Mayan Guatemala 60K 564 Hopkins (1964)

Chimalapa Zoque ZOH Mixe-Zoquean Mexico <10K 3744 Johnson (2000-2005)
Chiquián Quechua QXA Quechuan Peru 100K 29 Proulx (1968)

Sharanahua MCD Panoan Peru <10K 209 Déléage (2002)
Tzeltal TZH Mayan Mexico 600K 38 Kaufman (1960-1993)
Baniwa BWI Maipurean Brazil, Venezuela 12K 310 Wright et al. (2000)

Ixil IXL Mayan Guatemala 120K 2 Adell et al. (2016)

Table 1: A brief description of the 10 languages that we focus on to highlight the amount of data in Indigenous
Languages of the Americas that requires high-quality OCR. We include their ISO 693-3 codes, primary country,
number of speakers, and references to the resource that requires digitization. Overall, this data includes 5317 pages
to be transcribed which if digitized can be sufficient to train many downstream NLP tasks.

communities with techniques and adaptions neces-
sary for high-quality digitization in low-resource
settings. To summarize, this paper makes the fol-
lowing contributions:

1. Highlights undigitized resources in 10 Ameri-
can Indigenous languages (§2).

2. First concise survey of OCR for low-resource
settings and languages (§3).

3. Discussion on major open problems in scaling
digitization for low-resource languages (§4).

4. Recommendations for researchers, linguists,
and language communities on the entire re-
source curation and digitization pipeline (§5).

2 Undigitized Data

Over the past decade, many researchers, linguists,
and consortiums have worked closely with na-
tive speakers and language communities to create
datasets including digitized text, audio, transcrip-
tions, translations, stories, etc. Some of these re-
sources may not be machine-readable but include
extremely valuable resources from an NLP perspec-
tive, such as multilingual lexicons, pronunication
guides, plain text from a wide-variety of domains
such as stories, essays, plays, news, linguistics etc.
A comprehensive guide with resources in all low-
resource languages (over 6000+) would be valuable
but is out of the scope of this paper, so we focus
on highlighting relevant resources in 10 Ameri-
can Indigenous languages. The AILLA collection
contains several textual corpora in non-machine-
readable image format for the selected languages in
Table 1, as well as in hundreds of other indigenous

languages of the Americas. The selected languages
together cover over 5000 pages of undigitized data
in these 10 languages. Each page contains multilin-
gual textual data that needs high-quality extraction.

A large majority of OCR work for low-resource
settings includes preservation and digitization of
historical data, early printed books (Reul et al.,
2017), palm-leaf manuscripts (Prusty et al., 2019;
Sharan et al., 2021; Alaasam et al., 2019) etc. Pre-
existing repositories (such as PubMed or arXiv)
are also widely used for training OCR systems
(Zhong et al., 2019; Blecher et al., 2023), how-
ever, note that this approach is not scalable to low-
resource settings which often lack such ready-to-
use datasets.

For the Americas, due to widespread adoption of
extended Latin alphabets in writing, texts from the
last couple of centuries are often typed, but several
collections include partially or completely written
handwritten documents and annotations. Histori-
cally used typing fonts may be challenging to de-
cipher or out of use due to orthographic reforms
(Naoum et al., 2019; Klaiman and Lehne, 2021;
Jiang et al., 2019), and handwriting varies widely
across individuals, making extraction challenging
(Déjean and Meunier, 2019; Alaasam et al., 2019;
Sharan et al., 2021). Over time, language commu-
nities may even adopt new orthographies, which
might require researchers to build new keyboards
and transcription systems to make the digitized cor-
pora readable by community members (Rijhwani
et al., 2023). Digitizing these resources can allow
for more accessible linguistic research, training lan-
guage models, translation systems, POS taggers,
etc. The AILLA collection constitutes of a healthy
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mix of both typed and handwritten text. As evident
from Table 1, the highlighted languages will re-
quire sustained OCR efforts to digitize their respec-
tive resources. With access to machine-readable
text, downstream NLP tools can then begin to be
built.

Note that in our concise survey paper, our aim
is not to digitize these specific books - that would
warrant separate carefully designed studies as each
resource is bound to have unique challenges and
is connected to language communities with pos-
sibly different language technology needs. This
paper highlights, for researchers unfamiliar with
these languages and domain, different resources
available for experimenting with OCR modeling ap-
proaches and recommended workflows for achiev-
ing such digitization.

3 A Concise Survey of OCR

Now that we’ve seen the data resources available
for our 10 selected Indigenous languages (§2), we
will highlight useful and practical OCR adaptations
and innovations necessary for digitization of such
low-resource language data. We cover techniques
in four major parts of the digitization pipeline:
preparation of the data and model, active training,
decoding or generation, and post-processing. To
ground the following discussion, we will define an
example dataset C, with K pages, where pi repre-
sents separate pages. L represents the paired labels
for each pi ∈ C (with each li representing the the
ground-truth words and characters for the page pi).C = {pi}Ki=1;L = {li}Ki=1

For an OCR experimental setup, we would usu-
ally have four different datasets: Cpretrain (unla-
beled pages), Ctrain (with labels Ltrain), Cval (vali-
dation/development set used for evaluation during
training along with labels Lval), Ctest (for reporting
model performance along with labels Ltest).

3.1 Preparation: Setting the Stage

Data Augmentation Due to lack of data in low-
resource indigenous languages, data augmentation
should be the first step for any digitization pipeline,
to increase the utility of the small labeled gold
dataset (Shorten and Khoshgoftaar, 2019). For an
OCR system, this means that the images them-
selves must go through several transformations
such as skewing, binarization, scaling, cropping,
blurring, etc. to ensure that the final model can
handle such variations in-the-wild and still be able

to extract text from the image. Data augmenta-
tion is well-studied in literature (Liu et al., 2018;
Khan et al., 2021) and incorporating it into OCR
pipelines has shown to increase robustness and per-
formance by making the best use of a small training
set (Storchan and Beauschene, 2019; Namysl and
Konya, 2019).

More precisely, a set of augmentation operations,
O = {o1, o2, .., oj} where j denotes the number of
operations can be applied to each image pi. o can
denote functions like binarization, greyscale, gaus-
sian blur, cropping etc. Ctrain can be augmented
using any combination of operations from set O, to
generate a new set Ctrain−aug, which would serve
as the newly expanded training corpus. For each
new augmented page, pi,j = oj(pi) and it’s label
would be li ∈ Ltrain.

Pretraining with General Unlabeled Data For
data that is not labeled, self-supervised pretraining
techniques are often used to better initialize the
network (Li et al., 2023; Bugliarello et al., 2021).
In case of encoder-decoder models, pretraining has
been applied to both components separately and
has been shown to be successful (Lyu et al., 2022;
D’hondt et al., 2017), when large amounts of un-
labeled images or text are available. Similarly,
in case of the in-house pretraining set Cpretrain,
ground-truth text labels are not available. So, the
images from this pretraining set can be used to pre-
train the OCR model, and the first-pass text can
incorporated into pretraining the post-correction
model (with learned denoising rules) (Rijhwani
et al., 2020).

Transfer Learning from Related Languages
For certain minority and low-resource languages,
it is shown that a base system that is trained to
identify a similar language or similar character-
set generally leads to performance increases down-
stream(Lin et al., 2019; Zhuang et al., 2021; Rijh-
wani et al., 2019). As an illustration, in our selec-
tion of 10 American Indigenous languages, choos-
ing a corpus in a high-resource language of Central
and South America i.e. Spanish or Portuguese,
might be appropriate for transfer learning. In the
OCR domain, transfer learning has been applied
to better enhance the quality of low-resource OCR
output at the decoding step (Todorov and Colavizza,
2020; Jaramillo et al., 2018). However, Tjuatja
et al. (2021) investigates transfer learning for OCR
post-correction for indigenous and endangered lan-
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guages and points at mixed results. They say that
for downstream performance improvements, trans-
fer learning is not straightforward and may require
getting data from a larger set of domains. Gunna
et al. (2021) investigated transfer at the text de-
tection level for Indian languages, and observed
positive outcomes when transferring from other In-
dian languages that look visually similar, even if
they are from different language families.

3.2 Training: Learning Quickly and Better

For training OCR systems, supervised techniques
are usually preferred in low-resource settings. Un-
supervised methods have shown some promise re-
cently (Gupta et al., 2021; Dong and Smith, 2018;
Garrette and Alpert-Abrams, 2016), but they often
require larger datasets for training. Since our fo-
cus is on low-resource indigenous languages, we
restrict our discussion to supervised techniques. In
this setup, there are usually two options - using off-
the-shelf systems like Google Vision, Tesseract etc.
or training from scratch. For Indigenous languages
of the Americas, using off-the-shelf OCR systems
can give an excellent starting point (Rijhwani et al.,
2023), and since they are the focus languages of
our paper, we will discussing training strategies
on top of the first-pass OCR output obtained from
such systems. Post-OCR processing aims to rectify
mistakes made by OCR systems in text extraction,
and can be extremely valuable for low-resource
languages. Post-processing is valuable because
it makes little to no assumptions about the first-
pass OCR system itself (helpful when the system is
commercial or closed-source) and instead focuses
on improving the quality of the output (Kolak and
Resnik, 2005).

First-Pass OCR For the first-pass, a high-quality
OCR system, such as Google Vision or Tesseract,
that is known to work well on endangered-language
documents (Fujii et al., 2017; Rijhwani et al., 2020)
is commonly used. Performing OCR on page pi
gives us a first-pass output, fi in the form of ni

bounding boxes x and the texts within them a. Each
x contains the set of coordinates for the bounding
box, and the corresponding string a represents the
text within the box.

fi = [(x1, a1), (x2, a2), .., (xni , ani)]
Text Corrections An ideal post-OCR text correc-
tion algorithm would model the error distribution
of the OCR algorithm’s output text and system-

atically correct it (Berg-Kirkpatrick et al., 2013;
Schulz and Kuhn, 2017). This can be an extremely
valuable tool when digitizing indigenous language
documents because the OCR pipeline’s decoder lan-
guage model is often of low-quality due to the low-
resource nature of indigenous and endangered lan-
guages. Across the digitization efforts that we’ve
highlighted and amongst others, it is quite common
to perform text-based semi-automatic or human
post-correction (Maxwell and Bills, 2017; Cordova
and Nouvel, 2021; Rijhwani et al., 2021). For every
first-pass page fi, we output a corrected page:

qi = [(x1, b1), (x2, b2), .., (xni , bni)]
where x indicates the boxes from the first-pass,

and b indicates corresponding corrected text. In
human post-correction, an annotator (preferably a
speaker of the language), would edit the first-pass
OCR output to match with the ground-truth text as
evident from the image. In semi-automatic setups,
several consistent OCR errors may be identified
from a small number of corrections and automati-
cally applied to the remaining first-pass prediction
to reduce the burden on the annotator.

Coverage Mechanism Since OCR is seen a gen-
eration task, it can be important for the model’s
attention distribution to pay attention to different
parts of the input string. To ensure that this happens,
a coverage mechanism is often introduced (Tu et al.,
2016; Mi et al., 2016). This mechanism has empiri-
cally been shown to greatly improve OCR accuracy
and seq2seq performance (See et al., 2017; Rijh-
wani et al., 2021; Klaiman and Lehne, 2021). A
coverage vector at at time step t will be

ct = t′=t−1∑
t′=0 αa

t′
where αa

t represents the attention distribution for
the input a at time step t. This coverage vector
ct can be weighted and included in the attention
computation for the next αt+1, and be added to the
base cross entropy loss as follows:

∑
t

len(a)∑
i=0 min(αa

t,i, ct,i)
Diagonal Attention Since post-correction from
first-pass OCR output is mostly a copying step and
reordering rarely occurs (Schnober et al., 2016),
the model can mostly focus on generating the ele-
ments close to the diagonal. Therefore, under this
paradigm, off-diagonal entries outside a certain ra-
dius are penalized more heavily by including them
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in the training loss (Cohn et al., 2016). This sim-
plifies the decoding step and encourages the model
to maximize attention on items within the diago-
nal attention range. The modified loss function at
time step t for a diagonal range d and attention
distribution α would be:

t−d∑
t′=1α

a
t,t′ + len(a)∑

t′=t+dα
a
t,t′

Diagonal attention shown to empirically improve
OCR performance for low-resource languages (Ri-
jhwani et al., 2021, 2020) and can be easily incor-
porated in OCR post-correction modeling.

Active Learning Data labeling is an expensive
task for low-resource languages and especially so
for a non-trivial annotation task such as OCR cor-
rection or image labeling. To select only those
pages to annotate that would help the OCR model
the most, a systematic paradigm called Active
Learning can been utilized (Settles, 2012). For
the low-resource OCR domain and for layout anal-
ysis, active learning has shown to be empirically
quite valuable (Reul et al., 2018; Shen et al., 2022;
Monteleoni and Kaariainen, 2007; Abdulkader and
Casey, 2009; Gupta et al., 2016). It can help select
which part of the Cpretrain to annotate and add into
Ctrain using query by committee which trains sev-
eral learner models on the current Ctrain and each
model casts its vote/prediction on a set of V unla-
beled examples from Cpretrain. In the equations be-
low, uq(⋅) counts the number of unique characters
in a list of predictions, M represent the indepen-
dently trained models (m in total), sv represents the
vth sentence in Cpretrain, and V = len(Cpretrain).

agsv = uq([M1(sv),M2(sv), ...,Mm(sv)])
v∗ = argmaxVv=0(agsv)

Sample v∗ ∈ Cpretrain is the sample that models
disagree on most so it is actively added into the
training set Ctrain (principle of maximal disagree-
ment) since it would benefit from human annota-
tion and improve the OCR model the most (Settles,
2012).

3.3 Decoding: To Generate or Not?

In this subsection, we’ll discuss some recently pro-
posed and empirically useful strategies to improve
OCR decoding under low-resource settings.

Copy Mechanism Since at the decoding step,
it is highly likely that most of the corrected text
would be identical to the input, it is shown to be

useful (Gu et al., 2016) to have two different prob-
ability distributions for decoding - copy and gener-
ation. At decoding, the model can choose, whether
to sample from the attention distribution (Pcopy) or
generate the output through generation (See et al.,
2017; Sutskever et al., 2014).

Pcopy(yt) = t∑
t′=0αt,t′

This can reduce the OCR character and word er-
ror rates by 2-5 times under low-resource settings
(Rijhwani et al., 2020; Gu et al., 2016). Krishna
et al. (2018) also use a copying mechanism for
Sanskrit OCR and gain about 10% points over
the base model with the copy mechanism, demon-
strating that incorporating copying into an OCR
pipeline for low-resource indigenous languages
can be extremely beneficial. The copy proba-
bility can be weighted for each time step based
on a pcopy ∈ (0,1) which can be generated as a
weighted sum of the context vector, decoder state,
and the previous time step’s decoder probability.
Therefore, we get the following copy-generation
probability for a particular time step t and output
string y:
p(yt) = (1 − pcopy) ∗ P (yt) + pcopy ∗ Pcopy(yt)

Lexical Decoding In order to counter the noise
that self-training from the previous training step
is bound to introduce i.e. reinforcing the errors
from the first-pass, lexical adaptations have been
successfully introduced in the OCR decoding step
to improve the quality of the prediction (Schulz
and Kuhn, 2017; Rijhwani et al., 2021). This pro-
posed approach has shown to empirically benefit
the decoding because it assumes that the correct
forms of a word appear more frequently (assum-
ing OCR errors to be inconsistent) and biases the
output towards such observed forms.

3.4 Evaluation: How to Measure Progress?
Prediction Scoring and Evaluation Metrics
When building an OCR system from scratch, mean-
average-precision (mAP) and intersection-over-
union (IoU) are the most commonly used metric
to evaluate the quality of the bounding boxes. For
the predicted bounding boxes P = {x1, x2, ..., xe},
researchers commonly use IoU over all pairs of
boxes to generate a ranked list of the best possible
bounding box prediction and reference pairs (Gir-
shick, 2015; Prasad et al., 2019; Prieto and Vidal,
2021). Then, a range of IoU thresholds can be used
generate a confusion matrix from which we can
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get a pair of precision and recall values for that
threshold. Plotting these two values for all thresh-
olds, we can get a precision-recall curve, the area
under which is called AP i.e. average precision.
We can get an AP for each reference box xe, and
averaging them all will generate a mAP for that
page. This can indicate the quality of alignment of
the predictions P with the true reference labels.

However, for many Indigenous Languages of
the Americas, off-the-shelf systems and commer-
ical systems will produce a reasonable first-pass
prediction since they use extensions of the Latin
alphabet (Rijhwani et al., 2020). In this case, eval-
uation needs to match two text strings: the pre-
diction and the gold reference. For this, character
error rate (CER) and word error rate (WER) are
the most popular evaluation metrics. Depending
on the language, both CER and WER may not be
indicative - for polysynthetic languages where a
large amount of vocabulary would be unseen at
test-time, character-level error rate has been shown
to be more indicative of OCR performance (Rijh-
wani et al., 2023).

CER = sc + dc + ic
nc

;WER = sw + dw + iw
nw

where s, d, and i represent substitutions, deletions,
and insertions at the character or word level over
the reference text which has n characters/words.

Loss Functions If using an off-the-shelf system
for first-pass output, researchers only need to train
post-correction models. In this case, a cross en-
tropy loss is essential in addition to several other
adaptive losses discussed in §3.2 such as diago-
nal loss and coverage loss (Cohn et al., 2016; Tu
et al., 2016). To optimize a combination of these
losses, common optimizers like Stochastic Gradi-
ent Descent (SGD) or Adam are often used (Rijh-
wani et al., 2020). In situations where the OCR
system needs to be trained from scratch, per-pixel
sigmoid or softmax losses are employed due to the
pixel-level nature of the predictions from common
models like Mask R-CNN and Fast R-CNN (Gir-
shick, 2015; He et al., 2017). Multiple losses are
generally computed if different branches of a net-
work analyze and predict different aspects of the
recognition task, and total loss in such cases can be
computed by using a convex combination of these
individual losses (Prusty et al., 2019).

Figure 2: A post-corrected OCR document in Chiquián
Quechua (multilingual with Spanish and English) from
the AILLA collection (§2). Here, the annotator read-
justed he detected bounding boxes, corrected the textual
errors in the new boxes, and colored boxes belonging to
the 3 languages differently.

4 Open Problems

Layout Preservation One of the most pressing
issues remaining largely unsolved in OCR literature
is that of structure preservation. OCR tools, espe-
cially those off-the-shelf may not good preserve
the layout of the page in the output OCR text accu-
rately and might require manual post-OCR align-
ment (Tafti et al., 2016; Rijhwani et al., 2020). The
detected bounding boxes may not follow a logical
layout as would be expected by human inspection.
This means that researchers need to perform some
level of alignment after getting the OCR outputs
(Xie and Anastasopoulos, 2023), before applying
OCR models (Ignat et al., 2022a), or cropping each
image into separate line-level images (may be fi-
nancially impractical if using commercial systems).
From a resource-creation perspective for indige-
nous languages, preserving structure in the final
output is extremely important, so we recommend
that researchers think about how to design their
experiments early on to address this issue.

To the best of our knowledge, while previous
work has focused on layout detection as a first-step
(Bustamante et al., 2020), it has not been explored
as a post-processing step, primarily due to a lack of
ground-truth structural data. Previously, two major
studies (Blecher et al., 2023; Zhong et al., 2019)
have used existing large-scale corpora like arXiv to
extract large-scale ground truth (source-code); but,
this approach is not scalable to resource-creation
efforts involving low-resource languages. To build
such a structure post-correction model, annotators
would be required to not only correct the text in
the OCR but also structurally correct the first-pass
OCR outputs in some kind of graphical user inter-
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face (as shown in Figure 2). This would involve
scaling, translating, merging, or splitting bounding
boxes, while keeping the text within faithful to the
each box’s new coordinates. Such a task could be
framed as follows: for every text-corrected page qi,
we output a corrected page

ri = [(y1, c1), (y2, c2), .., (ymi , cmi)]
where mi denotes the number of new bounding
boxes after post-correction (may be different from
ni). We consider human-corrected ri as the ground-
truth text and layout. Note that while this step
mainly transforms the structure, it would also in-
volve transferring the initially corrected text (bi,
bi+1, etc) from the first-pass boxes that now make
up the corrected box yi, and therefore, the texts
are labeled as ci. However, since such structural
post-correction ground-truth data may be expensive
to obtain, researchers may also consider getting
this ground-truth from a dedicated layout detection
model automatically, and post-correcting output
from the best first-pass OCR system to adapt to this
automatically-extracted desired layout.

Atypical Characters, Fonts, and Words Model-
ing historical orthographic variations with modern-
day LMs, trained on current spelling conventions,
can prove challenging during the decoding step
(Poncelas et al., 2020). Work on better text ex-
traction from historical documents from the print-
ing press era resulted in the development of the
popularly used unsupervised Ocular model (Berg-
Kirkpatrick et al., 2013). Synthetic data has been
successfully used before to offset the effect of atyp-
ical characters and typefaces (Borenstein et al.,
2023; Drobac et al., 2017), and unsupervised tech-
niques have been used to automatically learn the
font style of a document in the context of historical
document recognition and OCR (Berg-Kirkpatrick
and Klein, 2014). However, research is still limited
in the low-resource domain and researchers would
need to ensure that their fonts and character sets are
supported by their chosen OCR model (if training
one from scratch) or are reconstructed using recent
work in visual representation learning (Srivatsan
et al., 2021; Vogler et al., 2022). For off-the-shelf
systems (interfaced through APIs), it is not possible
to directly include support for unique characters
and researchers will need to add a post-correction
step that includes a mix of post-processing scripts
for easily resolvable errors and dedicated trained
supervised models to correct first-pass output.

Linguistic Diversity For researchers working
with several low-resource or indigenous languages
at the same time, it can be desirable to train one
model that is capable of handling different writing
systems, diacritics, differing image qualities, and
unique document formatting (Joshi et al., 2020).
While one approach may be to develop ‘language-
agnostic’ methods, previous work has shown that
in practice such models are far from language-
agnostic (Joshi et al., 2020; Bender, 2011) and tend
to have high-performance only for a handful of lan-
guages. High OCR accuracy is usually desirable
for all the low-resource languages under considera-
tion, and in such a scenario, it may be best to train
separate OCR or post-correction models.

5 Workflow Recommendations

In this section, we share recommendations based on
the most successful strategies followed in the sur-
veyed papers. This can serve as a starting point for
computational researchers, linguists, and students
new to the low-resource domain. We acknowledge
that these recommendations, while grounded in
our survey, are still subjective and researchers may
need to modify some elements to suit their specific
cases.

Language and Document Selection To anchor
our survey, we selected 10 languages that have
permissive licenses, use the Latin alphabet, whose
special diacritics were available on the English key-
board, and which had typed documents in common
fonts. Similarly, when selecting documents for
their languages of interest, researchers should con-
sider licensing, need for special keyboards, quality
of the document, and layout diversity.

Evaluation Techniques For evaluation of the
OCR quality, we recommend simply looking at the
final output i.e. text. Provided there is a reference
or gold text, these predictions can be compared to
them and a CER/WER can be obtained. There is
no gold standard target CER/WER so researchers
will have to inspect the quality of the output and
decide, with feedback from language community
members, the CER/WER they would like to target
in any potential modeling. Note that a line-aligned
version of the extracted text will be required and
this may either be obtained by only OCRing at the
line-level (after cropping) or by aligning the pre-
dicted text with the reference text using metrics
such as Levenshtein distance.
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Preliminary Experiments For preliminary ex-
periments, we recommend that 1-2 lead researchers
manually annotate and audit a modest sample of
the dataset themselves. This can help ensure that
the researchers and language community members
are familiar with the annotation workflow and can
better guide any future annotators. Conducting
some annotation before running OCR experiments
is crucial because there needs to be some standard
set for evaluation of all the models we will now
experiment with. Once a few pages have been an-
notated, researchers can begin the OCR process
using a common off-the-shelf OCR method like
Google Vision or Ocular.

Data Annotation Now that the researchers have
an idea of the quality of off-the-shelf OCR systems,
we recommend that they recruit annotators to anno-
tate a larger sample of the data if the OCR quality
was found to be low. Annotators don’t need to
be speakers of the indigenous languages selected;
however, they should have basic pattern recogni-
tion, data annotation, and typing skills. Previous
work has shown that annotators without knowl-
edge of the indigenous language are fairly adept
at performing OCR corrections, if they can read
the language’s script and distinguish between any
new diacritics (Rijhwani et al., 2023). Annotators
should be trained to use the annotation platform
using standardized guidelines, and a manual audit
should be conducted by lead researchers to ensure
compliance.

Post-Correction If the performance from pre-
liminary experiments is satisfactory, we recom-
mend post-correcting to further improve the results.
A post-correction model should ideally help re-
duce character-level errors down to less than 5%
(Maxwell and Bills, 2017; Cordova and Nouvel,
2021; Rijhwani et al., 2021). As discussed in §3,
we recommend that researchers use a combination
of copy mechanism, coverage, diagonal/positional
attention, and active learning to improve perfor-
mance. Rijhwani et al. (2021) implements most
of the necessary post-correction features and their
code can be used directly to train post-correction
models for low-resource settings.

Training from Scratch On the other hand, if the
preliminary experiments reveal that the error rates
are quite high, researchers can consider simply
training a custom OCR system from scratch. This
will require a sizeable amount of annotated pages

for training in addition to computational expertise
in settling on the best hyperparameters and setting
up the training pipeline. Human-annotations col-
lected in the data annotation phase can be used
to train OCR models from scratch and first-pass
outputs can be used to train further with post-
correction models. We recommend using open-
source tools like Tesseract (Smith, 2007) or Ocu-
lar (Berg-Kirkpatrick et al., 2013) to train custom
models due to their efficiency, optimizations, and
active user community. More advanced researchers
may also consider writing their own architecture
and training pipeline from scratch. However, note
that training systems from scratch is not straight-
forward, and researchers are bound to run into chal-
lenges. For instance, Tesseract has a high setup
time and learning curve, doesn’t have any graphi-
cal user interface, and requires high-quality images
which may not be available for certain low- lan-
guages or image collections.

Deployment and Improvements For in-house
use, the final trained model can be used directly to
digitize the entire corpus and any other collections
in that language. We recommend that computa-
tional researchers and language community mem-
bers stay in touch throughout the training, annota-
tion, and deployment process, and flag any issues
with OCR quality and modeling. In some cases,
if sufficient OCR quality is not being achieved de-
spite trying the aforementioned techniques, some
concessions and further data selection and annota-
tion may be required. For instance, the quality of
the data itself might need improvement (redoing
scanning of the original source text), another phase
of annotation may need to be conducted for sub-
stantially more data, or some unique algorithmic
techniques may need to be developed to achieve
quality OCR for the particular documents. We
recommend using LabelStudio (Tkachenko et al.,
2020-2022), which is an open-source labeling and
annotation platform. The user interface is high-
quality, user-friendly, and quite simple to setup and
share with collaborators and annotators. There is
also an active LabelStudio Slack where issues get
resolved relatively quickly.

6 Related Work

Optical Character Recognition OCR has been
studied as a research problem for decades, and to-
day, commercial and open-source OCR systems
can extract text quite accurately from most images
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and can even be used in real-time due to test-time
efficiency (Smith, 2007; Blecher et al., 2023; Berg-
Kirkpatrick et al., 2013). OCR can involve ex-
tracting characters, words, paragraphs, and even
preserving the layout of text on a page or in an
image. OCR is widely used in the digital humani-
ties (Reul et al., 2017; Rijhwani et al., 2021, 2020)
and in businesses since it is a necessary step for
digitization of rare manuscripts, books, linguistic
field notes, invoices, business documents etc. It is
also an invaluable technique in creating new data
for low-resource languages for downstream NLP
tasks and applications (Ignat et al., 2022b). In the
last two decades, several excellent surveys from the
computer vision community have been published
covering OCR developments (Nguyen et al., 2021;
Neudecker et al., 2021; Memon et al., 2020). In
the low-resource domain, Hedderich et al. (2021)’s
survey covers broad NLP advances but it does not
cover optical character recognition. To the best of
our knowledge, other than ours, no previous work
has surveyed OCR for low-resource languages.

Resource Creation Text or image-based datasets
and corpora are most commonly created by scrap-
ing or crawling the web; however, we would like
to highlight a few additional OCR-created datasets,
especially those that work with American indige-
nous languages other than those reported in Ta-
ble 1. Cordova and Nouvel (2021) addresse the
lack of resources for Central Quechua, since re-
sources exist mostly in the dominant Southern va-
riety, using OCR technologies and share a suc-
cessfully digitized corpus. Hunt et al. (2023) dig-
itizes an Akuzipik (indigenous language spoken
in Alaska and parts of Russia) dictionary parallel
with Russian text, which was shown to be very
valuable for downstream NLP tasks. Other rele-
vant but non-OCR dataset creation efforts include
Guarani-Spanish news articles’ (Góngora et al.,
2021), Nahuatl speech translation (Shi et al., 2021),
and Mazatec and Mixtec translations (Tonja et al.,
2023), which can serve as valuable pretraining cor-
pora for OCR.

7 Conclusion

In this paper, we have presented a concise survey
of optical character recognition (OCR) techniques
shown to be most applicable to low-resource lan-
guages in the OCR literature. The survey is fo-
cused and similar work has not been published
before due to the small community of OCR re-

searchers working with low-resource and Indige-
nous language communities. We also highlight
undigitized datasets in 10 Central and South Amer-
ican Indigenous languages, mostly from the AILLA
collection, that can be extremely valuable to digi-
tize for downstream NLP applications. Based on
our own experiences and on findings from our liter-
ature review, we conclude with recommendations
on utilizing and improving OCR for the benefit
of computational researchers, linguists, and lan-
guage communities. We hope that our paper can be
used as a starting point for researchers or language
community members wishing to digitize their re-
sources but unaware of what OCR adaptations have
become absolutely necessary to move towards a
high-quality OCR output as well as what the open
challenges in the field are.

Limitations

We acknowledge that even with the page limit pro-
vided by a long paper, fitting all details even for
a focused topic like ours is not possible. Where
possible, we have included the most relevant de-
tails, including mathematical equations, figures,
and tables, in order to keep the survey concise and
relevant to the AmericasNLP community. In ad-
dition, experimental results for the 10 Indigenous
languages we selected to anchor our survey are out
of the scope of this paper and would easily warrant
a separate study.

Ethics Statement

The raw data resources shared for the 10 selected In-
digenous languages are entirely hosted by AILLA.
The data is freely available to the general public,
with some files shareable through request. The data
can be used without asking for permission, and
without paying any fees, as long as the resource
and collection is cited appropriately. We acknowl-
edge the linguists, native and heritage speakers, and
the AILLA team for creating such a valuable repos-
itory of raw data in indigenous languages of Latin
America. An ethical implication of this work is
that it will allow for more sustainable and equitable
work in language resource creation and natural lan-
guage processing. However, we don’t foresee any
negative ethical concerns with our work, which
hopes to encourage open-source development of
OCR models to allow researchers to move away
from relying on commercial systems to process
low-resource and Indigenous language data.
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