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Abstract

This article presents an ongoing research on
one of the several native languages of the Amer-
icas: Amuzgo or jny′on3 nda3. This language
is spoken in Southern Mexico and belongs to
the Otomanguean family. Although Amuzgo
vitality is stable and there are some available re-
sources, such as grammars, dictionaries, or liter-
ature, its digital inclusion is emerging (cf. Eber-
hard et al. (2024)). In this respect, here is
described the creation of a curated dataset in
Amuzgo. This resource is intended to con-
tribute to the development of tools for scarce
resources languages by providing fine-grained
linguistic information in different layers: From
data collection with native speakers to data
annotation. The dataset was built according
to the following method: i) data collection in
Amuzgo by means of linguistic fieldwork; ii)
acoustic data processing; iii) data transcription;
iv) glossing and translating data into Spanish;
v) semiautomatic alignment of translations; and
vi) data systematization. This resource is re-
leased as an open access dataset to foster the
academic community to explore the richness of
this language.

1 Introduction

According to the facts reported in the survey
Analysis of the Language Technologies in Mex-
ico (ASTLM, 2018), Latin America is a linguistic
region with a minimum development in the cre-
ation of digital resources, specifically, regarding
native languages. One of the main causes, pointed
out by the authors, is the scarcity of data. The
researchers frequently face a lack of materials to
study these languages. For instance, several native
languages have not even been described, either be-
cause they have not been considered academically,
or because their grammar is difficult, or data col-
lection is complicated or, even, highly risky. This
stresses a gradual loss of worldviews, as well as
an augment of the digital divide, which will di-

rectly impact on the native communities by making
inequalities and marginalization larger.

With respect to the Mexican context, specialized
organisms such as the National Institute of Statis-
tics and Geography or the National Institute of In-
digenous Languages report an important linguistic
wealth. According to the numbers registered in (IN-
ALI, 2008), apart from Spanish, more than 60 na-
tive languages coexist in the country. This diversity
is classified in 11 linguistic families, 68 languages,
and 364 dialectal varieties. In terms of their vital-
ity, the languages with more speakers are Nahuatl
(more than one million), Mayan (around 800,000),
Mixtec, and Zapotec (over 400,000 speakers each).
On the contrary, there exist an important number of
languages with fewer than 1,000 speakers (INEGI,
(2015). Sadly, despite this enormous linguistic di-
versity, there is still a lack of resources, tools, and
even linguistic materials for the majority of these
languages (surprisingly, some of them well studied
and described).

Amuzgo or jny′on3 nda3 is one of the lan-
guages cited in the previous reports. Currently,
the language has a couple of grammars and sev-
eral studies about its varieties (see (Buck, 2018;
Smith and Tapia, 2002; Palancar and Feist, 2015;
Hernández et al., 2017)). In accordance with these
specialized works, Amuzgo is quite different from
the major language in the country (Spanish), which
makes it more complex to directly apply techniques
or tools from other languages. In this respect, this
work describes an ongoing research about the cre-
ation of a dataset in Amuzgo. The dataset contains
curated linguistic data collected from colloquial
speech in Amuzgo. These data are presented con-
sidering the following phases or levels: acoustic
signal processing, transcription, glossed and human
translation into Spanish, semiautomatic alignment
of human translations, and annotation. This dataset
is intended to contribute the development of tools
for scarce resources languages.
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The rest of the article is organized as follows:
Section 2 describes the main linguistic character-
istics of Amuzgo, focusing on their complexity.
Section 3 presents the method to create the dataset.
Section 4 points out some of the results and appli-
cations so far. Finally, Section 5 summarizes our
findings and highlights the future work.

2 Language description

Amuzgo or jny′on3 nda3 is spoken in Southern
Mexico. It has over 60,000 speakers, according to
the data reported by (INEGI, (2015). Grammati-
cally, the language belongs to the Otomanguean
family, alongside languages such as chatino, za-
potec, mazatec, or popolaca. It is characterized by
a wide set of personal pronouns (Buck, 2000; Palan-
car and Feist, 2015), and lexical classes, which im-
pacts on its verbal complexity (Smith and Tapia,
2002). In addition, this is a language with five
tones to mark change of meaning in different lev-
els (Hernández, 2019). For instance, Examples (1)
and (2) show how the different tones impact, not
only on the meaning, but in the linguistic level as
well.

(1) a. nkia3 "to hit"
b. nkia5 "fearful"

(2) a. ba′1 "his/her house"
b. ba′4 "your house"

While in (1), the difference between the low level
tone and the high level tone (superscripts 3 and 5,
respectively) impacts on a change in the lexical
level; i.e. the tonal contrast produces two different
types of words, in (2), the change moves to the
morphological level; i.e. the tonal change (rising
tone, superscript 1, and mid level tone, superscript
4) generates a clear distinction with respect to who
possesses the house.

2.1 Linguistic complexity
This couple of examples stress how complex the
language is, and somehow, how difficult is to apply
tools or techniques that have shown their useful-
ness in other languages. Now, to summarize the
challenges that this language entails, both in terms
of its linguistic description and its possible digi-
tal implementation, we provide below some of the
mos salient linguistic particularities reported in the
specialized literature.

The phonological system in Amuzgo has 15 con-
sonants and 7 vowels. Some of these phonemes are

product of the contact with Spanish. As noted pre-
viously, its tonal characteristics impact on different
linguistic levels: From phonology to pragmatics.
In this respect, it has been reported the existence
of five tones: rising, falling, low level, mid level,
and high level. However, some works report two
more tones; i.e. five level tones and two contour
tones (Hernández, 2019).

On the other hand, Amuzgo organizes the gram-
matical persons in two classes: Singular and plural.
Each class contains three persons morphologically
marked, being the particular interest the third per-
son in plural (they), which differentiates between
inclusion and exclusion regarding the hearer.

Finally, in terms of morphosyntactic and syn-
tactic particularities, Amuzgo is a head-marking
language, but for the third persons; the syntactic re-
lations are given by juxtaposition; and the syntactic
template both for transitive and intransitive verbs
is VSO.

3 Method

In this section, we describe the method to build the
dataset. Specifically, we highlight how the dataset
is curated by means of adding fine-grained linguis-
tic information to the gathered data. The method
consist of the following phases: i) collecting acous-
tic data from fieldwork, ii) acoustic data processing
with Praat, iii) data transcription, iv) data glossed
and human translation, v) semiautomatic alignment
of human translations, and vi) data systematization.

3.1 Data collection

The data was collected by means of traditional lin-
guistic fieldwork in one of the Amuzgo communi-
ties. Some of the researchers traveled to the com-
munity to interview a set of speakers in their natural
environment. The Amuzgo speakers were asked
some questions about how frequent they speak
the language, the contexts in which they use it,
their linguistic skills, both in Amuzgo and Spanish,
whether or not they consider themselves monolin-
gual or bilingual speakers, as well as information
about their age, gender, time of residence in the
community, whether or not they were migrants,
and so on. In addition, they had to tell a story in
Amuzgo. All the stories were digitally recorded.
The amount of hours of this oral material is around
8 hours. Finally, it is important to remark that all
the participants were informed about the use of the
material in accordance with the Mexican laws. If
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they agreed, then they should sign a document. A
more detailed explanation about this process is pro-
vided in the project GitHub site (see Section 3.5).

3.2 Acoustic data processing

The dataset here presented is based on the 8 hours
of recordings. This oral material is, thus, the raw
data from which we build the dataset.

Prior to adding any linguistic annotation, the
oral material was acoustically processed with the
software Praat (Boersma, 2014). This was done in
order to get unbiased phonological information to
be further analyzed, especially, given the tonal char-
acteristics of the language reported in Section 2.

It is worth stressing that the acoustic signal pro-
cessing is work in progress. So far, only three
recordings have been fully processed. Once this
phase is complete, it will be a major outcome of
the research.

3.3 Data transcription

The following phase consisted in making the tran-
scription of the oral data. Firstly, the stories were
divided in segments to facilitate the transcription;
i.e. we did not transcribe each story at once; on
the contrary, we attempted to recognize informative
segments or sentences to achieve a coherent text. In
this recognition process, the work performed with
the tools for speech analysis in Praat were highly
helpful, due to they were a visual guide to segment
the recordings properly.

The resulting text was linguistically analyzed in
order to corroborate the initial segmentation. In
case of unnatural divisions, for instance, incom-
plete sentences, the transcription was modified
to adapt as much as possible each segment with
a clause. This decision impacts directly on the
glosses and the human translation, yet it did not
affect the language grammaticality.

The last process of the transcription consisted in
registering the Amuzgo phonological features, as
well as incorporating the tones. The following text
is a sample of the resulting transcription.

3.4 Glosses and human translation

In these two processes, glosses and human transla-
tion, rely the major richness of the dataset. With re-
spect to the former, it is well-known that a glossed
process entails a syntactic segmentation (just like
the one attempted in the previous phase), as well as
a part of speech annotation. This linguistic infor-
mation contributes to enhance the description and
understanding of any language, due it provides an
in-depth vision of its linguistic relations. In addi-
tion, the glosses provide formal elements that can
be used to perform a better translation.

The glosses were done manually, i.e. a human ex-
pert in Amuzgo analyzed the transcriptions, made a
re-alignment of the unnatural segments proposed in
the previous phase, and performed the glossed pro-
cess according to the Leipzig Glossing Rules (Com-
rie et al., 2008). Furthermore, the expert con-
sidered the following elements when generating
the glosses: use of a consistent orthographic sys-
tem (Hernández, 2019), distinction between phono-
logical word and lexical entry (see Examples (1)
and (2)), and clitic marking.

The following process was a human translation,
which was guided by the linguistic information
registered in the glosses. Figure 1 illustrates the
result of the glossing and human translation.

3.5 Translation alignment

This phase was performed to enhance the scope
of the dataset. Mainly, by creating a parallel cor-
pus Amuzgo-Spanish, which was generated semi-
automatically by applying the Gale-Church algo-
rithm for translation alignment (Gale and Church,
1993). This algorithm is implemented in the CAT
tool OmegaT and it considers two methods: Parse-
wise and heapwise. Each one makes the alignment
taking into consideration different features in the
texts. For instance, a possible syntactic parallelism
regarding the parsewise method, or a global textual
integration regarding the heapwise method. We
tried with both methods and the result was unsatis-
factory. This is obviously due to the huge linguistic
differences between both languages.

Despite the poor performance, the results
were used as a source to manually improve
the alignments. This human improvement pro-
duced a better parallel corpus, which is freely
available in this address: https://github.com/
areyesp-77/amuzgo-dataset.git.
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Figure 1: Sample of the glosses and human translation.

3.6 Data systematization

The last phase to create the dataset implies the
integration of the linguistic information in a lexical
resource to expand the possibilities of investigation,
as well as to start applying some NLP techniques
in tasks as diverse as machine translation, part of
speech tagging, speech recognition, and so on. To
this end, we have been working in systematizing
and formalizing our data in a unique file to simplify,
as much as possible, all the fine-grained linguistic
information that we have.

In this respect, a beta version of this curated
dataset with the following information has been
released: lexical entry in Amuzgo, POS annotation,
tone annotation, linguistic processes identified,
translation into Spanish, and source (recording).
This version is available at: www.geco.unam.mx.

4 Result and projection

The outcome of all the processes described so far
is a dataset with fine-grained linguistic information
in Amuzgo. Beyond the traditional linguistic anal-
ysis, this information could be used to foster and
increase the efforts of the NLP community regard-
ing scarce resources languages, such as jny′on3

nda3.
In addition, a small parallel corpus Amuzgo-

Spanish has been generated to freely explore some
characteristics of the language by using common
corpus analyses, such as concordances, colloca-
tions, or keywords.

As an optimistic projection, the creation of re-
sources like this dataset would allow the exper-
imentation in different areas, the generation of
new knowledge, the preservation of endangered
languages, and the minimization of the digital di-
vide and its negative consequences for the native
communities.

5 Conclusions

In this article we have described the creation of a
linguistic dataset in Amuzgo. The dataset contains
curated information provided by specialists in that
language. Such information covers different lin-
guistic levels, such phonology, morphology, and
syntax, as well as a human translation into Span-
ish. In addition, the dataset was used to generate
a small parallel corpus Amuzgo-Spanish by apply-
ing a known algorithm in NLP. Both resources are
freely available for academic purposes.

Although the materials exceed the 8 hours of
recordings, the dataset here described contains only
the data of one hour. Therefore, as further work,
it is planned to process the remaining data to en-
hance the linguistic description and, accordingly,
to improve the dataset.
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