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Abstract

Although both linguists and language commu-
nity members recognize the potential utility of
automatic speech recognition (ASR) for docu-
mentation, one of the obstacles to using these
technologies is the scarcity of data necessary
to train effective systems. Recent advances in
ASR, particularly the ability to fine-tune large
multilingual acoustic models to small amounts
of data from a new language, have demon-
strated the potential of ASR for transcription.
However, many proof-of-concept demonstra-
tions of ASR in low-resource settings rely on a
single data collection project, which may yield
models that are biased toward that particular
data scenario, whether in content, recording
quality, transcription conventions, or speaker
population. In this paper, we investigate the per-
formance of two state-of-the art ASR architec-
tures for fine-tuning acoustic models to small
speech datasets with the goal of transcribing
recordings of Enenlhet, an endangered Indige-
nous language spoken in South America. Our
results suggest that while ASR offers utility for
generating first-pass transcriptions of speech
collected in the course of linguistic fieldwork,
individual vocabulary diversity and data quality
have an outsized impact on ASR accuracy.

1 Introduction

The fields of descriptive and documentary linguis-
tics concentrate on collecting and analyzing lan-
guage samples, particularly from understudied, In-
digenous, and endangered languages. Typically,
documentary linguists – who can be researchers
or language community members – make audio
recording of unscripted or prompted speech, fol-
lowed by transcription, glossing, translation, and
analysis. Transcription, however, often becomes
bottleneck when dealing with large speech corpora,
rendering only a fraction of the available speech
data available for analysis or for language instruc-
tion (Himmelmann, 1998).

Automatic speech recognition (ASR) has
emerged as a potential solution by providing first-
pass transcripts that can be manually corrected
(Mitra et al., 2016; Bird, 2021; Jimerson and
Prud’hommeaux, 2018). The preferred approach
for building an ASR system with scarce resources
is to fine-tune a large multilingual model to what-
ever small amount of transcribed audio data is avail-
able for the target language. Many demonstrations
of the efficacy of this approach, however, rely on
corpora with relatively few speakers or with record-
ings made under the same condition (e.g., all read
speech or broadcast news) (Jimerson et al., 2023).
One problem is that models trained on a single
uniform speech corpus may overfit to that corpus
acoustically or lexically. It is not clear how such
models will generalize to new data – whether that
data is archival recordings or recent data from a
different speaker population or data collected with
different prompts.

In this paper, we address this question using a
corpus of speech recordings for the language Enenl-
het (ISO 639-3 code tmf; not to be confused with
the related language Enlhet, ISO 639-3 code enl).
Enenlhet is spoken by fewer than 2,000 people liv-
ing in what is now Paraguay. While thousands of
the world’s languages, like Enenlhet, are endan-
gered and have minimal written documentation,
many of these languages lack three important char-
acteristics that make Enenlhet an ideal language for
exploring the utility of ASR for documentation of
diverse speech data. First, the amount of available
transcribed speech data – 5 hours – is relatively sub-
stantial for an endangered and primarily oral lan-
guage. Second, the large quantity of untranscribed
audio – over 100 hours – is highly unusual for any
endangered language, offering the potential for un-
supervised training and for experimentation with
integrating ASR into the documentation pipeline.
Third, the Enenlhet speakers who provided their
voices have stated enthusiasm for generating new
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documentation for their language in collaboration
with outsiders.

Using two ASR architectures that support fine-
tuning acoustic models to the task of ASR for small
speech datasets, we explore to what extent an exist-
ing corpus can be used to train models that gener-
alize well to new data. The dataset we use, while
part of a single data collection effort, was collected
over multiple years under varying conditions from
a large number of speakers. We simulate introduc-
ing a new recording by holding out each speaker in
turn, training on the remaining speakers, and test-
ing on the held-out speaker. We find that the high
degree of lexical diversity across speakers, as well
as differences in audio and transcription quality,
contribute to variability in word error rate (WER),
findings we quantify with a regression analysis.

2 Related work

ASR has long been proposed as a solution to the
“transcription bottleneck” challenge of language
documentation, but there has been relatively lit-
tle effort dedicated to practically using ASR for
this purpose. The focus of much of the early work
was phone-level transcription (DiCanio et al., 2013;
Johnson et al., 2018; Zahrer et al., 2020). Other ap-
plications have involved keyword spotting (Le Fer-
rand et al., 2022) or the development of front-end
tools for building ASR systems (Foley et al., 2018).
Only recently has ASR been actually used in an ac-
tive documentation pipeline (Prud’hommeaux et al.,
2021; Gupta and Boulianne, 2020; Shi et al., 2021;
Rodríguez and Cox, 2023). There is some prior
work investigating data partitioning strategies (Liu
et al., 2023), which we indirectly address in our
work when we use a held-out-speaker approach
to simulate testing a trained model on new data.
Le Ferrand et al. (2023) applied a trained model for
an under-resourced language to new data, yielding
surprisingly weak results and indicating that mod-
els fine-tuned on small amounts of data may not
generalize well to new data. We also note previous
work on the impact of specific dataset characteris-
tics, including OOV rate and audio quality which
we explore here, on word error rate (Jimerson et al.,
2023). This last paper includes data from the Amer-
icasNLP 2022 ASR shared task (Ebrahimi et al.,
2022). While the AmericasNLP datasets were ex-
tremely small (typically less than one hour), they
contained fieldwork recordings with characteristics
similar to those included in our study.

3 Data

The language of the corpus used in this study is
known by a number of names (Cabanatit, Enenxet,
Toba-Enenlhet), but following the preferences of
the community, we will refer to it here as Enenlhet
(ISO 639-3 code tmf). Enenlhet is a polysynthetic
language spoken by fewer than 2,000 people liv-
ing in the Paraguayan Chaco region. Migration
and displacement have led to dramatic language
loss; the current Ethnologue status of Enenlhet is
6b (Threatened). Enenlhet has remarkably little
available documentation. Aside from a few short
word lists compiled in the 1920s and 1960, there
are no dictionaries, and there is only one available
grammar (Unruh et al., 2003). A phone set of ap-
proximately 4 vowels and 15 consonants can be
inferred from the dataset described below.

The data used here is part of a recent multi-year
data collection effort, which has so far yielded over
120 hours of recordings with more than 40 indi-
viduals. The data was collected with university
IRB approval and is archived with the Archive
of Indigenous Languages of Latin America at the
University of Texas. Ethical practices require a
consultation with the language community before
using language material for research purposes (Piri-
nen et al., 2024). Thus, while the data we use is
publicly available1, the co-author who collected
the data gained express permission from the com-
munity for research purposes. She notes that the
Enenlhet speakers who participated in the data col-
lection were eager for their speech recordings to be
used to support documentation and revitalization
efforts.

Approximately 10 hours of the recordings from
16 speakers have been transcribed with utterance-
level timestamps. The total quantity of speech data
available in these recordings – after stripping out
silence, segments in another language, and speech
produced by the interviewer – is approximately 5
hours. Table 1 shows information for each speaker.

4 Methods

4.1 Experiments

We trained ASR models using two frameworks
that support fine-tuning from a multilingual model:
Whisper (Radford et al., 2022) and wav2vec
(Baevski et al., 2020; Conneau et al., 2021). In
the case of Whisper, we used the Whisper medium

1https://ailla.utexas.org/islandora/object/ailla%3A266554
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SSA CA ER IF PA OM HM FF TF MRR MM AR LM BT MR LF
duration 80:16 65:00 5:40 20:32 18:51 26:18 10:45 39:00 5:20 12:21 4:53 7:00 4:21 2:42 3:00 2:48
tokens 6663 5828 434 1495 1571 2139 756 3192 362 868 509 814 349 209 253 201
types 2181 1769 228 513 847 965 437 1448 229 399 261 214 164 134 144 117

Table 1: Duration (MM:SS), token count, and type count for each of the 16 speakers in our dataset.

Figure 1: OOV heatmap: Blue indicates low OOV rate
while red indicates high OOV rate, with the hue indicat-
ing more extreme values in each respective direction.

model, adhering to the hyperparameters specified
in the main tutorial2. For wav2vec, we employed
xlsr-53, following the hyperparameters of the main
tutorial3. Regarding wav2vec decoding, we de-
coded with a language model trained on the tran-
scripts of the relevant training data. Notably, we
opted for default values for decoding parameters α
and β given their minimal impact with small LMs.

Recall that the recordings used were collected
over several years, in different recording conditions
from different individuals. Our goal is not to create
a robust ASR system, but rather to assess whether
a model trained on existing data will generalize
to a new speech recording or corpus. Initially, we
train a baseline model by randomly partitioning the
entire dataset into training and testing sets. Subse-
quently, we use a “leave speaker out” cross valida-
tion approach to simulate the testing of new data on
an existing trained ASR model. For each speaker
within our dataset, we train an ASR model using all
recordings except for the those of the target speaker,
whose data is reserved for testing purposes.

2https://huggingface.co/blog/fine-tune-whisper
3https://huggingface.co/blog/fine-tune-xlsr-wav2vec2

4.2 Analysis
The ASR experiments are evaluated using the tra-
ditional Word Error Rate (WER) metric. We then
aim to identify factors that could impact system
performance. First, we focus on the lexicon, exam-
ining two factors: the Out-of-Vocabulary (OOV)
rate, which represents the proportion of tokens in
the test set that did not appear in the training set
(see Figure 1). The blue cells, corresponding to
the longest recordings SSA and CA, have a sub-
stantially larger vocabulary that overlaps with the
rest of the collection. We perform the same analy-
sis with the types. We then calculate the duration
of both the training and testing sets. Following
this, we assess the audio quality in the test sets
based on two measures: loudness and sharpness.
Loudness is a measure designed to mimic sound
perception in humans, while sharpness relates to
the subjective perception of high-frequency con-
tent in a sound. Both sharpness and loudness are
determined using the Zwicker method (Zwicker,
1960) with the Mosquito toolkit4. Finally, we
evaluate the transcription quality by conducting
a CTC-based alignment of the transcription and
utilizing the resulting CTC posterior probabilities
as a measure of transcription reliability. Our intu-
ition is that low CTC probabilities indicate that the
alignment algorithm had difficulty determining the
alignment, perhaps because of noisy recordings or
inconsistent transcriptions. To perform the align-
ment we used an ASR model trained in English
(wav2vec2_ASR_base_960h).

5 Results

Results are presented in Figure 2. Each bar corre-
sponds to a test conducted on a different speaker’s
data. The baselines are indicated by the dotted lines.
First, we see across all scenarios, wav2vec per-
forms systematically worse than Whisper. Second,
we observe in all experiments, the baseline does not
exhibit consistent inferior or superior performance
in either architecture. We note that potential biases
during experiments conducted on random splits do
not significantly impact overall performance in one

4https://github.com/Eomys/MoSQITo/tree/master
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Figure 2: WER across all speakers. Baselines are derived from a random split across all speakers.

OOV tokens OOV types train duration test duration loudness sharpness alignment score
Coeff. 0.79 0.36 -0.001 0.001 0.001 0.134 -1.588
95% CI (0.07, 1.1) (0.07,1.4) (0.07,184.) (0.07,12.3) (0.07, 0.67) (0.07,2.04) (0.07,18.9)

Table 2: regression results with WER results derived from Whisper. CI stands for Confidence Interval.

OOV tokens OOV types train duration test duration loudness sharpness alignment score
Coeff. 1.171 0.452 -0.001 0.001 0.000 0.301 -2.547
95% CI (0.08, 1.2) (0.08,1.6) (0.08,210.) (0.08,14.) (0.08, 0.76) (0.08,2.25) (0.07,20.5)

Table 3: regression results with WER results derived from wav2vec. CI stands for Confidence Interval.

direction or the other. Secondly, performance is
dependent on factors inherent to the test speaker’s
data. The regression analysis enabled us to ascer-
tain the impact of these factors on WER.

The results of the regression analysis can be
found in Table 2 for Whisper and Table 3 for
wav2vec. A significantly positive coefficient value
indicates that the factor leads to a higher (worse)
WER while a significantly negative coefficient indi-
cates that the factor leads to a lower (better) WER.
Across both architectures, three factors do not have
a significant influence on WER: duration of the
training data and test data, and loudness. One of
the most relevant factors is the OOV tokens and to
a lesser extent, the OOV types. These factors hap-
pen to be much more salient for wav2vec than for
Whisper which can perhaps explained by the use
of a language model during decoding in wav2vec.

Two metrics were used evaluate the quality of
the audio in the test sets. Loudness was found to
have minimal impact, but sharpness appears to neg-
atively impact WER. Additional experiments on
larger datasets are necessary to validate the efficacy
of this measure in assessing audio quality.

The posterior probabilities obtained from the
CTC alignment exhibited a strong negative impact
on WER, suggesting that a higher confidence score

in the alignment corresponds to a lower WER. How-
ever, the confidence interval is relatively high, rais-
ing doubts about the reliability of this measure to
evaluate the quality of the transcription. Examining
specific examples, we verified the data quality for
IF, where a very high WER was observed. It was
discovered that the transcription for this speaker
did not align with the audio; instead, it appeared to
be a translation of the audio into a related language
or dialect. However, the CTC alignment did not
substantially differ from other speakers where the
transcription matched well and the WER is much
lower. This measure appears instead to be relevant
for evaluating audio quality when there is not a
significant mismatch with the transcription.

6 Conclusions

This paper explores how contemporary speech
recognition architectures perform in a language
documentation setting, focusing on the Enenlhet
language as a case study. In order to simulate test-
ing of new data using a model trained on a previous
data collection corpus, we conducted training and
testing of ASR models using a leave-one-out eval-
uation approach, where the models were trained
on all Enenlhet speakers except one and tested on
the one left out. Additionally, we performed a re-
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gression analysis to determine the factors that may
influence WER.

The experimental results initially revealed that
the leave-one-out evaluation approach neither out-
performs or underperforms a random split approach
for our specific case. Subsequently, we found that
Out-of-Vocabulary (OOV) rates are the most sig-
nificant factor in explaining the WER for a given
test set. Lastly, both the sharpness measure and
the CTC posterior probabilities show promise in
assessing the quality of the speech signal, which
could potentially correlate with the word error rates.
Further analysis is necessary to confirm this corre-
lation. These results suggest that in low-resource
settings, ASR models may not always generalize
well to new data, which could hamper the utility of
ASR for language documentation.
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