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Abstract
This paper describes the BSC’s submission to
the AmericasNLP 2024 Shared Task. We partic-
ipated in the Spanish to Quechua and Spanish
to Guarani tasks. In this paper we show that
by using LoRA adapters we can achieve simi-
lar performance as a full parameter fine-tuning
by only training 14.2% of the total number of
parameters. Our systems achieved the highest
ChrF++ scores and ranked first for both direc-
tions in the final results outperforming strong
baseline systems in the provided development
and test datasets.

1 Introduction

In this paper we present the submission of the
Barcelona Super Computing Center to the Work-
shop on Natural Language Processing (NLP) for
Indigenous Languages of the Americas (Americ-
asNLP) 2024 Shared Task on machine translation
systems for Indigenous languages. We participated
in two directions: Spanish to Guarani and Spanish
to Quechua.

The Quechuan language family, comprising a di-
verse range of dialects, is spoken by over 6 million
individuals across South America. It has a wide ge-
ographic spread, extending from Colombia through
Ecuador, Peru, Bolivia, and Argentina. Quechua
is an oral language, which results in a scarcity of
textual resources. In this work we use an amal-
gamated data set for Quechua from Cuzco (quz)
and Ayacucho (quy), which are the most widely
spoken.

Guarani belongs to the Tupi–Guarani branch of
the Tupian language family. It is one of the official
languages of Paraguay and has more than 9 million
speakers. The data used in this work contains a
mix of dialects, from pure Guarani to more mixed
Jopara.

In this work we fine-tuned various versions of
NLLB-200 (Costa-jussà et al., 2022) as in pre-
vious year winning submission (Gow-Smith and

Sánchez Villegas, 2023). Originally, NLLB-200
had been trained using parallel data in Quechua,
Guarani, and Spanish. Our experiments aimed to
answer the following questions: (1) How benefi-
cial is fine-tuning with multilingual data in low
resource scenarios? (2) Does translation quality
improve with a greater model size for low resource
languages? (3) Can we use LoRA for fine-tuning
multilingual neural machine translation (MNMT)
systems?

The remainder of this paper is organized as fol-
lows: Section 2 describes the data collection and
preprocessing, Section 3 introduces our training
methodology, Section 4 presents the results of our
experiments and comments the results on the test
sets, and finally, Section 5 summarizes the main
findings.

2 Data collection and preparation

In this section we detail our data sources and the
data cleaning pipeline used for cleaning training
data. We utilize the parallel data provided by the
organizers and additional sources for training our
systems.

2.1 Data collection

AmericasNLP 2024 For Quechua, Americas-
NLP training data included the Jw300 corpus (Agić
and Vulić, 2019), MINEDU, and dict_misc. Addi-
tionally, English to Ayacucho Quechua (quy) and
English to Cuzco Quechua (quz) translations of
the Jw300 were also given. As for Guarani, the
parallel data provided by the organizers was col-
lected from web sources in a semi-automatic way
and later supervised by a translator (Chiruzzo et al.,
2020).

Helsinki The organizers made available parallel
data from the Helsinki University (De Gibert et al.,
2023). This data included resources from OPUS
(Tiedemann, 2012). In addition, for Guarani they

143



also provided PYconst, News and Jojajovai. Fur-
thermore, they generated synthetic data using two
approaches: first, Spanish synthetic data was gen-
erated from Quechua and Guarani using Wikipedia
monolingual corpus (Tiedemann, 2020), and sec-
ond, by pivoting with English. They translated
the English source sentences from the en-quy and
en-quz Jw300 corpus into Spanish, resulting in syn-
thetic es-quy and es-quz data, and translated the
English source sentences from en-gn NLLB-seed
corpus into Spanish, resulting in es-gn.

OPUS From the OPUS corpus collection, we
get GNOME, Mozilla-I10n, Tatoeba, Ubuntu, and
Wikimedia, all of which are available in Quechua
and Guarani.

FLoRes-200 Developed by Costa-jussà et al., it
is a widely-used multiparallel evaluation dataset
which includes Guarani and Quechua. We ex-
tracted the corresponding Spanish to Guarani and
Spanish to Quechua pairs from test and devtest sets,
concatenated them, and utilized them as training
data.

Hackathon-pln-es This dataset contains transla-
tions from Spanish to Quechua Ayacucho (quy).
It is available at HuggingFace1 and is a collec-
tion of webs and others datasets, namely: "Mundo
Quechua", "Kuyakuykim (Te quiero): Apps con las
que podrías aprender quechua", "Piropos y frases
de amor en quechua", "Corazón en quechua", and
parallel data from AmericasNLP 2021 Shared Task.
We concatenated test set, validation set, and train
sets.

Monolingual-Quechua The Monolingual-
Quechua-IIC dataset (Zevallos et al., 2022) is a
monolingual corpus of Quechua extracted from 50
different monolingual sources on the web which
is available at HuggingFace2. Google Translate
was employed to generate Spanish translations
from this monolingual dataset, thereby obtaining
parallel synthetic source generated data.

NLLB The NLLB corpus3 is a dataset that was
created by OPUS (Tiedemann, 2012) based on
metadata for mined bitext released by the NLLB
project (Costa-jussà et al., 2022). We extracted and

1https://huggingface.co/datasets/
hackathon-pln-es/spanish-to-quechua

2https://huggingface.co/datasets/Llamacha/
monolingual-quechua-iic

3https://opus.nlpl.eu/NLLB/corpus/version/NLLB

incorporated pt-qu, pt-gn, en-qu and en-gn parallel
data in our training dataset.

After collecting all the data, it was concatenated
per language pair and then each set underwent the
cleaning pipeline explained in the following sub-
section.

2.2 Data preprocessing

Given that training data was obtained from vari-
ous sources and a significant part is synthetically-
created, we employed a comprehensive data pre-
processing pipeline to obtain good quality paral-
lel data. In particular, we remove duplicates and
near duplicates, we filter parallel sentences using
heuristic-based and embedding-based methods and
we remove off-target translations.

Cleaning step 1 We employed Moses (Koehn
et al., 2007) standard preprocessing script to train-
ing data: clean-corpus-n.perl which removes
sentences that have more than 150 tokens and re-
moves sentence pairs that have a length ratio greater
than 3. Then, Bifixer (Ramírez-Sánchez et al.,
2020) was used to fix possible text issues.

Cleaning step 2 To remove duplicates and near-
duplicates we used NLPDedup4. Then, we re-
moved off-target translations using googletrans
python library5. We found that there were a con-
siderable number of near duplicates and off-target
translations in the NLLB dataset collected from
OPUS. In the English to Quechua direction, for
example, 47% of the data were near duplicates,
and 21.8% of the deduplicated data were off-target
translations.

Cleaning step 3 We computed embedding-based
similarity between a sentence pair using a sentence
embedding model. We use SONAR (Duquenne
et al., 2023) to embed both source and target sen-
tences then compute a cosine similarity score be-
tween both. SONAR is a novel sentence embed-
ding model that covers 200 languages and out-
performs existing sentence embeddings such as
LASER3 (Heffernan et al., 2022) and LabSE (Feng
et al., 2022). It consists of an encoder-decoder ar-
chitecture initialized from NLLB 1.3B dense model
and trained by adding a pooling operation at the en-
coder’s outputs to extract sentence representations.

4https://github.com/saattrupdan/NLPDedup
5https://github.com/ssut/py-googletrans
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3 Methodology

3.1 Baseline Fine-tuning
We fine-tune separate NLLB models of 1.3B pa-
rameters for the Spanish to Quechua and Spanish
to Guarani training data respectively. For each di-
rection we experiment with different thresholds for
choosing the training set according to the cosine
similarity values computed using SONAR.

3.2 Multilingual Fine-tuning
Following similar lines as Gow-Smith and
Sánchez Villegas, we fine tune NLLB-1.3B with
multilingual data. We experiment with different
variants of the training data to study whether a
richer linguistic mixture of Quechua and Guarani
is beneficial for the translation quality. Specifically,
we include Portuguese and English directions to
the Spanish ones. In table 1 we show the amount
of parallel sentences collected for each translation
pair.

Source Quechua Guarani

es Original 613,006 91,025
pt Original 2,071,571 684,883
en Original 2,874,090 2,959,122

es Filtered 132,884 42,504
pt Filtered 124,942 69,046
en Filtered 167,947 96,487

Total 427,773 208,037
Deduplicated 425,773 208,037

Table 1: Corpus statistics. Filtered refers to the number
of pairs resulting from the data preprocessing pipeline.

Synthetic target generated data We study the
impact of translation quality when adding synthetic
generated data on the target side when fine tuning
the model. Synthetic data was generated using
Google Translate, translating Spanish monolingual
data from TED2020 (Reimers and Gurevych, 2020)
collected from OPUS website6 which consists in
416,846 sentences in Spanish for about 4,000 TED
talks covering a wide range of domains. We find
that this data improves performance for the Spanish
to Quechua direction (see Section 4).

Model size To investigate the effect of increasing
the model capacity, we fine-tune the NLLB pre-
trained model of 3.3B parameters with the best

6https://opus.nlpl.eu/

configuration found for the previous experiments
with the model of 1.3B parameters.

3.3 LoRA Fine-tuning

Parameter-efficient fine-tuning (PEFT) techniques
adapt pre-trained models by fine-tuning only a
small subset of the model’s parameters. The Low-
Rank Adaptation (LoRA) technique (Hu et al.,
2021) has been popularized for LLM training for
its efficiency and often comparable results with
full-parameter fine-tuning (Sun et al., 2023).

LoRA uses low-rank parametrized update matri-
ces to reduce the number of trainable parameters.
More specifically, given a pre-trained weight ma-
trix W0 ∈ Rd×k, matrix W0 is updated with a
low-rank decomposition as follows:

W0 +
α

r
∆W = W0 +

α

r
BA, (1)

where B ∈ Rd×r, A ∈ Rr×k, r is the rank of
the trainable matrices and α is a scaling parameter
that scales the learned weights. During the fine-
tuning, the original matrix W0 remains unchanged
and does not receive gradient updates. However,
matrices A and B are updated during training.

We apply LoRA to the feed-forward and atten-
tion layers. The rank of the trainable matrices was
set to 256 and α was set to 512.

3.4 Setup

For fine-tuning we use AdamW (Loshchilov and
Hutter, 2019) optimizer with β1 = 0.9, β2 = 0.98,
ϵ = 10−6, λ = 0.01. We use the inverse square
root scheduler with an initial learning rate of 2e-4
and 15,000 warmup steps. We set a batch size of 4
with 2 gradient accumulation steps, and train on 10
epochs. We use 1,000 sentences from the training
dataset as the validation dataset in training. All
models are trained using the Transformers7 library
on H100 GPUs. For LoRA we use the Peft8 library.
We saved best checkpoints every 4,000 steps ac-
cording to the best ChrF++ metric in the validation
set.

3.5 Inference

We limit the translation length to 512 tokens. For
the case of Quechua we do not allow the model to
generate an apostrophe as the Quechua Ayacucho
variety was the one used in development and test

7https://huggingface.co/
8https://huggingface.co/docs/peft/index
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sets which does not handle pentavocalism. For in-
ference, we use beam search and we experiment
with different values of the beam size and the repe-
tition penalty term (β). We find that adjusting the
repetition penalty term yields major improvements
in the case of Guarani.

3.6 Evaluation
We evaluate our fine-tuned models with the evalua-
tion script provided by the organizers. Specifically,
models were evaluated with two metrics: BLEU
(Papineni et al., 2002) and ChrF++ (Popović, 2017)
using SacreBLEU9 implementation (Post, 2018).

We compare our model’s performance against
the baseline models released by the University of
Helsinki (De Gibert et al., 2023) and the Univer-
sity of Sheffield (Gow-Smith and Sánchez Villegas,
2023). In addition, we provide the performance of
Google Translate and the pre-trained NLLB 1.3B
and 3.3B without any fine-tuning.

4 Results

4.1 Dev Set Results
Baseline Fine-tuning We first fine-tune the
NLLB 1.3B models using bilingual data. Figure
1 shows the results of a full parameter fine-tuning
of the model using different thresholds for select-
ing training data given the cosine similarity scores
computed using SONAR. Based on the results we
decide to use a threshold of 0.2 and 0.3 for Guarani
and Quechua respectively for our next experiments.
Note that we do not experiment with thresholds
greater than 0.4 for Guarani as the number of sen-
tence pairs between Spanish and Guarani given that
threshold is relatively low (less than 19K pairs).

Multilingual Fine-tuning Table 3 show the
BLEU and ChrF++ metrics evaluated on the de-
velopment dataset for the Spanish to Quechua and
Spanish to Guarani directions. As shown in the
table, using synthetic target generated data com-
bined with multilingual training improves transla-
tion quality for the Spanish to Quechua direction.
In comparison to baseline models, we observe that
our systems exhibit strong performance. In the de-
velopment set we outperform Google Translate by
+1.41 ChrF++ points and Sheffield’s baseline by
+6.05 points.

Regarding the Spanish to Guarani direction, we
find that training with multilingual parallel data

9Word n-gram order was set to 2 for SacreBLEU imple-
mentation of ChrF++.
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Figure 1: Performance evaluating on dev set. ChrF++ is
in the vertical axis, and value for the threshold is in in
the horizontal axis.

(en→gn and pt→gn) does not improve translation
quality. However, our system trained only with
Spanish to Guarani parallel data outperforms base-
line models. We outperform Helsinki’s baseline
model by +2.74 ChrF++ points and Sheffield’s
baseline by +5.31 points.

Model size Table 2 compares the performance
when increasing the model size. We compare the
NLLB 1.3 Billion parameter model with the 3.3
Billion parameter one. When fine-tuning using the
3.3B model, we find that we do slightly worse (
-1.35 ChrF++ points ) than with the 1.3B model
for the Spanish to Guarani direction, yet we gain
+0.12 ChrF++ points for the Spanish to Quechua
direction. These results indicate that increasing the
model size does not yield superior performance.
Mainly due to the small amount of data used for
fine-tuning.

Spanish → Quechua Spanish → Guarani

ChrF++ BLEU ChrF++ BLEU

NLLB-1.3B 36.27 3.77 37.48 11.15
NLLB-3.3B 36.39 4.07 36.13 10.20

Table 2: Experiments with model size.

LoRA Table 4 shows the results when fine-tuning
using LoRA adapters. Notably, for the Spanish to
Quechua direction, our system performs as well
as the full fine-tuning with the NLLB 3.3B model
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Data Spanish → Quechua Spanish → Guarani

es en pt ChrF++ BLEU ChrF++ BLEU

Baseline Helsinki 28.78 - 34.74 -
Sheffield 30.22 - 32.17 -
Google Translate 34.86 3.23 30.33 4.71

Inference NLLB-1.3B 24.97 1.95 31.28 6.27
NLLB-3.3B 26.84 1.64 32.03 6.31

Our NLLB-1.3B ✓ ✗ ✗ 32.20 3.28 37.48 11.15
NLLB-1.3B ✓ ✓ ✗ 32.71 3.18 33.94 7.89
NLLB-1.3B ✓ ✗ ✓ 32.40 3.35 33.92 7.88
NLLB-1.3B ✓ ✓ ✓ 31.59 2.94 34.01 8.26

Our NLLB-1.3B + Synthetic ✓ ✗ ✗ 35.12 3.55 32.50 6.08
NLLB-1.3B + Synthetic ✓ ✓ ✓ 36.27 3.77 32.48 6.00

Table 3: Evaluations computed on the development dataset. The symbol ✓ indicates that the parallel data in the
corresponding direction was utilized for the fine-tuning whereas ✗ indicates that it was not used.

when fine-tuning with LoRA, even though it has
85.8% fewer trainable parameters. We perform
just slightly worse when compared to the full fine-
tuning in the Spanish to Guarani direction when
using LoRA.

Trainable Parameters es→qu es→gn

NLLB-3.3B 3,898,511,360 36.39 36.13
NLLB-1.3B 1,748,125,696 36.27 37.48

NLLB-3.3B + LoRA 553,648,128 36.40 35.24
NLLB-1.3B + LoRA 377,487,360 36.11 35.26

Table 4: Experiments with LoRA fine-tuning. ChrF++
scores are shown for Spanish to Quechua (es→qu) and
Spanish to Guarani (es→gn) directions.

Inference experiments A grid search is per-
formed to understand how the beam size and the
repetition penalty term (β) parameters affect the
translation quality. We plot the obtained results in
Figure 2.

We observe that for the Spanish to Guarani direc-
tion, the penalty term has a significant impact on
the translation quality as measured by the ChrF++
score. Specifically, we find that best ChrF++ results
are obtained with a beam size of 10 and β = 4.

However, for the Spanish to Quechua direction,
neither the repetition penalty term nor the beam
size seem to have significant impact on the transla-
tion quality.

4 6 8 10
Beam size

35.0

35.5

36.0

36.5

37.0

37.5

C
H

R
F

+
+

es-gn β = 1

es-qu β = 1

es-gn β = 3

es-qu β = 3

es-gn β = 4

es-qu β = 4

Figure 2: Performance evaluating on dev set grouped
by repetition penalty. ChrF++ is in the vertical axis, and
beam size is in the horizontal axis.

4.2 Test Set Results

In table 5 we show the results on the test sets.
Our submitted systems ranked first in both di-
rections. On Spanish to Quechua, we achieve
38.21 ChrF++ using LoRA adapters with the 1.3B
model. We observe that our submitted systems
significantly outperform baseline models by +4.2
points on Sheffield’s baseline and by +9.4 points
on Helsinki’s baseline for this direction. On Span-
ish to Guarani direction we achieve 38.93 ChrF++
and our submitted systems outperform Helskinki’s
baseline model by up to +1.91 points and by up to
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+3.17 points for Sheffield’s baseline model.

Model rqu es→qu rgn es→gn

Baselines
Helsinki 28.81 37.02
Sheffield 34.01 35.76

Full fine-tuning
NLLB-3.3B 2 38.19 2 37.64
NLLB-1.3B 4 38.02 1 38.93

LoRA
NLLB-3.3B + LoRA 3 38.10 3 37.63
NLLB-1.3B + LoRA 1 38.21 4 37.42

Table 5: Final test results. ChrF++ scores are shown
for Spanish to Quechua (es→qu) and Spanish to Guarani
(es→gn) directions. rqu and rgn denote the position in the
final classification for Spanish to Quechua and Spanish
to Guarani respectively.

5 Conclusions

In this paper we describe the Barcelona Super-
computing Center submission to the AmericasNLP
2024 shared task. We took part in the Spanish to
Quechua and Spanish to Guarani tracks. We fine-
tuned different versions of the NLLB-200 model.
Our systems ranked in first place in both translation
directions outperforming the provided baselines.

Our experiments show that increasing model size
does not yield superior performance when data is
scarce. Also, we show that training with multilin-
gual data combined with synthetic data improves
translation quality for the Spanish to Quechua di-
rection. Finally, we show that by fine-tuning the
models using LoRA, we can obtain a similar perfor-
mance as a full parameter fine-tuning while training
only 14.2% of the parameters.
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