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Paradigm Shift in the LOC Industry

"Equal access representation that is [...] pushed by governmental

regulations [...] [make clients] more interested in ensuring [...]

[that] access to all kinds of [...] baseline services or information is

guaranteed” (Beccaletto, 2023).

Simona Beccaletto, Head of TAUS' Human Language

Project Operations

Legislation Mandating Language Access

United States of America (USA)
Americans with Disabilities Act (ADA)

A�ordable Care Act (ACA)
Civil Rights Act of 1964, Title VI

Executive Order 13166 (2000)
European Union (EU)

European Charter for Regional or Minority Languages
European Accessibility Act (EAA)

Tech Bias Toward Low Resource

Languages

In a December 2023 exclusive interview for my thesis, Don DePalma of CSA

Research provided an excellent graph produced by CSA Research that

illustrates all training data by language group in the Common Crawl as of

May 2023

85.4% of the data is for European Languages

English alone astonishingly accounts for nearly half of all training data

Research Overview

Research Question

Abstract

Methodology

Principle Findings

Meta

Meta is developing high

quality MT and S2ST

tools.

No Language Left

Behind (NLLB),

Seamless

Google

Google is developing

high quality datasets

and developing a quality

S2ST tool.

MADLAD-400,

Translatotron 3

Microsoft

Microsoft is developing

high quality data.

Project ELLORA

TAUS

TAUS is developing high

quality data.

Human Language Project

(HLP)

Translators

without Borders

(TWB)

TWB is developing high

quality data.

Language Data

Initiative

Meta
No Language Left Behind
(NLLB)
Uses Human-Translated Datasets and

Tools to Create Large Bitext Datasets

Achieved a 44% improvement in BLEU

scores, advancing the goal of a universal

translation system

Open-sourced tools and models for

wider community use

Google

MADLAD-400
Spans 419 languages, aiming to provide

comprehensive data for MT and NLP

research.

Includes 3 trillion clean tokens and 100

billion words, with a focus on LRLs

Models trained on MADLAD-400 have

shown competitive performance with

larger models

Microsoft
Project ELLORA
Prioritizes Indian Languages: This

initiative focuses on Indian languages

with limited digital presence, such as

Gondi, Mundari, and Idu Mishmi

Partnerships in Data Collection:

Microsoft collaborates with local

communities to gather and preserve

language data, ensuring cultural

sensitivity and accuracy

Tailored Digital Resources: They

develop digital dictionaries, translation

services, and educational tools

speci�cally for these languages, fostering

digital inclusion and language

preservation

TAUS

Human Language Project

(HLP)
Focuses on creating data for machine

translation (MT) and speech-to-speech

translation (S2ST)

Involves crowd-sourced data collection

from diverse global communities

Has expanded to cover over 30

languages across 20 countries

Translators without

Borders (CLEAR

Global)

Language Data Initiative
58 datasets covering almost 60 countries

Curated, cleaned, and reformatted the

data to be more accessible for

humanitarian and developmental

purposes

Learn which languages are spoken where

and more about the state of language

data globally with the Global Language

Data Review

Pre-formatted and translated questions

for language data collection

Language Data for

AI (LD4AI)

Since there are no reliable estimates

available for the LD4AI market, LD4AI is

treated as an emerging sub-sector of the

overall AI training data market.

According to a market report by Grand View

Research (2023), the AI training data market,

including LD4AI, is "expected to reach $8.61

billion by 2030 and expand at a CAGR of

22.1% from 2023 to 2030."

TransPerfect, the world's largest LSP, redirect their e�orts towards AI data solutions.

Data Collection

"Gather high-quality data for your

unique model training/evaluation

needs con�guration options"

(TransPerfect, 2024).

Data Annotation

"DataForce accelerates your data

labeling processes with our range of

human annotation services at scale"

(TransPerfect, 2024).

Data Relevance

"DataForce supports and improves

your relevance models, accuracy,

and recall to ensure the content you

showcase to your customers is

relevant, culturally acceptable, and

geographically precise"

(TransPerfect, 2024).

Localize Chatbots

"Create chatbots that sound human

and are culturally appropriate"

(TransPerfect, 2024).

Data Moderation

"A multicultural and multilingual

solution for your moderation needs"

(TransPerfect, 2024).

Transcription

"Scale speech and audio recognition

capabilities with DataForce"

(TransPerfect, 2024).

User Studies

"DataForce utilizes its global

footprint in over 46 countries to

build your personalized experience

and collect the data you need

through piloted, situational, and

custom user studies" (TransPerfect,

2024).

Gen AI Training

"Whether you are developing new

foundational models, such as LLMs,

or customizing an existing model for

a new use case, DataForce tailors

solutions that address the unique

data challenges your organization

faces" (TransPerfect, 2024).

MT Methods for LRLs

Transfer Learning

Both few-shot and zero-shot MT can

be considered forms of transfer

learning. In few-shot, the model

bene�ts from additional �ne-tuning,

while in zero-shot, the transfer occurs

without direct data.

Multilingual Training

Multilingual training serves as the

foundation for zero-shot MT. It enables

the model to learn shared

representations across languages,

which is crucial for zero-shot

capabilities.

Back-Translation

Back-translation is often used to

generate synthetic data for both few-

shot and zero-shot scenarios. This

method can improve performance in

both contexts, particularly when

combined with few-shot �ne-tuning.

Data Augmentation

Data augmentation is a general strategy

that can be applied to enhance few-

shot MT by increasing the diversity of

training examples. It can also bene�t

zero-shot MT indirectly by improving

the robustness of the model.

Unsupervised MT

Unsupervised MT aims to perform

translation without parallel corpora,

similar to zero-shot MT. However, it

typically requires large monolingual

datasets, which zero-shot MT does not.

Semi-Supervised Learning

Semi-supervised learning often

complements few-shot learning by

using small amounts of labeled data

alongside large amounts of unlabeled

data. Zero-shot MT can bene�t from

semi-supervised techniques as well but

often in a more indirect manner.

Active Learning

Active learning is primarily relevant to

few-shot scenarios, where the goal is to

optimize the use of limited data by

selecting the most informative

examples for annotation. Zero-shot MT

doesn’t directly bene�t from active

learning because it relies on transfer

learning rather than data selection.

Meta-Learning

Meta-learning is similar to zero-shot

learning in that it prepares the model to

adapt quickly to new tasks (languages)

with minimal data. Few-shot MT can be

seen as a practical application of meta-

learning principles.

Language-Adaptive Fine-Tuning

Language-adaptive �ne-tuning is more

applicable to few-shot scenarios, where

a model is further adjusted using

limited data from the target language.

Zero-shot MT bene�ts from this only if

the �ne-tuning indirectly improves the

model's cross-lingual capabilities.

Crowdsourcing and Community

Involvement

Few-shot MT can bene�t signi�cantly

from crowdsourced data, where small

but highly relevant datasets are

collected. Zero-shot MT typically

doesn’t rely on such data but can

bene�t from the improved model

architectures and representations

developed through few-shot methods.

LLMs for LRLs?

���A study found that LLMs, including ChatGPT,

struggle signi�cantly with LRLs compared to

high-resource languages

���New approaches like Linguistically-Diverse

Prompting (LDP) have been developed to

help LLMs better handle LRLs by leveraging

their strength in high-resource languages,

particularly English

���Despite advancements, LLMs continue to

underperform in low-resource settings, often

failing to surpass traditional machine

learning models in tasks like machine

translation and named-entity recognition

���While there have been technical

improvements, the performance gap

between LRLs and high-resource languages

for LLMs remains signi�cant, highlighting the

need for continued research and

development

LRLs Can Jailbreak

GPT-4...

Researchers in a study jailbroke GPT-4 by

translating unsafe English input into a low

resource language, and consequently

inputting that output into GPT-4. In essence,

requesting a “back translation” (English to a

low resource language and then back to

English)

“GPT-4 engages with the unsafe translated

inputs and provides actionable items that

can get the users towards their harmful

goals 79% of the time”

Conclusion
Generating/gathering high quality data is essential for language technology

initiatives. In regards to low resource languages, this is a particular challenge

that must be addressed and budgeted.

However, the matter of supporting low resource languages represents an

interesting industry crossroads. Since governments worldwide are increasingly

mandating language access with legislation, that also implies FUNDING. The

�nancial incentives alone are a compelling reason to continue supporting

initiatives for low resource languages besides mere compliance of the law.
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