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Abstract

Cantonese-English is a low-resource language pair for machine translation (MT) studies, despite the vast
amount of English content publicly available online and the large amount of native Cantonese speakers. Based
on our previous work on CANTONMT from Hong et al. (2024), where we created the open-source fine-tuned
systems for Cantonese-English Neural MT (NMT) using base-models NLLB, OpusMT, and mBART and
corpus collections and creation, in this paper, we report our extended experiments on model training and
comparisons. In particular, we incorporated human-based evaluations using native Cantonese speakers who
are also fluent in the English language. We designed a modified version of the HOPE metric from Gladkoff
and Han (2022) for the categorised error analysis and serenity-level statistics (naming HOPES). The models
selected for human evaluations are NLLB-mBART fine-tuned and two translators from commercial companies:
Bing and GPT4. Further analysis of fine-tuned systems and human-evaluation insights can shed some light on
Cantonese-English NMT and its future development. The open-source CANTONMT toolkit and analytics will
be accessible via the GitHub page (at https://github.com/kenrickkung/CantoneseTranslation).

1 Introduction

Cantonese is a Sinitic language spoken in Hong
Kong, Macau, and the Guangdong region of southern
PRC, it is the second most spoken Sinitic language,
after Mandarin Chinese (Wiedenhof, 2015). With
a substantial 80 million native speakers (Eberhard
et al., 2023), Cantonese is still an under-researched
area in the spectrum of Natural Language Processing,
as demonstrated in ACL Anthology, where only 47
papers are related to Cantonese, compared with 2355
for (Mandarin) Chinese (Xiang et al., 2022).

Despite having the second most speakers in the
family of Sinitic languages, most State-of-the-art
commercial translators either do not support Can-
tonese or have below-par translation quality when
translated to English. This leads to scenarios where

individuals seeking Cantonese resources face chal-
lenges, particularly in casual forums where tones are
often very similar to spoken language.

We believe that Cantonese is a unique language
that captures the rich cultural history of Hong Kong,
Macau, and the Guangdong province of China. Two
major challenges when dealing with Cantonese trans-
lations are Colloquialism and Multilingualism. Col-
loquialism, a linguistic style used for informal and
casual conversation, often occurs in Cantonese and
includes non-standard spelling, slang, and neolo-
gisms. As for Multilingualism, Hong Kong was once
a British colony and has a rich Chinese cultural influ-
ence; code-switching 1 happens often in day-to-day
conversation; and words can also be loaned from En-
glish through phonetic transliteration (Bauer, 2006).

1the act of using multiple languages together
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Therefore, following the trend of language diversity
and inclusion in NLP, we have set out the aim to
develop a translation system that can translate texts
from Cantonese to English and reach comparable re-
sults against commercial translators, as reported in
our CANTONMT1.0 (Hong et al., 2024).

As an extended investigation of our first mile-
stone, regarding the Evaluation Strategy, the mod-
els developed are evaluated through a range of met-
rics, including lexicon-based word surface matching
(SacreBLEU and hLEPOR) and those based on em-
bedding spaces (COMET and BERTscore). Follow-
ing these metrics, the top-performing model is chosen
for comparison with the two top-performing com-
mercial translation tools. We designed the HOPES
(standing for “Simplified HOPE”) human evaluation
framework, which we modified based on HOPE, a
human-centric post-editing based metric by Gladkoff
and Han (2022).

2 Background and Related Works

2.1 Large Language Models

With the rise of LLMs, there are dozens of pre-trained
models which are capable on MT tasks with none or
few fine-tuning. In our investigation, there are 3 mod-
els chosen for further fine-tuning with our dataset, the
reason behind choosing these models can be found
at CANTONMT1.0. Here is a brief introduction of
each model, which could help readers understand the
difference with depth.

2.1.1 Opus-MT

Opus-MT (Tiedemann and Thottingal, 2020), devel-
oped by Helsinki-NLP, is a Transformer-based NMT,
which is using Marian-NMT 2 as the framework for
the model training. The model family is trained
with a publicly available parallel corpus collected
in OPUS3. The model is specifically trained for MT
task, and should not be classified as a general purpose
LLM. Two specific models are used in this project,
Opus-mt-zh-en and Opus-mt-en-zh, which are models
that translate Chinese to English and English to Chi-
nese. The forward model (Chinese to English) has
around 77M parameters, which is considered quite a
small model when compared to LLMs.

2.1.2 mBART
mBART (Liu et al., 2020), a multilingual Seq2Seq
denoising auto-encoder. It is trained with the BART
(Lewis et al., 2020) objectives with a multilingual
corpus. The pre-training of mBART is trained by
corrupting text with a noising function and also learn-
ing a model to reconstruct the original text. It uses
the CC25 Corpus which contains 25 languages and
follows the standard Transformer architecture with
12 layers of encoders and 12 layers of decoders.

In CANTONMT, a specific version of the model
is used (mbart-large-50-many-to-many-mmt) which
supports 50 languages, including (Mandarin) Chi-
nese. However, it does not support Cantonese as a
language. The model is also fine-tuned for multi-
lingual translation and is introduced by Tang et al.
(2020) which has added 25 additional languages with-
out hurting the performance of the model. The model
has a total of 610M parameters, a massive increase
compared to the previous Opus model.

2.1.3 NLLB
No Language Left Behind (NLLB) (NLLB-Team
et al., 2022), to the best of our knowledge, is the only
publicly available LLM which contains the language
Cantonese (Lang-Code: yue_Hant). It is trained
upon the FLORES-200 dataset which contains 200
languages and serves as a high-quality benchmark
dataset. The model architecture is also based on the
Transformer encoder-decoder architecture (Vaswani
et al., 2017).

In CANTONMT, a distilled version of NLLB
(nllb-200-distilled-600M) is used since based on our
available computation power, there is no chance of
fine-tuning a larger model. The model is already fine-
tuned on MT task, and the language pair in focus is
Cantonese-English.

2.2 Back-Translation

Data Augmentation via Back translation is a tech-
nique used by MT researchers when tackling low-
resource languages. Typically, since not enough
data is available, the model may not be able to learn
the translation of the language thoroughly and, thus
might harm the performance of MT. This technique
has been one of the standards for leveraging mono-
lingual corpora since SMT (Bojar and Tamchyna,

2https://marian-nmt.github.io/
3http://opus.nlpl.eu/
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2011), and is still being used with NMT (Sennrich
et al., 2016).

The approach uses a model, which translates
target language text to the source language (back
model), for translating a monolingual corpus in the
target language to the source language. This creates a
synthetic parallel corpus (Silver Standard), which is
different from human annotated parallel corpus (Gold
Standard). In theory, with more data, the model can
be performing better.

2.3 MT on Cantonese

2.3.1 Commercial Translators
A survey has been conducted on four different com-
mercial MT software, including Google, Bing, Baidu,
and DeepL.

For Google4 and DeepL5, despite being the
most popular software used for translation in daily
lives, they do not support Cantonese as an option,
but only (Mandarin) Chinese. Therefore, no further
investigations are being made on the platforms. For
Bing6 and Baidu7, there are native Cantonese support
in translation and therefore are chosen as a state-of-
the-art comparison in the following sections.

With the rise of LLMs, there are also ques-
tions on whether or not this kind of model with
prompting can give better results when compared
with a more traditional approach with fine-tuning
on LLMs. In this project, Generative Pre-trained
Transformers(GPT)-4 (OpenAI, 2024) are being
investigated with specific prompting to compare
against our model. The implementation of GPT-4
that we used is Cantonese Companion, which was
custom-made for translation to Cantonese by a com-
munity builder.8 However, it should be noted that
we do not know how much data was used for this
community-trained Cantonese Companion and the
training was not transparent, in addition to its depen-
dence on the commercial platform.

2.3.2 Research Models and Toolkits
Research work focusing on Cantonese-English MT
has not gained much attention up to date unfortu-

nately. Some typical literature work we found in-
cludes example-based MT by Wu et al. (2006); RNN-
based model by Wing (2020); BiLSTM model by
Liu (2022); Transformer-models by Yi Mak and Lee
(2022). In addition, TransCan9 is a NMT model
which translates English to Cantonese and is trained
based on bart-base-Chinese and BART with addi-
tional linear projection to connect them.

3 Review CANTONMT Methodology

3.1 Datasets and Preprocessing
Since Cantonese-English parallel corpora are not
readily available, combinations of different datasets
are used for the initial training of baseline models.
Furthermore, to aid the back-translation strategy in
the latter part of the project, monolingual corpora
for both Cantonese and English are required, and
therefore, they will be discussed in the following
section.

3.1.1 Parallel Corpus
To fine-tune different baseline models, a parallel cor-
pus is required to train the model to translate Can-
tonese to English at a reasonable level. In the end,
three different parallel corpora are found between
different timestamps of the investigation. Therefore,
the latter two are used for training only, while the
former are used for training and evaluation.

Words.hk Corpus Words.hk10 is an open
Cantonese-English dictionary publicly available for
people to download. We used the full dataset from
their website, which contains different Cantonese
words and some example sentences with their En-
glish translation. An example of the word “投資/
touzi” in the dictionary is given in Figure 1.

From the data, only the sentence after the tag
eng has been used in this case, the sentence, “She
invested $1 million in renovating the shop”, has been
extracted and also its corresponding Cantonese trans-
lation which is the sentence after the tag yue. Data
pre-processing has also been done, including remov-
ing hashtags and space since there is quite a lot in
the dataset, potentially affecting data quality. In ad-

4https://translate.google.com/
5https://www.deepl.com/translator
6https://www.bing.com/translator
7https://fanyi.baidu.com
8https://chat.openai.com/share/7ee588af-dc48-4406-95f4-0471e1fb70a8
9https://github.com/ayaka14732/TransCan

10https://words.hk
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Figure 1: Sample Data Format for Words.hk

dition, there are sentences with multiple translations;
in that case, the first translation has been taken. In
the end, 44K sentences have been extracted from the
dataset. A graph of the frequencies of the length of
the Cantonese sentence has been plotted in Figure
2. It is noticed that despite the effort only to keep
sentences and no definitions, there are still quite a
lot of short sentences in the dataset. Since for short
sentences, it could be straightforward for the model
to translate and, therefore, may lead to a bias in the
evaluation, we have decided to split the dataset into
short sentences and long sentences, where short sen-
tences are sentences that have ten characters or less.
In the end, there are 19.4K short sentences and 24.6K
long sentences. Since data are already very scarce,
we have decided not to opt into the standard train-
dev-test split of 8/1/1 or 7/2/1 and instead went for
the approach of a 3K dev set and 3K test set. The
reason behind this is based on that the standard prac-
tice for Workshop of Machine Translation (WMT)11

shared task uses around 3K sentences for test sets
when comparing different MT systems.

Figure 2: Words.hk - Sentence Length

Wenlin Corpus Wenlin Institute 12 creates soft-
ware and dictionaries for learning the Chinese lan-
guage, and there is a dictionary, ABC Cantonese-
English Comprehensive Dictionary, which is readily
available for registered users to use for research pur-
poses. The process to obtain the dataset, however, is
not straightforward. It involves first getting a list of
URLs which store the data, and after that, it requires
web scraping; at the end, an XML file is obtained,
which includes all the sentences and other content.

Extracting is required to convert an XML file to
a parallel corpus after obtaining an XML file. Based
on initial inspection, the sentence should be inside
the tag WL; therefore, regular expression techniques
are used to extract those sentences. After that, sim-
ilar pre-processing as Words.hk has been done to
obtain the training set and 14.5K parallel sentences
are extracted.

Opus Corpora (Tiedemann and Nygaard, 2004)
is a collection of translated documents collected from
the internet. The corpus is already aligned, and there-
fore, no pre-processing is required. It can be easily
downloaded via their website 13. An additional 9.6K
parallel sentences are added to the final training set.

3.1.2 Monolingual Corpus

To aid the process of back-translation, a monolingual
corpus from both the source and target language is
required to investigate the iterative back-translation
approach.

English Corpus - There are many English
monolingual corpora available, and in this project,
the dataset we have decided to use is from the WMT
2012 News Collection (Callison-Burch et al., 2012).
It can be downloaded on the WMT website and con-
tains 434K sentences, which is more than required
for the back-translation.

11https://www2.statmt.org/wmt24
12https://wenlin.com
13https://opus.nlpl.eu/
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Cantonese Corpus - However, for the Can-
tonese corpus, it is difficult to find an existing mono-
lingual corpus. There is a Hong Kong Cantonese
Corpus (HKCanCor) available (Lee et al., 2022).
However, this is based on spontaneous speech and
radio programs from the late 1990s and, therefore,
might be outdated and there is the language evolu-
tion factors with time passing by. Another reason for
not choosing the data is that it only consists of 10K
sentences, which is insufficient for back-translation
purposes.

Based on findings from Liang et al. (2021), there
should be abundant data on social media, including
Facebook, YouTube, Instagram and different local
forums. Since it will be hard to filter out Hong Kong
users who use Cantonese in their social media com-
ments, we have decided to turn to local forums. There
are few mainstream ones which have an abundance
of data, including Baby-Kingdom14, DiscussHK15,
and LIHKG16.

In the end, based on tools available online, we
have decided to collect data from LIHKG. It is an
online forum platform that was launched in 2016 and
has multiple categories, including sports, entertain-
ment, hot topics, gossip, current affairs, etc. There
is a scraper readily available online from Ho and Or
(2020), which we have used to scrape the data from
LIHKG. Data is scraped in CSV format, where an
example can be seen in Figure 3 (profile ID masked).

Overall, 29K posts have been scraped, and only
the text part has been used as the monolingual data.
Some more pre-processing has been done to the
data, including stripping all the links in the data and
filtering out all the sentences shorter than 10 Chinese
characters. In the end, 1.1M sentences have been
scraped, which is more than enough for our investiga-
tion. We shuffled the dataset so that it can be used by
the research community for free, as long as they sign
a user agreement form for non-commercial usage.

3.2 Model Trainings
The model fine-tuning methodology of CANTONMT
is presented in Figure 4, which includes the following
steps:

1. DataPrep: data collection and pre-processing

2. ModelFineTunePhase1: model selection for ini-
tial translator fine-tuning (ft, v1)

3. SynDataGenerate: synthetic data generation us-
ing the initial translator and cleaned data

4. ModelFineTunePhase2: second step MT fine-
tuning using real and synthetic data (ft-syn)

5. ModelEval: model evaluation using both
embedding-based metrics (BERTscore and
COMET) and lexical metrics (SacreBLEU and
hLEPOR)

Detailed techniques on each step was explained
in CANTONMT1.0 by Hong et al. (2024). We also re-
port comparisons with commerically available trans-
lation engines such as the Baidu Translator, Bing
Translator and GPT4. The implementation of GPT-4
that we used is Cantonese Companion, which was
custom-made for translation to Cantonese by a com-
munity builder.17

3.3 Automatic Evaluations

We used a range of different evaluation metrics in-
cluding the lexical-based SacreBLEU (Post, 2018)
and hLEPOR (Han et al., 2013a, 2021), and the
embedding-based BERTscore (Zhang et al., 2020)
and COMET (Rei et al., 2020). hLEPOR has re-
ported much higher correlation scores to the human
evaluation than BLEU and other lexical-based met-
rics on the WMT shared task data (Han et al., 2013b).
However, recent WMT metrics task findings have
demonstrated the advantages of neural metrics based
on embedding space similarities (Freitag et al., 2022).

The automatic evaluation scores from CAN-
TONMT models and other commercial engines are
listed in Table 1. From the automatic evaluation met-
rics, the results demonstrated that the model-switch
fine-tuned NLLB-mBART using 1:1 ratio of syn-
thetic and real data achieved relatively higher scores
than other fine-tuning models. Thus, we selected this
model into the human evaluation loop, together with
Bing and GPT4-ft.

14https://www.baby-kingdom.com/forum.php
15https://www.discuss.com.hk/
16https://lihkg.com
17https://chat.openai.com/share/7ee588af-dc48-4406-95f4-0471e1fb70a8
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Figure 3: LIHKG Data Example
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Figure 4: CANTONMT Pipeline: data collection and preprocessing, synthetic data generation, model fine-
tuning, model evaluation Hong et al. (2024)

4 Human Evaluations

Even with four different automatic metrics, it is still
hard to judge the model’s performance based on those
chosen metrics. Therefore, human evaluations are
conducted to understand better the comparison with
state-of-the-art models and the different types of er-
rors that the trained models or deployed translators
tend to make.

4.1 HOPES framework

With that in mind, we have borrowed the HOPE
framework (Gladkoff and Han, 2022). The origi-
nal HOPE framework includes eight detailed error
types from industrial practice, already much sim-

pler than MQM (Lommel et al., 2024). However,
upon our review, some error types can be merged
to make the human evaluation task more efficient
and better match our data, where a modified frame-
work, HOPE-Simplified (HOPES), is proposed. The
merging procedure is shown in the below list.

1. Merge Impact(IMP) and Mistransla-
tion(MIS) as MIS:
The definitions of IMP and MIS are “The trans-
lation fails to convert main thoughts clearly”
and “Translation distorts the meaning of the
source and presents mistranslation or accuracy
error” respectively. They overlap in accuracy
and meaning preservation from the source sen-



Model Name SacreBLEU hLEPOR BERTscore COMET
nllb-forward-bl 16.5117 0.5651 0.9248 0.7376
nllb-forward-syn-h:h 15.7751 0.5616 0.9235 0.7342
nllb-forward-syn-1:1 16.5901 0.5686 0.925 0.7409
nllb-forward-syn-1:1-10E 16.5203 0.5689 0.9247 0.738
nllb-forward-syn-1:3 15.9175 0.5626 0.924 0.7376
nllb-forward-syn-1:5 15.8074 0.562 0.9237 0.7386
nllb-forward-syn-1:1-mbart 16.8077 0.571 0.9256 0.7425
nllb-forward-syn-1:3-mbart 15.8621 0.5617 0.9246 0.7384
nllb-forward-syn-1:1-opus 16.5537 0.5704 0.9254 0.7416
nllb-forward-syn-1:3-opus 15.9348 0.5651 0.9242 0.7374
mbart-forward-bl 15.7513 0.5623 0.9227 0.7314
mbart-forward-syn-1:1-nllb 16.0358 0.5681 0.9241 0.738
mbart-forward-syn-1:3-nllb 15.326 0.5584 0.9225 0.7319
opus-forward-bl-10E 15.0602 0.5581 0.9219 0.7193
opus-forward-syn-1:1-10E-nllb 13.0623 0.5409 0.9164 0.6897
opus-forward-syn-1:3-10E-nllb 13.3666 0.5442 0.9167 0.6957
baidu 16.5669 0.5654 0.9243 0.7401
bing 17.1098 0.5735 0.9258 0.7474
gpt4-ft(CantoneseCompanion) 19.1622 0.5917 0.936 0.805
nllb-forward-bl-plus-wenlin14.5k 16.6662 0.5828 0.926 0.7496
mbart-forward-bl-plus-wenlin14.5k 15.2404 0.5734 0.9238 0.7411
opus-forward-bl-plus-wenlin14.5k 13.0172 0.5473 0.9157 0.6882
nllb-200-deploy-no-finetune 11.1827 0.4925 0.9129 0.6863
opus-deploy-no-finetune 10.4035 0.4773 0.9082 0.6584
mbart-deploy-no-finetune 8.3157 0.4387 0.9005 0.6273
nllb-forward-all3corpus 16.9986 0.583 0.927 0.7549
nllb-forward-all3corpus-10E 16.1749 0.5728 0.9254 0.7508
mbart-forward-all3corpus 16.3204 0.5766 0.9253 0.7482
opus-forward-all3corpus-10E 14.4699 0.5621 0.9191 0.7074

Table 1: Automatic Evaluation Scores from Different Models in CANTONMT. bl: bilingual real data; syn:
synthetic data; h:h - half and half; 1:1/3/5 - 100% real + 100/300/500% synthetic; 10E: 10 epochs (default: 3);
top-down second slot: model switch: model type using NLLB but synthetic data from other models (mBART
and OpusMT); top-down third slot: including model switch for mBART fine-tuning using synthetic data
generated from NLLB; similarly top-down forth slot: including model switch for OpusMT fine-tuning using
synthetic data from NLLB. Bottom slot of Cluster 1: Bing/Baidu Translator and GPT4-finetuned Cantonese
Companion; bold case is the best score of the same slot among the same model categories. Cluster 2: bilingual
fine-tuned models using 38K words.hk data plus 14.5k Wenlin data; italic indicates the number outperforms
the same model fine-tuned with less data 38K. Cluster 3: Deployed Model without fine-tuning Cluster 4:
Finetuned with the previous 2 corpora and an additional 10K data from OPUS Corpora we managed to find in
the end - it shows the evaluation improvement continues Hong et al. (2024)

tence, which both reflect the semantics error.
Therefore, it is merged as Mistranslation(MIS),
where the new definition is given as “perceived
meaning differs from the actual meaning”. Fur-

thermore, the original data does not define the
scoring mechanism in a specific way. For exam-
ple, when the translation mistranslates a critical
word, should it be given as a critical error since



it distorts the meaning, or a minor error since
there is only one mistake in the translation?
With the newly defined MIS, the first case could
be covered by that, and therefore, a minor error
should be given.

2. Merge Terminology(TRM) and Proper Name
(PRN) as Terms(TRM):
The original definitions of TRM and PRN are
“incorrect terminology, inconsistency on the
translation of entities” and “a proper name is
translated incorrectly” respectively. In our ex-
perimental data, the name is not popular, and
proper names can be entity types if they appear
in the test set. Therefore, the error types are
merged as TRM, with the new definition of “In-
correct terminology”, including proper names
or inconsistency of translation of entities, where
a higher score means there are more incorrect
terms”.

3. Merge Style (STL), Proofreading (PRF),
Required Adaptation Missing (RAM) into
Style(STL).
The original definitions of these three are “trans-
lation has poor style but is not necessarily un-
grammatical or formally incorrect”, “linguistic
error which does not affect accuracy or meaning
transfer but needs to be fixed”, and “source con-
tains error that has to be corrected or target mar-
ket requires substantial adaptation of the source,
which translator failed to make; impact on the
end user suffers”. These errors are all related
to localisation and adaptation. We summarise
the merged error type Style as “Translation has
poor style, but is not necessarily ungrammati-
cally or formally incorrect. It may also include
linguistic error which does not affect meaning,
but potentially makes the end user suffer”.

Based on literature from Gladkoff et al. (2022)
regarding evaluation uncertainty, less than 200 hu-
man evaluation sentences are insufficient to make
a statistical significance. Therefore, 200 sentences
from the test set are randomly sampled from the test
set and used for human evaluation. Three different
translation systems are chosen, including the best
model from our training (NLLB-mBART), one of
the commercial translators (Bing) and community-
finetuned GPT4.

There were a total of 4 annotators who are fluent
English speakers and native Cantonese users anno-
tated the translations for the 200 x 3 translations.
Each translation is then evaluated by two annotators
to measure the agreement level between them, and
therefore, the results should be more accurate and
reflect the performance of each system. It should also
be noted that the results can also help us understand
the general error types the models are making, which
may be useful for future work.

4.2 Human Evaluation Outcomes
4.2.1 Text Degeneration
Upon first glance at the synthetic data and test set
translations, some interesting phenomena are happen-
ing, described as neural text degeneration (Holtzman
et al., 2020). Examples of text degeneration can be
seen in Table 2. From the example, “handwritten”
has been repeated multiple times, indicating the mod-
els generate repetitive and dull loops. This could be
another point of future work to adopt some methods
for minimising these situations.

4.2.2 Results
The results are then used to calculate inter-annotator
agreement (IAA), via a quadratic-weighted Cohen’s
Kappa metric (Cohen, 1968), where the ratings are
grouped into two individual raters. The results are
shown in Table 3.

The results show that the annotators have a sub-
stantial agreement level in the category of mistransla-
tion (Landis and Koch, 1977) and the overall rating,
which is calculated by adding all 4 metrics together.
For the other metrics, terminology and grammar have
shown a moderate agreement between annotators.
However, there seems to be a low agreement level for
style, which suggests that the guidelines might need
more refinement and detailed explanations, or more
likely, translation style is very personal and should
not be a major contributing factor to whether or not
the translation is good or not.

Since the annotators have shown some kind of
agreement, the results shown in Table 4 should have
some indication of whether or not the translation is
up-to-standard and can provide a better understand-
ing of the models’ performance. Another table can
be seen in Table 5 for errors in individual models,
where a major error is defined as a total score higher
than 15 and a minor error is defined as lower than 15



Source Sentence 佢踢住對人字拖噉行出。
Model Translation He walked out with a pair of handwritten handwritten handwritten.

Table 2: Example of Text Degeneration

Metric NLLB Bing GPT4

MIS 0.6671 0.6102 0.5700
TERM 0.5700 0.4775 0.3874
STYLE 0.1123 0.3490 0.0348
GRAM 0.4212 0.2899 0.2850
Overall 0.6230 0.6136 0.4935

Table 3: Cohen’s Kappa for Different Models and Metrics

but excluding 0. Translations with no errors in all 4
categories are defined as No error.

The results have shown that fine-tuned GPT4
“CantoneseCompanion” is by far the best model for
translation, where over half of the translations have
shown no errors, and only 3% of translations have
major errors according to the metric. Also, for the
different metrics, GPT4 has shown similar perfor-
mance except for grammar, which indicates that
error types are quite diverse for GPT4.

Moreover, Bing performs better than the best
model from NLLB, which is in line with the auto-
matic metric. Nevertheless, both models have only
around 25% translation, which is error-free. In the
evaluation, it can be seen that there are quite a few
cases for both models to translate the sentence liter-
ally, which leads to some slang not being correctly
translated and, therefore, affects the quality of trans-
lation.

For our system, most errors stem from either
mistranslation or terminology, which is often corre-
lated since when a term is not correctly translated, it
often causes meaning loss in the sentence. It can also
be noticed that most of the sentences are often gram-
matically correct, which should be expected since
the decoder part of the Transformers is trained with
large amounts of English data and, therefore, should
be well-versed in grammar knowledge.

The result here shows that additional effort will
be needed to surpass one of the commercial trans-
lators, where there should be more effort put into
improving the model’s knowledge of terminology
and slang. For example, having a knowledge graph
and knowledge base to represent different terminol-

ogy and slang (Zhao et al., 2020; Han et al., 2020)
could potentially allow the model to understand more
terminology in Cantonese. Further pre-training in
Cantonese can potentially improve performance too.

5 Discussion and Conclusion

In this paper, we further investigated the system per-
formances from CANTONMT, an open-sourced plat-
form for Cantonese⇔English translation. We de-
signed HOPES metric for human evaluation pur-
poses, which is a simplified version of the HOPE
framework by Gladkoff and Han (2022). The sim-
plified HOPES metric has only four error types in-
cluding mistranslation (MIS), term errors (TERM),
style (STYLE), and grammatical errors (GRAM),
while keeping the original error severity features
from HOPE. The human evaluation result shows that
NLLP-mBART fine-tuned model has average error
score 12.58, vesus 8.3475 and 2.3575 from Bing and
GPT4-ft. Regarding error severity levels, NLLB-
mBART has fewer minor-errors than Bing, though
more major-errors at this stage.

As we mentioned in CantonMT (Hong et al.,
2024), in terms of concerns of data privacy such as
handling of sensitive data (e.g., in clinical applica-
tions related to health analytics of patient data (Han
et al., 2024)), CANTONMT can be fully controlled by
users without interference from any third parties. We
believe the performance of CantonMT models can be
continuously improved with more high-quality real
and synthetic data integrated for fine-tuning.



Metric NLLB Bing GPT4

MIS 4.8025 2.9875 0.7025
TERM 3.62 2.1425 0.655
STYLE 3.01 2.3975 0.8425
GRAM 1.1475 0.82 0.1575
Overall 12.58 8.3475 2.3575

Table 4: Average Score for Different Models and Metrics on Error Types

Errors NLLB Bing GPT4

No Error 81 119 242
Minor Error 183 206 144
Major Error 136 75 14

Table 5: Error Severity for different models (200 sentences x 2 annotators for each model)
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