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Abstract

In this thesis, we focus on detecting fine-grained semantic divergences—subtle meaning differences in sen-
tences that overlap in content—to improve machine and human translation understanding.

EN ... The Maple Leaf Forever served for many years as a Canadian national anthem...
FR ... The Maple Leaf Forever (en) qui est un chant patriotique pro canadien...

... The Maple Leaf Forever which is a Canadian patriotic song...

1 Introduction

A widespread hypothesis adopted by machine trans-
lation research is that a source text and its (hu-
man) translation—or parallel text—are equivalent
in meaning. In principle, this hypothesis drives the
way we think about our models when designing our
training losses and our evaluation metrics and pro-
tocols. Yet when humans translate, they make lexi-
cal decisions influenced by cultural and situational
aspects of language that break the hypothesis of
meaning equivalence in nuanced ways (Hirst, 1995;
Zhai et al., 2019). Consider the English and French
sentences above drawn from WikiMatrix (Schwenk
et al., 2021), a corpus that is routinely used to train
translation systems and is perceived as highly paral-
lel. While they share important content, highlighted
words convey meaning missing from the other lan-
guage (i.e., served for many years) or content re-
flecting fine-grained semantic divergences between
concepts that, although related, are not equivalent
(i.e., national anthem vs. patriotic song).

Regardless of why such subtle divergences ex-
ist in parallel texts, we hypothesize that they mat-
ter for machine translation systems—as they yield
challenging training samples—and for humans—
who might benefit from a nuanced understanding of

the source. Thus, in this line of work, we argue
that quantifying fine-grained divergences is crucial
to improve both machine and human translation
understanding across languages.

In what follows, we start by introducing meth-
ods for detecting fine-grained divergences in the
wild (Briakou and Carpuat, 2020). As we will see,
such methods lay the foundation for studying their
connection to machine translation models (Briakou
and Carpuat, 2021, 2022; Briakou et al., 2022) and
human evaluations pipelines (Briakou et al., 2023).

2 Detecting Fine-grained Divergences

In our first piece of work, we start our exploration
by asking: How frequent are semantic divergences
in parallel texts? Our goal is to address challenges
in detection of fine-grained divergences within bi-
texts in two settings: human annotation and auto-
matic prediction (Briakou and Carpuat, 2020).

Starting with human annotation, we contribute
the Rationalized English-French Semantic Diver-
gences corpus, based on a novel divergence anno-
tation protocol that exploits rationales to improve
annotator agreement. Annotations on the collected
dataset reveal that semantic divergences are surpris-
ingly frequent, comprising 40% of samples in a cor-
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pus consisting of Wikipedia-mined translations, and
are perceived as highly parallel.

After establishing that divergences exist, we
explore computational methods for detecting them
at scale, crucially, without assuming access to gold
supervision. To that end, we introduce a contrastive
loss designed to make a multilingual language
model sensitive to subtle cross-lingual differences
between linguistically motivated synthetic samples.
Despite being trained only on synthetic samples,
we show that our model detects fine-grained diver-
gences accurately, outperforming a strong sentence-
level similarity model (Schwenk and Douze, 2017).

3 Improving Machine Translation

Equipped with the tools that allow us to study diver-
gences at scale we now ask: How do fine-grained
divergences impact Neural Machine Translation?
We contribute a controlled empirical analysis on
several aspect of NMT models that are exposed to
different types and amounts of divergences at train-
ing time. Our findings reveal that small divergences
hurt translation accuracy and confidence of NMT
models, and crucially are one of the root causes that
lead to neural text degeneration, i.e., translation out-
puts that are incoherent or get stuck in repetitive
loops (Briakou and Carpuat, 2021).

Drawing from those findings, a natural question
arises: How can we mitigate the negative impact of
divergences on NMT? To this aim, we explore two
orthogonal strategies. Our first strategy intervenes
in the training assumption of translation equivalence
in parallel texts and aims to model divergences ex-
plicitly. Drawing from our prior work on automati-
cally detecting divergences, we propose a divergent-
aware framework—DIV-FACTORIZED—that incor-
porates token-level divergence signals into NMT
training (Briakou and Carpuat, 2021).

Our second strategy proposes an orthogonal
mitigation direction: instead of altering training to
model divergences closely, we aim to automatically
re-write divergent samples to yield more equivalent
translations. In this direction, we introduce two ap-
proaches to solve this problem in the lack of su-
pervised data. Our first approach—EQUIV SEM-
DIV—relies on synthetic translations, i.e., transla-
tions generated by MT, that selectively replace diver-
gent references under a semantic equivalence con-

dition (Briakou and Carpuat, 2022). Our extensive
evaluations on both intrinsic and extrinsic tasks for
two medium-resource languages show that this ap-
proach is capable of revising divergences in parallel
texts, given synthetic translations of sufficient qual-
ity. In our subsequent work, we address this prob-
lem in low-resource conditions via introducing—
BITEXTEDIT—an editing-based model that, given
a parallel text, edits one of the two references to
generate a refined version of the original as neces-
sary. Our editing model is trained solely on syn-
thetic supervision via leveraging recent advances in
bitext mining based on massively multilingual sen-
tence embeddings (Artetxe and Schwenk, 2019) and
is shown to utilize divergences more effectively in
heterogeneous data scenarios (Briakou et al., 2022).

4 Assisting Humans to Detect Translation
Differences in Meaning

After exploring how detecting semantic divergences
helps us improve machine translation understand-
ing, we finally turn to analyze ways of assisting hu-
mans in understanding and detecting translation dif-
ferences. Although detecting divergences in parallel
texts as a binary classification task, i.e., equivalence
vs. divergence, is found to be sufficient for augment-
ing and improving NMT, we hypothesize that other
task framings that shed more light on the nature of
divergences are needed to improve human transla-
tion understanding. In this direction, our last piece
of work asks: How can we explain semantic diver-
gences in a human-interpretable fashion?

To that end, we equip divergence detectors with
the ability to indicate not just whether divergences
exist but also tell us where the translation differ-
ences reside (Briakou et al., 2023). Drawing on
social science studies, we introduce a method to
extract contrastive phrasal highlights that explain
the predictions of our divergent detectors by ex-
plicitly modeling the relationships between the con-
trasted texts. We contribute evidence that con-
trastive phrasal highlights match human-provided
rationales of divergence better than standard high-
lighting approaches, and more importantly, they as-
sist bilingual speakers in annotating fine-grained di-
vergences, easing the need to ask for human ratio-
nales. Finally, we show that contrastive highlights
could help humans detect critical errors due to local
mistranslations in machine-translated texts.
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