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Abstract

In September 2023, the Government of Canada issued a Guide on the Use of Generative AI with recommen-
dations for Canadian government institutions and their employees. As other similar documents published by
various organizations in recent years, this document makes recommendations regarding transparency, stat-
ing that whenever generative AI is used to produce content, the reader should be informed that “messages
addressed to them are generated by AI”. While this guide does not address specifically the case of machine
translation, it does mention translation as a potential application of generative AI. Therefore, one question
that naturally arises is: Should machine-translated texts be explicitly labelled as AI-generated content wher-
ever they are used? In this position paper, we examine this question in detail, with the goal of proposing
clear guidelines specifically regarding MT, not only for government institutions, but for anyone using MT
technology. Our main conclusion is that machine-translated text is indeed AI-generated content. As such, it
should be explicitly marked everywhere it is used. We make recommendations as to what form this labelling
might take. We also examine under what conditions MT labelling can be removed or omitted.

1 Introduction

In September 2023, the Government of Canada is-
sued a Guide on the Use of Generative AI1, pro-
viding “preliminary guidance to federal institutions
on their use of generative AI tools”. Among other
things, this document makes recommendations re-
garding transparency, stating that whenever gener-
ative AI is used by Canadian government institu-
tions, the users should be informed that “messages
addressed to them are generated by AI” (Govern-
ment of Canada, 2023).

While the recommendations in this guide are
very general and do not target any one specific appli-
cation of generative AI, the authors explicitly men-
tion language translation as a potential use of these
technologies. But they don’t go as far as identify-
ing machine-translated text as AI-generated content.
Of course, machine translation and artificial intelli-
gence are very tightly linked, both historically and
technologically. Therefore, one question that natu-

rally arises is: Should machine-translated text be
explicitly labelled as AI-generated content wher-
ever it is used?

In this position paper, we examine this ques-
tion in detail, with the goal of proposing clear guide-
lines specifically regarding machine translation, not
only for government institutions, but for anyone us-
ing MT technology to produce versions of a text in a
language other than the one in which it was initially
written. We present the wider context in which this
question arises in Section 2, then address our funda-
mental question, as well as several others in Section
3. We wrap up with a summary of recommendations
in Section 4.

Our main conclusion is that machine-translated
text is indeed AI-generated content. As such, it
should be explicitly marked everywhere it is used.
We make recommendations as to what form this la-
belling might take. We also examine under what
conditions MT labelling can be removed or omitted.

1https://www.canada.ca/en/government/system/digital-government/digital-government-innovations...
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2 The Wider Context: Labelling of
AI-generated Content

In its recommendations to Canadian federal institu-
tions on the use of generative AI technologies, the
Guide on the Use of Generate AI includes guide-
lines on transparency: “To maintain public trust and
ensure the responsible use of generative AI tools,
federal institutions should [...] identify content that
has been produced using generative AI [and] no-
tify users that they are interacting with an AI tool”.
In particular, the guide contains a section about
“[d]istinguishing humans from machines”, with spe-
cific recommendations to “[i]nform users when mes-
sages addressed to them are generated by AI” or to
“use watermarks so that users can identify content
generated by AI” (Government of Canada, 2023).

These recommendations from the Government
of Canada are not an isolated case. Increasingly,
there has been pressure on Big Tech and media
to label AI-generated content (abbreviated AIGC
henceforth). The UNESCO’s 2022 Recommenda-
tion on the Ethics of Artificial Intelligence (UN-
ESCO, 2022), which was adopted by all 193 mem-
ber states in November 2021, includes a clause about
identifying AIGC:

127. Member States should ensure that
users can easily identify whether they are
interacting with a living being, or with
an AI system imitating human or animal
characteristics [...]

This principle is gradually taking the form of laws
and regulations in various places. For example,
the European Commission (EC) added labelling re-
quirements to its Code of Practice on Online Disin-
formation (European Commission, 2022), a volun-
tary framework of industry self-regulation to fight
disinformation, to which most AI actors have al-
ready agreed (one notable exception is X, formerly
Twitter, which pulled out during the summer of
2023). The EC’s Digital Services Act (DSA) (Euro-
pean Commission, 2024) includes provisions requir-
ing large online platforms to label “manipulated au-
dio and images” (O’Carroll, 2023; Zakrzewski and
Lima-Strong, 2023).

The United States, Canada and other countries
are expected to adopt similar rules shortly. The

United States government has recently convened the
major players in AI to adhere to a set of guide-
lines aimed at ensuring safe, secure, and trustwor-
thy AI. These guidelines specifically include provi-
sions to “[d]evelop and deploy mechanisms that en-
able users to understand if audio or visual content is
AI-generated, including robust provenance, water-
marking, or both, for AI-generated audio or visual
content.”2 A similar Code of Conduct (Innovation,
Science and Economic Development Canada, 2023)
was unveiled in Canada in September 2023, instruct-
ing companies to “[d]evelop and implement reliable
and freely available methods to detect content gen-
erated by their systems (e.g., watermarking)” and to
“[e]nsure that systems that could be mistaken for hu-
mans are clearly and prominently identified as AI
systems” (Thompson, 2023; Pisano, 2023).

While legislation and recommendations have
mostly focused on audio and video content, it is
clear that textual content should not be an excep-
tion. Generative AI tools based on Large Language
Models (LLMs) have rapidly been identified by an-
alysts as a potential risk for the massive increase
of dis- and misinformation. This topic was specif-
ically addressed during a workshop organized by
OpenAI, Georgetown University’s Center for Secu-
rity and Emerging Technology and the Stanford In-
ternet Observatory in October 2021.3 During this
workshop, the question of Digital Provenance Stan-
dards was specifically discussed (Goldstein et al.,
2023).

The primary goal of AIGC labelling is to fight
dis- and misinformation, but there is a more general
intention to inform users and create a more healthy
and transparent social environment where trust can
flourish, reflecting the ethical imperative “to not blur
the distinction between the categories of human and
machine” (Grinbaum and Adomaitis, 2022).

3 The Case of Machine Translation

In this document, we ask whether machine-
translated texts should be labelled as AI-generated
content wherever they are used. But before we
can address this question, we first need to clarify
whether MT is AIGC. Then, assuming it is, whether
it is appropriate to label it, and if so, where and how.
We address each of these questions (and more) be-

2https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-...
3https://openai.com/research/forecasting-misuse
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low.

3.1 Is Machine Translated Text “AI-generated
Content”?

TL;DR: Yes.
The Canadian Federal Government’s Guide on the
Use of Generative AI, as other similar documents,
cites language translation as an example of tasks that
generative AI can be used to perform or support. But
it doesn’t go as far as saying that machine-translated
text is AI-generated content. We examine this ques-
tion here.

When asked this precise question, it is surpris-
ing to see how many MT researchers and practi-
tioners are hesitant or even reluctant to answer un-
equivocally. In practice, many of these people don’t
see themselves as “doing AI”. They typically view
their activity or area of expertise as either computa-
tional linguistics, natural language processing, ma-
chine learning, etc., but not AI. When pressed, many
will highlight that AI is a badly defined concept to
start with (more on this below), that it is a catch-all
term or worst, just a buzzword. It is open for debate
whether this tendency to dissociate with the “AI” la-
bel is the result of a conscious decision or just the
self-preservation instinct of those who have survived
a couple of AI winters!

Researchers have been studying the problem
of automatic language translation for more than 60
years. But since the beginning, MT research was not
only an end in itself: over time, it proved a fertile
ground for the development and testing of some of
the central ideas and methods of the artificial intel-
ligence landscape: language analysis, understand-
ing and generation, knowledge representation, pat-
tern recognition, machine learning and, more re-
cently, neural networks and deep learning, to name
just a few. Today, the methods used for most text-
generation AI applications are increasingly similar
to those used for MT: the Transformer neural net-
works used in the vast majority of LLMs were first
developed for translation (Vaswani et al., 2017). In
some cases the tools (models, etc.) are literally the
same: conversational AI systems are now increas-
ingly used to translate text between many languages
(Jiao et al., 2023; Hendy et al., 2023).

But does that make MT “artificial intelli-
gence”? To answer this question, we also need to
ask: What is Artificial Intelligence? In their classic
AI textbook, Russell et al. (2010) cite no less than
eight definitions of AI, among which the two fol-
lowing:

• “The art of creating machines that perform
functions that require intelligence when per-
formed by people.” (Kurzweil et al., 1990)

• “The study of how to make computers do things
at which, at the moment, people are better.”
(Rich and Knight, 1990)

Britannica, the web version of the well-known en-
cyclopedia, describes AI as: “the ability of a digital
computer or computer-controlled robot to perform
tasks commonly associated with intelligent beings.”4

And more recently, Coursera, the online learning
platform, talks about “the theory and development of
computer systems capable of performing tasks that
historically required human intelligence”.5

Admittedly, these are very broad and vague
definitions. Yet it seems fairly uncontroversial to
claim that translation is a task “that historically re-
quired human intelligence”, that is “commonly as-
sociated with intelligent beings”, at which “at the
moment, people are better” or that “require[s] intel-
ligence when performed by people.”

To sum up: whether we look at it from a histor-
ical, technological or theoretical perspective, MT is
AI, and therefore MT text is AI-generated content.

3.2 Should MT be labelled as AI-generated
content?

TL;DR: Yes.
If MT text is AIGC, then it follows that any policy
for AIGC should apply to MT as well. In the eyes
of many, however, not all AI is made equal. For
example, most would agree that a picture that was
“enhanced” using a cell phone’s AI-based photo im-
provement app doesn’t quite fall into the same cate-
gory as a photo-realistic image generated from a text
prompt by a deep learning, text-to-image model.6 In
the case of machine translation, the text is gener-
ated from an input text which we assume was itself
written by a human. Because the translation aims at

4https://www.britannica.com/technology/artificial-intelligence
5https://www.coursera.org/articles/what-is-artificial-intelligence
6Interestingly, we can ask whether photo-realistic image generation is AI, by any of the definitions in Section 3.1.
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rendering the meaning of the source text in the target
language as accurately as possible, it is tempting to
see MT as merely an intermediary in the communi-
cation, a kind of “filter”.

However, as argued earlier, the methods used
for MT and those used for other text-generation ap-
plications are increasingly similar, when they are
not altogether the same. Therefore, the risks inher-
ent to the use of machine translation are essentially
the same as those typically associated with chatbots
and other conversational generative AI applications.
There is a growing body of reported cases of MT
errors with potentially grave consequences for peo-
ple. Of course, there is the infamous example of the
man who was arrested by the police in 2016, after
Facebook’s MT translated his “Good Morning” post
to “hurt them” in English and “attack them” in He-
brew (Hern, 2017). But much more recently, Meta’s
MT was reported to add the word “terrorist” to some
Palestinian users’ Instagram profiles (Taylor, 2023).
Again, in recent news, there were numerous reports
of asylum applications being mishandled by United
States immigration as a result of their over-reliance
on MT (Liebling et al., 2020; Bhuiyan, 2023; Deck,
2023). MT systems routinely used by medical doc-
tors in the United States when interacting with pa-
tients who don’t speak English (Mehandru et al.,
2022) have been shown to produce errors in medical
documents, some of which can cause harm to pa-
tients (Khoong et al., 2019; Mehandru et al., 2023).

In summary, there is no good reason to believe
that the nature of the risks inherent to MT are sub-
stantially different from that of those feared in other
AIGC applications. Therefore, we recommend that
MT should be labelled as AI-generated content.

3.3 Should there be a specific “MT” label?

TL;DR: Yes.
One of the purposes of labelling AIGC is, as

UNESCO puts it, to “ensure that users can easily
identify whether they are interacting with a living
being, or with an AI system imitating human or an-
imal characteristics”. In the case of MT, however,
there are additional reasons to do that.

Even though the quality of translations pro-
duced by MT has greatly improved over the past
few years, systems are still known to produce er-
rors. In general, MT quality is highly dependent
on text domain and genre, but more importantly on

the specific language pair involved (Hendy et al.,
2023). Even for well-resourced language pairs such
as English-German, accuracy errors (word or phrase
mistranslations) make up the majority of problems
and are still more than three times more likely to
appear in state-of-the-art MT output than in trans-
lations produced by professional translators (Freitag
et al., 2021). As pointed out by Vieira (2020): “MT
has great potential to facilitate and promote mul-
tilingualism, but its speed and usefulness may also
prompt end-users to underestimate the complexities
of translation while overestimating the capabilities
of the technology, which in turn may lead to its mis-
use.” This has prompted the need for a new type of
digital literacy, what has been called MT literacy:
“Using machine translation is easy; using it criti-
cally requires some thought. When faced with free,
online machine translation, the important question
is not how to but rather whether, when, and why to
use this technology.” (Bowker, 2019b; Bowker and
Ciro, 2019)

But MT literacy itself is useless if users are
unaware that a particular piece of text is machine-
translated. Therefore, for users to develop and make
use of their judgement when dealing with MT out-
put, it must be explicitly marked as such.

3.4 What should an “MT label” look like?
Obviously, an MT label should state that a given
text is a translation and that the translation was per-
formed by a machine. But any additional informa-
tion that can help the user better assess the risks as-
sociated with MT can be useful. For example, an
MT label might include:

• The source language. Knowing the source lan-
guage may alert the user to specific kinds of er-
rors, and therefore help them better assess the
risk.

• The source text or, more conveniently, a pointer
to the source version of the text. The user may
be fluent enough in the source language that
they prefer reading the original. Or they might
know someone who does and who might be
willing to verify the translation. Or they might
have other tools at their disposal to help them
assess the quality of the translation.

• The name of the MT system that generated it
(possibly a detailed signature). Knowing what
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system was used might help the user better as-
sess the risks.

• A timestamp indicating when the translation
was generated. Knowing that a translation was
produced a (relatively) long time ago may in-
form the user about the expected quality.

• A full disclaimer or warning, informing the
user of the potential risks associated with the
technology, and/or pointing to resources on MT
literacy.

Putting all this information inside a label might be
cumbersome. A better approach would be to have
a short text advising that “This text was translated
from ⟨SourceLanguage⟩ by AI”, followed by a link
or reference to a document with more detailed in-
formation. The label should be written in the same
language as the text itself. However, a link or refer-
ence to a version of the disclaimer in the document’s
source language could also be useful.

For organizations with large publication bases,
it might be relevant to design a standard logo to ac-
company the label, thus making the texts (and their
associated risks) easier and quicker to recognize by
users.

3.5 Labelling vs. Watermarking
TL;DR: Labelling.

In the conversation about transparency and
AIGC, there sometimes appears to be some confu-
sion between labelling and watermarking. It is im-
portant to distinguish between the two.

According to Wikipedia: “A label (as distinct
from signage) is a piece of paper, plastic film, cloth,
metal, or other material affixed to a container or
product, on which is written or printed information
or symbols about the product or item. Information
printed directly on a container or article can also
be considered labelling. [...] Labels may be used
for any combination of identification, information,
warning, instructions for use, environmental advice
or advertising.”7 Disregarding the physical medium
on which labels are said to be printed (“. . . a piece
of paper, plastic film, cloth. . . ”) this definition fits
nicely with what most people have in mind when
talking about labels for AIGC.

Watermarking is quite a different beast. Ini-
tially, the term watermark referred to a recognizable

image or pattern in paper used to determine authen-
ticity. The concept was ported to the digital world
in the form of “digital watermarks”, i.e. markers
covertly embedded in digital content. Digital water-
marks have been used for a wide range of applica-
tions, such as copyright protection, source tracking,
ID card security, fraud and tamper detection, etc.

While this sort of digital watermarking has
been more commonly applied to audio, video or im-
age data, techniques also exist for the watermarking
of AI-generated text. For example, as early as 2011,
Venugopal et al. (2011) proposed a watermarking
method for statistical MT that operated by biasing
the text generation towards a given portion of the
lexicon, i.e. by favouring certain words over oth-
ers. Text generated in this fashion could then be
identified with high accuracy using a statistical test
that “knew” the details of the bias. Similar meth-
ods have now been proposed for general neural text-
generation applications (Kamaruddin et al., 2018;
Kirchenbauer et al., 2023). Alternatively, some are
advocating for “AI to have its own alphabet” (Croll,
2023): under such a scheme, MT systems would
naturally produce text using a dedicated character
encoding that would uniquely identify its synthetic
origin.

For technology provider, the main purpose of
watermarking is to be able to detect AI-generated
text, especially content that was generated using
their own technology, to avoid the model degrada-
tion that comes from training on synthetic data (Ale-
mohammad et al., 2024; Shumailov et al., 2024).
Because of the requirements of this application,
the watermarking techniques developed for MT and
other text-generation are typically designed to be re-
sistant to later transformations to the text, such as re-
visions or post-editing, at least up to a certain point.
As a result, a technique such as that of Venugopal
et al. (2011) makes it possible to recognize MT text
even if the text has been manually edited, for exam-
ple by a translator. While this is an advantage for
excluding MT data from future training sets and test
data, it is problematic if the marking is required to
be reversible, i.e. if we need to be able to “unmark”
or “unlabel” text at will, as is the case here (see Sec-
tion 3.8).

Another important requirement for the applica-
tion we are interested in here is perceptibility: What-

7https://en.wikipedia.org/wiki/Label
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ever form the labelling takes, the user must be able
to see it (or hear it, sense it, etc.) somehow. While
both types of watermarking above (encoding-based
and lexical) can be detected using computer func-
tions, they are not inherently perceptible.

A final problem with such watermarking is
that it either disappears or becomes very difficult
to detect as soon as the text is printed on a “hard”
medium, such as a (paper) book, a restaurant menu,
a road sign, etc. Similarly, watermarking may be
lost to someone accessing the information through a
screen reader, an audio recording, a braille reader or
some other assistive technology.

In the end, for the purposes of informing the
end user that a text was machine-translated, a textual
label appears to be the simplest and most effective
solution. This is what we recommend. However,
depending on the intended use of the text, nothing
precludes MT text to be both labelled and water-
marked.

3.6 How do we know it’s MT in the first place?
TL;DR: We don’t, and so we must rely on voluntary
identification.

3.6.1 Automatic Detection
Regulators (the EU, etc.) emphasize the responsi-
bility of technology providers in developing ways
to automatically detect AIGC. But most actors in
the field recognize that building (and maintaining)
such technology is a huge challenge, if not a losing
battle altogether (Jovanović et al., 2024; Sadasivan
et al., 2024; Krishna et al., 2023; Heikkilä, 2022).
Some have recently proposed that any organisation
developing a foundation model intended for public
use (such as a LLM) should be required by law to
demonstrate a reliable detection mechanism for the
content generated by the model, as a condition of its
public release, and make that detection mechanism
freely available to users (Knott et al., 2023). While
technology exists to do just that (see Section 3.5), no
such legislation has appeared anywhere yet.

For MT, some people have looked at the prob-
lem of automatic detection in the past (see for exam-
ple Bhardwaj et al. (2020)), and there are possibly
some specific situations where it can be done reli-
ably. For example, detection may be straightforward
if watermarking has been used and the correspond-

ing detection algorithm is available or when the
challenge is to find out whether a specific MT sys-
tem has been used, using methods similar to those
developed for plagiarism detection (van der Werff
et al., 2022). But for the general case, automatic de-
tection of MT is probably not a viable approach.

3.6.2 Voluntary Labelling

Regarding general AIGC, early actions on the pub-
lishing side of Big Tech (social media, etc.) have
focused on voluntary labelling by content produc-
ers (Suciu, 2023). For example, TikTok is encour-
aging users to label their AI-generated content as
such (Sato, 2023), and Google and Meta require dis-
closure of AI content in political ads (Duffy, 2023;
Isaac, 2023). At the AIGC-producing end, OpenAI
puts restrictions on what can and cannot be done
with their products. Their Usage Policies have re-
quirements of transparency for some specific us-
ages, encouraging users to “disclose to people that
they are interacting with AI”.8

Regarding MT, some MT providers (for exam-
ple, Systran9) offer the possibility of including some
form of labelling or watermarking in their system’s
output. But very often, MT is just one component
within a larger application, and the MT system is
not the one ultimately responsible for the display of
its output.

Therefore, it should be the responsibility of
whoever is disseminating (publishing, sending,
posting, etc.) a machine translated text to propagate
the label for that text if it already exists, or to create
one if it doesn’t.

It should be noted that this has implications for
language service providers (LSPs): organizations
who outsource the translation of their content to
public or private-sector services will want to know
whether their translation providers are using MT as a
“productivity tool”, and if so, whether all translated
content has been manually verified and edited as re-
quired (see Section 3.8). Therefore, there should
be a requirement for LSPs to appropriately label the
texts they return to their clients.

But in the end, our recommendations apply to
all: anyone disseminating machine translated texts
or using MT to create content is responsible for la-
belling their content as appropriate.

8https://openai.com/policies/usage-policies/
9https://docs.systran.net/translate/en/user-guide/translation-tools/file-translation...
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3.7 Where should MT be labelled?

TL;DR: Everywhere.
Should MT text be labelled everywhere it is

used? Or should it be limited to institutional web-
sites and other high-visibility communication chan-
nels with users? Should it apply only to con-
tents with long shelf-life or should it also be used
for punctual communication such as social media
posts and institutional or commercial emails? What
about institution-internal and personal communica-
tion: email, instant messaging, forms, software user
interfaces, etc.?

There are clearly downsides to systematic,
wall-to-wall labelling. Text is first and foremost a
means of communication, and effective communi-
cation as is required from public and private institu-
tions should be clear, precise and to the point. La-
bels may conflict with other visual requirements of
the text, get in the way of communication and af-
fect the user experience in unwanted ways. One ex-
treme example that comes to mind is MT for soft-
ware localization, where textual content often takes
the form of individual words or phrases in buttons,
menus, etc. Another example is column or row
headers in tables or short captions in figures of au-
tomatically generated web pages. When these text
items are machine-translated, it is not obvious how
to label them clearly, especially if they are mixed
with other, non-MT’d elements and if the labels
should carry all the relevant information (see Sec-
tion 3.4).

But then, how does one decide what to label
and when? On the related topic of when and how
MT text should be post-edited by professional trans-
lators, it has been suggested that the level of human
intervention should relate to the purpose, value and
shelf-life of the content (Way, 2013). Following this
logic, labelling would be more appropriate for texts
that are expected to have a longer shelf-life or are
deemed to be more valuable or serve a more im-
portant purpose. But how do we measure value or
purpose? And, perhaps more importantly, how do
we measure the effect of translation errors on users?
We have seen earlier how some errors can have seri-
ous consequences for users, even in short-lived, ca-
sual settings (see Section 3.2). It has also been ob-
served that small errors, inconsequential in appear-
ance, if they are recurring, may have just as serious
effects on users as more critical errors, by gradu-

ally eroding the confidence of users over time. Re-
search in the field of User Experience suggests that
it may be useful to consider interactions with MT
not only as static and isolated events but as part of
a communicative process in the short and long term
(Guerberof-Arenas and Moorkens, 2023).

Risks in translation (either human or computer)
are a somewhat understudied area. In one of the few
studies on the subject, Canfora and Ottmann (2018)
hypothesize that in the realm of translations, as in
areas where risks have been studied more systemat-
ically (healthcare, aviation, chemical industry, etc.),
severe accidents are likely not caused by one sin-
gle error but are the result of several failures, each
of which would individually lead to only uncriti-
cal incidents. Furthermore, they suggest that all in-
cidents, regardless of their severity, have the same
root causes and that near misses are nothing but haz-
ardous situations that only by chance did not turn
into major accidents. One important implication of
this observation is that we can effectively reduce the
probability of severe accidents by reducing the num-
ber of near misses and minor incidents.

This suggests that the right way to go is to
systematically label MT everywhere it is used. If
the purpose of labelling is “to not blur the distinc-
tion between the categories of human and machine”
(Grinbaum and Adomaitis, 2022), then this is the
logical approach. For users who are knowledgeable
about the limitations of MT, this will have the effect
of “raising the right flags”. And for those who are
not, it will foster MT literacy by exposing users to
“positive” and “negative” examples in various types
of communication settings.

For situations where systematic and precise la-
belling might interfere with effective communica-
tion or with user experience, the best solution may
be to have a general disclaimer at the top or bottom
of the display (web page, document, form, etc.) stat-
ing that “some elements of this page may have been
generated by MT”, with a link or a reference to re-
sources where the user may find more information.
At the other end of the spectrum, for a very long
machine-translated document, it may be necessary
to repeat this disclaimer periodically.

3.8 What if the MT text was post-edited or
verified by a human?

TL;DR: The label can be removed or omitted.
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The question of transparency for AIGC is in
large part one of responsibility and liability: If a
person, either natural or juridical, is willing to stand
behind a given content, i.e. certify or guarantee that
this content is accurate, adequate, well-formed and
fit-for-purpose, then in principle, this should suffice
for that content to be viewed as “human-equivalent”.
And from there, remove any AIGC label that may
have initially been affixed to that content, i.e. “unla-
bel” it.

In the case of MT, this “approval” amounts to
certifying that the content is an accurate and well-
formed (“fit-for-purpose”) version in the target lan-
guage of the source text of which it is a translation
(Bowker, 2019a). In an ideal world, such verifica-
tion would always be done by a professional trans-
lator, but in many practical settings, it can be per-
formed by a competent, bilingual individual with a
good knowledge of the original text domain, target
audience and communicative intent of the transla-
tion.

“Responsibility” is the key word here: by
removing an MT label or omitting to label MT-
generated text, one is effectively taking personal re-
sponsibility for the validity and quality of that con-
tent (or, conversely, for any translation error that it
may contain).

3.9 What if the source text that was
machine-translated is itself AIGC?

TL;DR: It should be labelled as AIGC and MT.
This case is simple: any content naturally in-

herits characteristics of every step or processing it
went through. So a text that was originally generated
by an AI system (say, ChatGPT, as a response to a
prompt or question) and then machine translated (ei-
ther by the same system or a different one) remains
fundamentally AI-generated. In principle, this kind
of text would carry both labels: AIGC and MT. And
to remove both labels, one would have to validate for
each separately, i.e. make sure that the source text
is factually accurate, grammatically correct, etc. and
then make sure that its translation is adequate, gram-
matically correct, etc.

4 Summary of Recommendations

Machine translation is AI-generated content. As
such, it is subject to the same recommendations as
other AIGC. Our recommendation is that machine-

translated text be systematically labelled every-
where it is used. The label should explicitly say that
the content was machine-translated and specify the
language from which it was translated; if possible,
the label should also provide a link or reference to
the original text, as well as pointers to general re-
sources about MT literacy.

The only condition under which such a label
could be omitted or removed is if the entirety of the
affected text has been verified and certified fit-for-
purpose, ideally by a professional translator, other-
wise by a competent bilingual who accepts full re-
sponsibility for the quality and appropriateness of
the translation.

Acknowledgements

This work has greatly benefited from conversations
with and comments from many people. I wish
to express special thanks to (in alphabetical order)
Gabriel Bernier-Colborne, Lynne Bowker, Atsushi
Fujita, Cyril Goutte, Rebecca Knowles, Samuel
Larkin, Chi-kiu Lo, Alan Melby and Joss Moorkens.

References
Alemohammad, S., Casco-Rodriguez, J., Luzi, L., Hu-

mayun, A. I., Babaei, H., LeJeune, D., Siahkoohi, A.,
and Baraniuk, R. (2024). Self-Consuming Generative
Models Go MAD. In The Twelfth International Con-
ference on Learning Representations.

Bhardwaj, S., Alfonso Hermelo, D., Langlais, P., Bernier-
Colborne, G., Goutte, C., and Simard, M. (2020). Hu-
man or Neural Translation? In Scott, D., Bel, N.,
and Zong, C., editors, Proceedings of the 28th Interna-
tional Conference on Computational Linguistics, pages
6553–6564, Barcelona, Spain (Online). International
Committee on Computational Linguistics.

Bhuiyan, J. (2023). Lost in AI translation: growing re-
liance on language apps jeopardizes some asylum ap-
plications. The Guardian. Thu 7 Sep 2023.

Bowker, L. (2019a). Fit-for-purpose translation. In
The Routledge handbook of translation and technology,
pages 453–468. Routledge.

Bowker, L. (2019b). Machine translation literacy as
a social responsibility. In Adda, G., Choukri, K.,
Kasinskaite-Buddeberg, I., Mariani, J., Mazo, H., and
Sakriani, S., editors, Proceedings of the 1st interna-
tional conference on Language Technologies for All

Proceedings of the 16th Conference of the Association for Machine Translation in the Americas,

Chicago, USA, September 30 - October 2, 2024. Volume 1: Research Papers

© 2024 His Majesty the King in Right of Canada, as represented by the National Research Council Canada

https://openreview.net/pdf?id=ShjMHfmPs0
https://openreview.net/pdf?id=ShjMHfmPs0
https://aclanthology.org/2020.coling-main.576
https://aclanthology.org/2020.coling-main.576
https://www.theguardian.com/us-news/2023/sep/07/asylum-seekers-ai-translation-apps
https://www.theguardian.com/us-news/2023/sep/07/asylum-seekers-ai-translation-apps
https://www.theguardian.com/us-news/2023/sep/07/asylum-seekers-ai-translation-apps
https://lt4all.elra.info/proceedings/lt4all2019/pdf/2019.lt4all-1.27.pdf
https://lt4all.elra.info/proceedings/lt4all2019/pdf/2019.lt4all-1.27.pdf


(LT4All), pages 104–107, Paris, France. European Lan-
guage Resources Association.

Bowker, L. and Ciro, J. B. (2019). Machine transla-
tion and global research: towards improved machine
translation literacy in the scholarly community. Emer-
ald Publishing, Bingley, first edition edition. OCLC:
on1075580986.

Canfora, C. and Ottmann, A. (2018). Of ostriches, pyra-
mids, and Swiss cheese: Risks in safety-critical trans-
lations. Translation Spaces, 7(2):167–201.

Croll, A. (2023). To Watermark AI, It Needs Its Own Al-
phabet. Wired. July 27, 2023.

Deck, A. (2023). AI translation is jeopardizing Afghan
asylum claims. Rest of World. 19 April 2023.

Duffy, C. (2023). Google to require disclosures of AI con-
tent in political ads. CNN. Fri September 8, 2023.

European Commission (2022). The 2022 Code of Practice
on Disinformation | Shaping Europe’s digital future.

European Commission (2024). The Digital Services Act
package | Shaping Europe’s digital future.

Freitag, M., Foster, G., Grangier, D., Ratnakar, V., Tan,
Q., and Macherey, W. (2021). Experts, Errors, and
Context: A Large-Scale Study of Human Evaluation
for Machine Translation. Transactions of the Associa-
tion for Computational Linguistics, 9:1460–1474.

Goldstein, J. A., Sastry, G., Musser, M., DiResta,
R., Gentzel, M., and Sedova, K. (2023). Genera-
tive language models and automated influence oper-
ations: Emerging threats and potential mitigations.
arXiv:2301.04246 [cs].

Government of Canada (2023). Guide on the use of gen-
erative AI.

Grinbaum, A. and Adomaitis, L. (2022). The ethical
need for watermarks in machine-generated language.
arXiv:2209.03118 [cs].

Guerberof-Arenas, A. and Moorkens, J. (2023). Ethics
and Machine Translation: The End User Perspective.
In Moniz, H. and Parra Escartı́n, C., editors, Towards
Responsible Machine Translation: Ethical and Legal
Considerations in Machine Translation, pages 113–
133. Springer International Publishing, Cham.
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