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Abstract

In this position paper, we examine ways in which researchers in machine translation and translation studies
have approached the problem of evaluating the output of machine translation systems and, more broadly,
the questions of what it means to define translation quality. We explore their similarities and differences,
highlighting the role that the purpose and context of translation plays in translation studies approaches. We
argue that evaluation of machine translation (e.g., in shared tasks) would benefit from additional insights from
translation studies, and we suggest the introduction of an “evaluation brief” (analogous to the “translation
brief”) which could help set out useful context for annotators tasked with evaluating machine translation.

1 Introduction

The evaluation of translation quality remains a chal-
lenge in the fields of machine translation (MT) and
translation studies (TS). Evaluation methods relying
on human judgement have changed and developed
alongside advances in machine translation technol-
ogy. In MT, the longstanding goal of these evalua-
tion approaches has been to provide a standardized
and possibly even “objective” evaluation process. In
this work, we will draw on complementary perspec-
tives from MT and TS.1 We will show that there
are similarities and connections between the fields’
views on evaluation, as well as areas where insights
from TS could be used to inform and improve ap-
proaches to human evaluation of MT.

Controversies resulting from claims that MT
quality has reached “parity” with humans (Hassan
et al., 2018) as well as problems with human evalu-
ation campaigns at the Workshop on Machine Trans-
lation (WMT) have led to MT researchers shin-

ing a spotlight on evaluation protocols and their
challenges (Toral et al., 2018; Läubli et al., 2018;
Knowles, 2021; Castilho and Knowles, 2024, i.a.)—
this has also piqued the interest of researchers in TS
(e.g., Krüger, 2022).

While many previous works in the MT liter-
ature on problems in human MT evaluation have
examined questions like how to set up the evalua-
tion process, how to incorporate context, and how to
standardize annotator scores, it is rarer for them to
focus specifically on the definition at the core of this
process: what is translation quality?

In this paper, we investigate how perspec-
tives on that question differ between researchers
in the fields of MT and TS. We begin with MT
researchers’ perspectives on current methodologies
in human evaluation, focusing on what attributes
of quality these evaluations prioritize. We then
present a view of theoretical and practical dimen-
sions of translation quality assessment (TQA) within
TS in academia and industry. We explore TQA

1This paper stems from ongoing research conversations about translation quality and its evaluation between researchers in MT and
TS, with this work primarily aimed at an audience familiar with the MT literature.

Proceedings of the 16th Conference of the Association for Machine Translation in the Americas,

Chicago, USA, September 30 - October 2, 2024. Volume 1: Research Papers

© 2024 His Majesty the King in Right of Canada, as represented by the National Research Council Canada



models in academia such as House’s TQA model,
Williams’ argumentation-centered approach, Col-
ina’s approach, and industry-driven approaches like
Multidimensional Quality Metrics (MQM). Follow-
ing a comparative analysis of these methodologies,
we highlight one particular facet of quality evalua-
tion that is present in the TQA models but frequently
absent from the MT research approaches: an ac-
knowledgement of the purpose of a given translation
and the context in which it is produced and expected
to be used.

We take the position that MT research could
benefit from incorporating these TS perspectives,
and we conclude this work by considering how this
could be done in practice. Translators are sometimes
given a “translation brief” describing the goals of
the translation, the intended audience of the trans-
lation, and other important contextual information;
we propose an analogous “evaluation brief” to serve
a similar role in human evaluation of translation. We
then discuss how this additional context could be
implemented in practice in MT evaluation, includ-
ing the importance of being aware of how the anno-
tator population differs or is similar to the expected
end users of the MT system being evaluated (e.g., in
terms of subject area knowledge, dialect, context,
etc.), as problems in evaluation could arise due to
a mismatch.

2 MT Researcher Perspectives

Since early MT experiments, human evaluation has
been positioned as the ideal form of evaluation,
with automatic metrics seen as a necessary stand-
in. Even BLEU (“bilingual evaluation understudy”),
in its name, considers automatic metrics an “under-
study” to human evaluators (Papineni et al., 2002).
How those human evaluations should be produced
has been an open question, with a rotating cast of
proposed methodologies and definitions of quality.
The methodologies, procedures, and interfaces used
for collecting evaluations include sliders with a con-
tinuous scale, discrete scales, ranking, annotations

of the text, among others. These are often discussed
in conjunction with the aspects of quality being con-
sidered (e.g., discrete scales for adequacy and flu-
ency2), with terminology surrounding methodolo-
gies and interfaces blurring the line between the in-
terface itself and the questions that annotators are
being asked about quality. But in practice these
are orthogonal concerns; various interfaces could be
paired with any number of questions about differ-
ent aspects of quality. This paper categorizes hu-
man evaluation methodologies used in MT evalua-
tion into three broad (and sometimes overlapping)
groups: manual scoring, semi-automatic (or, from
another perspective, this could be viewed as semi-
manual), and task-based. We also touch on how
these groups of evaluation methodologies typically
address questions of quality, and which aspects of
quality are regularly considered in MT human eval-
uation.

We define “manual scoring” evaluations as
evaluations in which an annotator directly provides
a score or ranking to one or more systems. Early
evaluations at shared tasks asked annotators to judge
adequacy and fluency on 5- or 7-point scales (LDC,
2002; Koehn and Monz, 2006; Callison-Burch et al.,
2007, i.a.) and this approach is frequently revis-
ited in other proposed variants, such as the rating
of semantic faithfulness to source text in Licht et al.
(2022). In later system ranking tasks (Vilar et al.,
2007; Callison-Burch et al., 2007, 2008, 2009, i.a.),
annotators were asked “to rank the translations from
best to worst (ties are allowed)” (Bojar et al., 2016),
without specific guidance about what aspects would
make one translation better or worse than another.
Recent WMT annotation campaigns have used di-
rect assessment (DA; Graham et al., 2013a, 2014,
2016), where annotators provide a score from 0-
100 on a sliding scale. These began with asking
for adequacy-oriented human judgements, but were
gradually replaced with questions including both
meaning and grammar (Kocmi et al., 2023).3 We
include some of the exact questions for human an-
notators in WMT evaluation campaigns for refer-

2Adequacy is defined in terms of the amount of meaning carried over from the source sentence to the translation, while fluency
focuses on whether the target language text is grammatical or natural-sounding regardless of semantic content. At times these have
been referred to by other terms as well. In earlier stages of MT development, adequacy and fluency were found to be highly correlated,
and evaluations shifted to focus only on adequacy (Callison-Burch et al., 2007). More recent research argues that “accuracy and fluency
are positively correlated at the level of the corpus but trade off at the level of individual source segments” (Lim et al., 2024).

3Notably, the most recent scale design in Kocmi et al. (2022, 2023, 2024) violates best practices in measurement theory and ques-
tionnaire design by incorporating these two distinct aspects into a single rating scale (Fowler, 2013, p. 81-82).
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ence in Appendix A. In addition to their similarity
in terms of annotators directly providing some sort
of score for a translation, these approaches have all
been challenged at various points due to issues relat-
ing to inter- and intra-annotator consistency.

We define our second category of “semi-
automatic” evaluations as ones in which an annota-
tor provides some sort of annotation (or transforma-
tion like post-editing) to the text, and then a score for
the MT is computed (automatically) based on the an-
notations. This includes approaches such as Human-
targeted Translation Edit Rate (HTER; Snover et al.,
2006), where the edit rate (an automatic measure of
the number of changes/difference) of MT output is
measured against the (human) post-edited version,
rather than a generic reference, with the expectation
that that MT output with higher translation quality
requires fewer edits in order to produce an accept-
able post-edited translation. Other approaches in-
volve the annotation of errors using an error typol-
ogy (e.g., Multilingual Quality Metrics, MQM; Bur-
chardt, 2013) followed by computing a score based
on the number and severity of errors. Similar ap-
proaches, such as HMEANT (Lo and Wu, 2011)
and HUME (Birch et al., 2016), involve annotat-
ing the shallow semantic structures/units and trans-
lation correctness of each semantic unit in the MT
output, followed by aggregating these correctness
annotations into a score for the translation quality
at sentence level. Semi-automatic approaches tend
to have more well-defined instructions for annota-
tors. However, even these may have ambiguities in
the interpretations of the evaluation task. Al Sharou
and Specia (2022) described challenges in consis-
tency of annotating critical errors using an error ty-
pology, noting the importance of annotator training
while also acknowledging that ambiguities and con-
fusion may nevertheless persist. Lo and Wu (2014)
and Birch et al. (2016) both showed that there are
compounding disagreements between annotators at
the end of the evaluation task using HMEANT and
HUME.

The third group consists of task-based evalua-
tions. In this type of extrinsic evaluation, annota-
tors are asked to use MT output to perform a task,
e.g., template filling in Laoudi et al. (2006), ques-
tion answering in Jones et al. (2007), semantic pars-

ing in Moghe et al. (2023), etc.; the performance on
the downstream task is scored. These scores are in-
terpreted as the usefulness of the MT output for the
downstream task and used to form a score or ranking
of the translation quality of the underlying MT sys-
tem. These task-based approaches typically do not
ask annotators to directly judge aspects of MT qual-
ity. Instead, they emphasize the utility/usefulness
aspect of the translation and implicitly ask “Is the
quality of the MT good enough for the annotator to
perform the requested task?”, “Does one MT system
better enable annotators to complete the task than
another MT system?”, or similar questions.

As far as we can tell, the specific form of the
questions posed/directions given to annotators are
(with a few exceptions) rarely studied by MT re-
searchers in order to ensure their validity or re-
liability. In general, despite its goals of produc-
ing “objective” scores, human evaluation in MT re-
search has tended to focus either on high-level and
potentially undefined or underspecified aspects like
generic “quality”, divided quality into adequacy and
fluency, defined MT performance based on down-
stream task performance, or used error typologies.
Graham et al. (2012) raised the question of whether
identifying the “components” of quality that anno-
tators used in their decisions could help to improve
the reliability and validity of future evaluations.

3 Translation Studies (TS) Perspectives

We now explore perspectives on translation qual-
ity and translation quality assessment (TQA)4 from
TS academia and industry. Academic research in
TS often explores theoretical frameworks, pedagog-
ical implications, and methodological innovations
(Jakobsen, 2017; Carl, 2021, i.a.), and the trans-
lation industry tends to focus on operational effi-
ciency, quality assurance, and client satisfaction,
frequently employing quantitative measures and
standardized processes to ensure consistency and
reliability in translation outputs (Williams, 2004;
Pym, 2019; Bowker, 2019, i.a.). Drugan (2013)
and Castilho et al. (2018) note the challenges of
TQA in practical settings, with an eye toward real-
world applicability, often within the constraints of
tight timelines and specific client needs. Although
there is a significant body of research within TS

4TQA is a branch of translation criticism (Holmes, 1988, p. 78), concerning “how to tell whether a translation is good or bad”
(House, 2015).
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that is process-oriented (Dimitrova, 2010; Saldanha
and O’Brien, 2014, i.a.), in this paper we focus
on product-oriented aspects of translation, as these
align more with the areas of MT evaluation research
that we also examine.

3.1 Definitions of Translation Quality

In TS, quality has been conceptualized through di-
verse contexts and perspectives and has been the
subject of many debates. Koby et al. (2014) char-
acterized translation quality in terms of two major
senses: narrow and broad. In the narrow sense,
translation is text-centric, requiring a full transfer of
the source text’s message to the target language with
correct grammar and cultural appropriateness. Early
understandings focused on linguistic fidelity and
equivalence, such as textual equivalence (Catford,
1965). This line of work emphasized accurate repli-
cation of meaning and structure from source text to
target text to ensure the translation closely mirrored
the original. Building on this, House (1997) con-
ceives of translation as a double-constrained text,
bound to both the source text and the target audi-
ence’s communicative conditions. Translating in-
volves substituting one language’s text with another
language’s equivalent that serves the same purpose.
This functional equivalence is significantly affected
by two empirically established categories of trans-
lation: overt and covert translation (House, 1997).
In an overt translation, the original text’s cultural
context and linguistic features are preserved so the
target audience can experience the original cultural
nuances (House, 2001). For example, translating an-
cient Greek poetry while maintaining references to
Greek mythology and cultural practices is a type of
overt translation. However, covert translation seeks
to create an equivalent text that functions seamlessly
in the target culture as if it were an original. Transla-
tions with a “cultural filter” adapt the content to the
target audience’s expectations and cultural norms,
creating a text that appears to have been written in
the target language originally. Translations of mar-
keting and advertising materials typically fall into
this category. This often involves adapting idiomatic
expressions, cultural references and humour to align
with local tastes and expectations. Thus, translat-
ing overtly or covertly depends on the text’s nature,
the purpose of the translation, and the intended au-
dience.

The broad sense of quality described by Koby
et al. (2014) encompasses the narrow sense but adds
compliance with negotiated specifications and con-
sideration of end-user needs, ensuring translations
meet measurable standards and fit their purpose.
This broader perspective first aligns with function-
alist approaches which define translation quality as
whether a translated text fulfills its intended purpose
for the target audience in the given circumstances,
ensuring linguistic accuracy and appropriateness in
context. Vermeer (1978, 2021) introduced Skopos
theory, which argued that linguistic solutions, such
as lexical choices and syntactical adjustments, can-
not address all translation issues, including main-
taining the original text’s intent and adapting to cul-
tural differences. Skopos theory considers transla-
tion as a purposeful action based on the source text,
where the translator must consider the intent of the
original text and adapt it to the target culture.

Building on Skopos theory and the process
by which translations are commissioned (Vermeer,
1978, 2021), Nord (1997a, p. 46-48) introduced
the translation brief or “Übersetzungsauftrag”. A
translation brief typically includes “the target-text
addressee(s), the prospective time and place of text
reception, the medium over which the text will be
transmitted, and the motive for the production or
reception of the text” (Nord, 1997a). ISO (2015)
listed 22 key and supplementary elements in a trans-
lation brief, which included information about the
source content, source and target languages, lin-
guistic specifications (e.g., language variants), audi-
ence, purpose, style guide, locale conventions, ref-
erence materials, etc., on top of some project man-
agement specifications. Similarly, Esselink (2003)
introduced a translation kit (or localization kit) as
a package of files that includes all necessary infor-
mation to meet the client’s quality standards. More
recently, Calvo (2018) used the term “specifica-
tions” to reflect the complexity of modern transla-
tion projects. Here, “Skopos”, “brief”, and “specifi-
cations” determine the communicative function and
quality of the translation.

Chesterman and Wagner (2002, p. 80-84)
added a view on quality from an industrial context.
Here, translation quality is viewed from different
perspectives: as a product judged by end quality,
as a process dependent on correct execution, as a
service measured by customer satisfaction, and as a
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copy to be assessed by accuracy and faithfulness to
the original text. The view of translation quality as
customer/end-user satisfaction is also discussed by
Pym (2019, p. 437-452).

Another view on the definition of translation
quality stems from the management quality frame-
work in Garvin (1984), which encompasses five per-
spectives: transcendent, product-based, user-based,
manufacturing-based, and value-based. Fields et al.
(2014) introduced this framework to the translation
industry to increase overall translation effectiveness
and satisfaction by balancing stakeholder expecta-
tions and addressing diverse quality dimensions.

To conclude, the understanding of quality in
TS has evolved significantly from early emphases
on linguistic fidelity to a more inclusive understand-
ing that considers functionalist, industrial, and man-
agement perspectives. This inclusive view acknowl-
edges that translation quality is multifaceted, con-
sidering both linguistic accuracy and the fulfillment
of the translation’s intended purpose for its end
users. This does not cover the full range of defi-
nitions of translation quality; the ones we selected
for discussion here are especially pertinent.

3.2 Concepts of Translation Quality
Assessment (TQA)

Bowker (2000, p. 183) described TQA as “the most
problematic area of translation,” citing descriptions
like “a great stumbling block” (Bassnett-McGuire,
1991), “a complex challenge” (Mahn, 1987), “a
most wretched question” (Malmkjær, 1998), and “a
thorny problem” (Snell-Hornby, 1992). Historically,
TS has favoured “translation criticism over empiri-
cal measurement” (Moorkens et al., 2018, p. 12),
with a particular emphasis on literary works.

Equivalence is a cornerstone of early TQA
(House, 2015, p. 21-22). The concept of equivalence
in TS describes the relationship between the source
text (ST) and the target text (TT), in which the TT
aims to match the ST in terms of meaning, func-
tion, and effect. However, equivalence at all levels
is often impossible due to linguistic and cultural dif-
ferences. The concept has evolved through various
scholars, from Vinay and Darbelnet (1958) focus-
ing on the stylistic impact, to linguistic categoriza-
tion by Jakobson (1959), and Nida and Taber (1969)
distinguishing between formal and dynamic equiva-
lence. Early TQA models focused on achieving tex-

tual and formal equivalence between source and tar-
get texts (Lauscher, 2000). However, equivalence-
based TQA approaches have often been criticized
for being too rigid and not accommodating the di-
verse functions translations can serve. For a more
in-depth overview of the concept, see Appendix B.

Compared to the concept of equivalence, func-
tionalism in translation (Vermeer, 1978; Honig,
1997) emphasizes the purpose and function of trans-
lations within their specific contexts over strict
equivalence to the source text (Lauscher, 2000). For
example, under Skopos theory, translation quality is
assessed by how well translations achieve their in-
tended purpose. In doing so, assessments will con-
sider the cultural and situational appropriateness of
the translation to ensure it resonates with the target
audience and serves its intended function.

The introduction of translation technologies to
the translation industry, such as MT and computer-
aided translation (CAT) tools, further impact the as-
sessment of translation quality. Bowker (2019, p.
453-468) emphasizes evaluating translations based
on their suitability for their intended purpose rather
than adhering to a one-size-fits-all notion of qual-
ity. This perspective helps translators navigate the
“Triple Constraint” of quality, cost, and time, ensur-
ing that translations meet specific end-user needs.
By informing clients about the significance of defin-
ing the translation’s purpose and agreeing on spec-
ifications, translators ensure that their work focuses
on both linguistic merit and overall effectiveness in
fulfilling intended purposes.

3.3 Modern TQA Models and Methodologies

Modern TQA methods can be categorized into
quantitative and qualitative dimensions. Quantita-
tive TQA models aim to provide measurable stan-
dards and numeric descriptions of translation qual-
ity. Qualitative TQA models look at how well the
translation conveys the original message, fits within
the cultural and contextual setting, and meets the
needs of its intended audience. Quantitative TQA
models, during the assessment, may break down the
translation work into smaller units, e.g., paragraphs,
sentences, or even phrases (an approach that is also
common in MT); qualitative TQA models usually
look at the complete work of the translation as a
whole. We begin with a brief discussion of quan-
titative approaches, as those more closely resemble
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the MT-style evaluations, before examining qualita-
tive approaches.

Many quantitative models are based on er-
ror typologies. Canadian Language Quality Mea-
surement System (Sical) and the Canadian Transla-
tors, Terminologists and Interpreters Council (CT-
TIC) certification exam (CTTIC, 2021) emphasize
a structured, numerical approach to quality evalu-
ation. The CTTIC’s error-based assessment has a
“Marking Scale” that differentiates between major
“Translation” errors, like significant misinterpreta-
tions (-10 points), and minor “Language” inaccura-
cies (-5 points). We should note, though, that the
CTTIC exam is arguably an evaluation/grading of a
translator, rather than an evaluation of translation or
translated texts more generally.

Other types of error typologies have grown
from the intersections of technology and translation.
MQM introduces over 100 issue types, arranged in
a hierarchical structure (Lommel et al., 2014). They
use five main branches: Fluency, Accuracy, Verity,
Design, and Internationalization and evaluate trans-
lations according to specific project requirements
and communicative purposes by selecting relevant
issue types. MQM supports multiple levels of granu-
larity and includes tools for calculating quality met-
rics and is used for both human and machine trans-
lation evaluations.

Another type is introduced in ISO (2024),
which focuses on segment-based comparisons and
detailed error typology to promote objective and
reliable quality assessment. The error categories
cover points such as: terminology (e.g., inconsis-
tent use of terms), accuracy (e.g., mistranslation,
omissions), linguistic conventions (e.g., grammar,
spelling), style (e.g., register, unidiomatic style), lo-
cale conventions (e.g., formats of dates and curren-
cies), audience appropriateness (e.g., cultural refer-
ences), and design and markup (e.g., character for-
matting, layout). Error annotations are made based
on the relevant translation project specifications and
translation evaluation specifications. To further as-
sist users in analyzing their evaluation needs, that
document contains appendices with guiding ques-
tions to help users determine their evaluation needs
and think about how to best implement an evalua-
tion setup for their situation, covering translation use
cases, evaluation purposes, and constraints.

Many modern qualitative TQA models draw on
linguistic and functionalist approaches. The model
in House (1977, 1997, 2015) is rooted in functional
pragmatics. It employs a register analysis (an anal-
ysis of the variety of language used in a particu-
lar situation/for a particular purpose) to assess how
well the source and target text match in terms of
these dimensions. In particular, the model analyzes
field, tenor, and mode (Halliday, 1973; Halliday
and Hasan, 1989)—roughly domain, relationship
between the translation participants, and medium of
communication—as well as genre.5

The functionalist/componential (i.e., breaking
quality down into components) approach, described
in Colina (2008), evaluates various components of
translation quality separately based on their func-
tions or purposes. The evaluation tool—similar to
a grading or evaluation rubric—includes descriptive
statements for different categories such as linguis-
tic form, functional adequacy, meaning, and spe-
cialized content. Raters select descriptors that best
match the text’s quality in each category, which
are then converted into numerical scores for analy-
sis. By separating the evaluation into distinct, well-
defined components, the componential nature of the
tool likely contributed to the better inter-rater agree-
ment observed in this study, reducing ambiguity and
subjectivity. Another aspect of this study was that all
raters were given training and an explanation of the
methodology before participating, which may have
contributed to their confidence and high levels of
agreement.

Qualitative TQA models also draw on an end-
user-focused approach to complement error typolo-
gies. Bowker (2009) used recipient evaluation—
surveying the target audience about how well
various translation options meet their needs and
expectations—to assess quality. This approach posi-
tions the end-users of translation at the centre, exam-
ining how different language communities may have
different use cases, needs and requirements. Simi-
larly, Saldanha and O’Brien (2014) proposed using
diverse research instruments, such as questionnaires
and eye-tracking, to make a more flexible and pre-
cise TQA method to adapt to genre, text function,
and translation briefs. Han (2020) also highlighted
this integration of various methods to enhance re-
liability, validity, and practicality to emphasize the

5See Appendix C for more details.
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need for robust and pragmatic assessment methods
to address challenges in evaluating translation qual-
ity.

There are also models, such as the
argumentation-centred TQA from Williams (2004),
which combine both qualitative and quantitative
methods. This model focuses on assessing instru-
mental translations6 by evaluating how well reason-
ing and arguments are transferred. It uses two main
components: argument schema, including elements
like claims, grounds, and rebuttals, and rhetorical
topology, which encompasses organizational rela-
tions, propositions, and narrative strategies. This
model employs a detailed framework for decon-
structing arguments to ensure the factual content
and the persuasive force are accurately conveyed.
It also assigns numerical values to various parame-
ters, including core and field-specific elements like
terminology and formatting, to provide a compre-
hensive quality assessment.

To conclude, TQA is complex in both the aca-
demic and industry sectors of translation and local-
ization (Castilho et al., 2018). The lack of a univer-
sally agreed-upon measurement standard for quality
underscores a broader debate on TQA methodolo-
gies, particularly with the increasing integration of
MT and human translation in various contexts. As
a whole, TQA models in TS advocate for a holistic
and context-sensitive evaluation of translation qual-
ity, acknowledging that different contexts and pur-
poses require different quality standards, but they
differ in how to assess and evaluate these.

4 Overlaps and Differences in MT and TS

The fields of MT and TS do have points of com-
monality when it comes to human evaluation and
assessment of MT quality, while the areas where
they differ may have their origins in the underlying
objectives and methodologies of the fields. This is
noted in Castilho et al. (2018), who point out that
many researchers in TS “have argued that evalua-

tion is directly associated with the underlying trans-
lation theory that one subscribes to,” citing in par-
ticular the quote that “different views of translation
lead to different concepts of translational quality,
and hence different ways of assessing it” (House,
1997). We also note that even within each research
community—and in their areas of overlap—there is
not a broad consensus on how to define quality or
which aspects ought to be considered most impor-
tant.

There are two main forms of evaluations that
overlap between the two fields: error typology-
based and task-based evaluations. MQM, devel-
oped in the translation industry and TS and recently
adopted by MT for some evaluations (Freitag et al.,
2021a; Anastasopoulos et al., 2022; Agarwal et al.,
2023), breaks MT quality down into a typology of
errors. Task-based and recipient evaluations have
also been used in both fields. In task-based evalua-
tions, we see the use of MT presented in a particular
context, with the users asked to either perform a task
or evaluate it from the perspective of their use case.
These may come the closest to examining whether
or not translations are appropriate for the situations
and contexts for which they are intended.

Both fields have recognized the challenge of
defining and assessing translation quality, though
they have largely taken different approaches in ex-
ploring this. At various points in MT evaluation his-
tory, we have seen quality broken down into compo-
nent parts at different levels of granularity (e.g., ad-
equacy and fluency, or error typologies like MQM).
Perspectives from TS provide other ways of catego-
rizing the components that come together to make
up notions of “quality”. These include extra-textual
factors that influence quality, as well as borrowing
and incorporating understandings of quality from
different disciplines, such as functionalism, indus-
try, and management. But in all of these efforts,
we see that quality is multidimensional (i.e., made
up of various contributing aspects) and situation-
dependent; there is not a straightforward simple or

6“Instrumental translation” refers to a type of translation where the target text functions independently and serves as an instrument
for communication within the target culture (Nord, 1997b). Unlike documentary translation, which focuses on reflecting the source
text’s original context and form, instrumental translation adapts the source text to meet the communicative needs of the target culture.
While this concept bears some resemblance to the distinction between covert and overt translation described in House (1997), the two
should not be conflated. Covert translations, like instrumental translations, aim to blend seamlessly into the target culture. However,
instrumental translation places a particular emphasis on the functional adaptation of the text to serve the target audience effectively,
sometimes requiring significant modifications to the source text. This approach is especially relevant in technical, pragmatic, and other
context-sensitive translations where functional equivalence is prioritized.
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universal definition.
MT research often seeks a single “objective”

metric for MT “quality”, which can be used to com-
pute a simple ranking of systems. This is connected
to the leaderboard and competition aspects that are
common to MT and other areas of machine learning.
It also directly relates to the fact that system opti-
mization is a major focus in MT research: optimiza-
tion towards a single objective is substantially easier
than optimization towards multiple (potentially con-
flicting) objectives. In MT, the response to observ-
ing annotator variation in evaluation has often been
to modify the evaluation protocols (e.g., changing
from a rating scale to ranking to direct assessment)
or to seek ways of standardizing annotator scores.

Both MT and TS have considered the ques-
tion of who should perform annotations. In large-
scale MT evaluations, this has often been con-
strained by the cost of annotation, with interest in
crowdsourcing (Callison-Burch, 2009; Denkowski
and Lavie, 2010; Bentivogli et al., 2011; Graham
et al., 2013b, i.a.) and comparing crowdsourced re-
sults against language and translation experts. In
TS, Colina (2008) also examines this question of
who should perform annotations, finding greater
levels of inter-annotator agreement within homoge-
nous groups (e.g., groups of all professional transla-
tors or groups of bilinguals who are not translators).

In TS, we see more attention paid to the mean-
ing of quality itself and how best to define that, influ-
enced by definitions and descriptions of quality from
different disciplines. TS also tends more towards ex-
ploring the notion of subjectivity, with a greater fo-
cus on the specific use cases and users of a particular
translation and how that translation serves its pur-
pose. This focus on a specific use case can be seen
as a difference from MT research, which often pur-
ports to aim for a broad or universal use case (see,
e.g., the framing of tasks at WMT, such as “News”
or “General” translation, without reference to a spe-
cific audience for the news/general translations).7 In

TS, there is a significant focus on who the transla-
tion is for, what it is intended to do, and the spe-
cific circumstances surrounding its creation and use
(Bowker, 2009; Chesterman and Wagner, 2002; Col-
ina, 2008, i.a.). This approach ensures that transla-
tions are tailored to meet the needs and expectations
of their target audience. This contrasts with some
MT research proposals of a translation that can be
used in any context by anyone. This MT perspective
may be tied to underlying assumptions of invertibil-
ity as a desired component of MT (since round-trip
translation performance has frequently been used as
a benchmark of success by MT researchers), a view
which is not shared in all of TS.

A recent concept from the MT perspective as-
sumes that a single translation can meet all pur-
poses or that there exists a general-purpose transla-
tion, which is often unrealistic given the diversity of
language use and cultural contexts.8 While the con-
cept of a universal translator has long been a goal
of some researchers, we note that, over time, MT
research has taken various views on how best to ap-
proach translation. Early MT successes such as the
METEO systems (Chandioux, 1976, i.a.) occurred
through focused efforts on limited and specific do-
mains: purpose-built MT. The late 1990s and early
2000s saw the widespread availability of free pub-
lic online MT systems, such as AltaVista Babel Fish
(Yang and Lange, 1998), allowing anyone with an
internet connection to (attempt to) translate anything
within a limited set of language pairs. MT research
has seen both these research tracks—the purpose-
built task-specific translation system and the goal of
a universal system—pursued in parallel. When re-
searchers or users treat online MT systems, for ex-
ample, as a box into which any source text can be
placed with the expectation of receiving the desired
translation, conflict and disappointment are likely
to arise. Users of MT technologies are in fact us-
ing MT with a purpose, and two users of the same
MT system may be using it with two different and

7We do note some exceptions to this, such as the specification that the 2024 English–Spanish task is intended to translate into Latin
American Spanish, specifically (WMT, 2024), though one could argue that this still covers a wide range of language variants.

8For example, we know that it is frequently the case that sentences in isolation may have ambiguities that would require additional
context to resolve for translation (Castilho et al., 2020); MT systems that translate at the sentence level will struggle with this. Similarly,
if we do not specify language variant well enough, we may produce text that is suitable for one linguistic community that speaks a
language but not another (e.g., orthographic, writing system, or vocabulary differences). While most MT evaluations omit such factors
as design, layout, formatting, and markup, these factors are more frequently considered in the TS perspective. Consider, for example
the task of subtitle or closed-caption translation, which places additional constraints, such as length, on the translation, which we are
now also beginning to see addressed in MT.
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conflicting purposes. The emphasis on universal-
ity that is often present (implicitly or explicitly) in
MT research may overlook the specificities that TS
scholars deem crucial for high-quality translations.
We argue that MTR research should be consider-
ing these purposes and specificities when perform-
ing evaluations, whether by explicitly highlighting
specific use cases, language variants, and so on, or
by being clear about how to handle conflicting pref-
erences in translation quality.

5 Evaluation Briefs

In this work, we have looked at how both MT and TS
have explored questions of what it means to evalu-
ate the “quality” of a translation. While we have
seen that MT has explored some aspects of quality
(e.g., adequacy and fluency), TS has enumerated a
wider range of aspects that contribute to perceptions
and judgments of MT quality; TQA involves deci-
sions that take into account many factors beyond the
source and target text, such as the intended target au-
diences and their linguistic and cultural background,
the purpose of translation, and the medium of re-
ception. Without access to these relevant details,
human evaluators are reasoning under uncertainty.
This leads us to ask: can insights from TS suggest to
us aspects that are missing from many of the current
implementations of human evaluation of MT from
the MT research side?

We argue that the concepts of the purpose and
intended audience of a translation are some of the
central aspects that have been underexplored in the
MT literature. This is also one of the major research
areas identified in human-centered MT evaluation
by Liebling et al. (2022). Trying to incorporate this
into MT evaluation (e.g., of the sorts performed at
WMT or other large-scale evaluations) will require
MT researchers to first settle on more concrete and
well-defined goals for their MT systems. That in-
cludes the considerations of the intended use case,

the language variants, and the intended audiences.
This is certainly not a new call; Church and

Hovy (1993) pointed out that “if the application is
not clearly identified (or worse, if the application
is poorly chosen), then it is often very difficult to
find a satisfying evaluation paradigm.” That claim
was made in an era of “crummy” MT, but we ar-
gue for its continued relevance in an era of improved
MT. Among several other goals, Church and Hovy
(1993) argued that an appropriate application should
“set reasonable expectations” and “should be attrac-
tive to the intended users”. Now that we have access
to much-improved MT for many language pairs and
domains, how should we push forward?

We propose being explicit with a “translation
brief” (for the use of both the translators producing
reference translations and the researchers building
MT systems9) as well as expanding this to an “eval-
uation brief”. An “evaluation brief” would provide
the human evaluators with a wider context and de-
tailed instructions about how to evaluate the transla-
tion. This is similar to the “role” or “persona” de-
scribed in Graham et al. (2012), which annotators
are asked to take on when evaluating MT output;
that work also highlights the importance of taking
great care with the design of such instructions. With
the evaluation brief, human evaluators could situate
themselves in the use case of the translation and as
the intended users of the translation to consider the
users’ needs and expectations. As for what to in-
clude in an evaluation brief, we could draw inspi-
ration from the translation brief: source and target
languages (including language variants), relevant in-
formation about both the author/speaker and the au-
dience, purpose, style guide, and so on (ISO, 2015).

For example, we can consider two different
types of medical texts: medical information that is
intended for healthcare workers (domain experts)
and medical information in public health announce-
ments that is intended to be accessible to a broad
audience (non-experts).10 An appropriate evaluation

9While human translators will make use of the translation brief directly, i.e., deciding on levels of formality, language variants,
technical language, and so on to use in their translations, MT researchers are likely to use this more indirectly, such as by selecting
which data sources to train on, deciding whether to incorporate model features such as tagging (e.g., for multi-domain or multilingual
systems), considering issues such as robustness to input variations, and so on, with the goal of producing a translation system that in
turn will follow the translation brief. We could also imagine employing translation briefs when experimenting with large language
model-based translation, as part of the instructions provided to the large language model.

10We consider here primarily the case in which the expertise level of the audience is held consistent from the source to the tar-
get (i.e., translating text for domain experts from a source language into target language text also intended for domain experts); the
transformation of text from expert to non-expert (or vice versa) introduces additional challenges.
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brief would, at a minimum, indicate which audience
and purpose was intended, and perhaps also other
relevant concerns like whether there were termino-
logical conventions that should be followed. Impor-
tantly, the translation brief (for translators producing
reference translations and for MT researchers build-
ing systems) and the evaluation brief should gener-
ally be in agreement; while there may be some situa-
tions (e.g., challenge sets or analyses of MT robust-
ness) where it is appropriate to evaluate MT systems
on things outside of the purview of the translation
brief, to be fair to the participants of a shared task,
the evaluation should match the stated objectives of
the task itself.

However, an evaluation brief is likely insuf-
ficient on its own; MT researchers also need to
think about recruiting human evaluators with skills,
knowledge, and cultural expertise appropriate for
the specific goals of the translation. In the case of
translations that are intended to be acceptable across
a wide range of language variants (e.g., dialects,
spelling conventions), whether the evaluator pool re-
flects this diversity would affect the validity of the
evaluation results. Similarly, in the case of transla-
tions for a highly-technical domain (intended for use
by experts), e.g., biomedical translations in (Neves
et al., 2023), employing subject matter experts as
translation evaluators is necessary for a meaning-
ful evaluation. A lack of such experts may lower
evaluation consistency (Freitag et al., 2021b). Im-
portantly, the evaluation brief (and any translation
brief) should be reported (e.g., in the appendices of
publications), along with relevant information about
the annotators (e.g., language skills, expertise, etc.).
Current practices often report only high-level infor-
mation (e.g., whether annotators were translators or
non-translator bilinguals); one may wish to consider
expanding this to cover a broader range of relevant
demographic information about annotators.

6 Conclusion

In this work, we have examined perspectives on both
MT quality and how to evaluate MT from the per-
spectives of MT research and translation studies. We
argue that future MT evaluation could benefit from
drawing on insights from translation studies. In par-
ticular, this includes an increasing focus on the pur-
pose, intended audience, and context of translation.
More broadly, we encourage MT researchers to seek

collaborations and conversations in TS and beyond.
In order to better design the questions that MT re-
searchers ask of evaluators, the field would likely
benefit from more interactions with research best
practices in measurement theory, survey research
methods, human-computer interaction, and more.
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Neves, M., Post, M., Specia, L., Turchi, M., and Ver-
spoor, K., editors, Proceedings of the Third Conference
on Machine Translation: Shared Task Papers, pages
272–303, Belgium, Brussels. Association for Compu-
tational Linguistics.

Proceedings of the 16th Conference of the Association for Machine Translation in the Americas,

Chicago, USA, September 30 - October 2, 2024. Volume 1: Research Papers

© 2024 His Majesty the King in Right of Canada, as represented by the National Research Council Canada



Bowker, L. (2000). A corpus-based approach to evaluat-
ing student translations. The Translator, 6(2):183–210.

Bowker, L. (2009). Can machine translation meet the
needs of official language minority communities in
Canada? A recipient evaluation. Linguistica Antver-
piensia, New Series – Themes in Translation Studies,
8:123–155.

Bowker, L. (2019). Fit-for-purpose translation. In
O’Hagan, M., editor, The Routledge Handbook of
Translation and Technology. Routledge.

Burchardt, A. (2013). Multidimensional quality metrics:
A flexible system for assessing translation quality. In
Proceedings of Translating and the Computer 35, Lon-
don, UK. Aslib.

Callison-Burch, C. (2009). Fast, cheap, and creative:
Evaluating translation quality using Amazon’s Me-
chanical Turk. In Koehn, P. and Mihalcea, R., edi-
tors, Proceedings of the 2009 Conference on Empirical
Methods in Natural Language Processing, pages 286–
295, Singapore. Association for Computational Lin-
guistics.

Callison-Burch, C., Fordyce, C., Koehn, P., Monz, C.,
and Schroeder, J. (2007). (Meta-) evaluation of ma-
chine translation. In Callison-Burch, C., Koehn, P.,
Fordyce, C. S., and Monz, C., editors, Proceedings of
the Second Workshop on Statistical Machine Transla-
tion, pages 136–158, Prague, Czech Republic. Associ-
ation for Computational Linguistics.

Callison-Burch, C., Fordyce, C., Koehn, P., Monz, C., and
Schroeder, J. (2008). Further meta-evaluation of ma-
chine translation. In Callison-Burch, C., Koehn, P.,
Monz, C., Schroeder, J., and Fordyce, C. S., editors,
Proceedings of the Third Workshop on Statistical Ma-
chine Translation, pages 70–106, Columbus, Ohio. As-
sociation for Computational Linguistics.

Callison-Burch, C., Koehn, P., Monz, C., and Schroeder,
J. (2009). Findings of the 2009 Workshop on Statistical
Machine Translation. In Callison-Burch, C., Koehn, P.,
Monz, C., and Schroeder, J., editors, Proceedings of the
Fourth Workshop on Statistical Machine Translation,
pages 1–28, Athens, Greece. Association for Computa-
tional Linguistics.

Calvo, E. (2018). From translation briefs to quality stan-
dards: Functionalist theories in today’s translation pro-
cesses. Translation & Interpreting, 10(1).

Carl, M., editor (2021). Explorations in Empirical Trans-
lation Process Research. Springer International Pub-
lishing.

Castilho, S., Doherty, S., Gaspari, F., and Moorkens, J.
(2018). Approaches to Human and Machine Trans-
lation Quality Assessment, pages 9–38. Volume 1 of
Moorkens et al. (2018).

Castilho, S. and Knowles, R. (2024). A survey of context
in neural machine translation and its evaluation. Natu-
ral Language Processing, page 1–31.
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metrics. Tradumàtica, 1(12):455–463.

Mahn, G. (1987). Foreign language proficiency criteria in
translation. In Rose, M. G., editor, Translation Excel-
lence: Assessment, Achievement, Maintenance, pages
44–45. SUNY, Binghamton.

Malmkjær, K. (1998). Linguistics in functionland and
through the front door: A response to hans g. hönig.
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A Questions for DA Annotators in WMT

In the original work of Graham et al. (2013a), an-
notators were asked questions about fluency using
the DA sliding scales. In the Mechanical Turk setup
in Bojar et al. (2016, 2017, 2018); Barrault et al.
(2019) annotators were asked: “Read the text be-
low. How much do you agree with the following
statement:” where the statement was “The black text
adequately expresses the meaning of the gray text
in English.” (English was replaced with a different
language where appropriate). The Appraise inter-
face used the question “How accurately does the
above candidate text convey the original semantics
of the reference text? Slider ranges from “Not at
all (left) to Perfectly (right).”—though in bilingual
assessment, “reference” was replaced with “source”
(Bojar et al., 2017, 2018). In Barrault et al. (2019)
the Appraise setup asked annotators: “For the pair of
sentences below: Read the text and state how much
you agree that:” where the statement was “The black
text adequately expresses the meaning of the gray
text in German (deutsch).” (replaced with a differ-
ent language where appropriate). Later evaluations
with a different interface added clarifications about
the location of the two texts (Barrault et al., 2020).

The most recent two WMT shared tasks have
used an approach that they call DA+SQM; that inter-
face uses a continuous slider to assign scores on a 7-
point (0 to 6) scale, with the 0, 2, 4, and 6 tick marks
attached to labels. These labels and their descrip-
tions explicitly include both meaning and grammar,
as we see in this example: “4: Most meaning pre-
served and few grammar mistakes: The transla-
tion retains most of the meaning of the source. It
may have some grammar mistakes or minor contex-
tual inconsistencies.” (Kocmi et al., 2023). This
decision to use DA+SQM and these particular la-
bels was supported by “internal preliminary experi-
ments” (Kocmi et al., 2022) that showed that it may
produce more stable scores across annotators; the
results and supporting data have not been released
publicly.

B Translation Equivalence in TS

Table 1 shows different understandings of equiva-
lence in TS, acknowledging that the target text (TT)
can never be equivalent to the source text (ST) on
all levels (Vandepitte, 2017, p. 151). Vinay and
Darbelnet (1958, p.32) suggested that the stylistic
impact in translation is critical. Jakobson (1959,
p. 233) took a linguistic approach, discussing dif-
ferent types of translation (intralingual, interlingual,
and inter-semiotic). Nida (1964); Nida and Taber
(1969); de Waard and Nida (1986) drew on Bible
Studies and distinguished between formal and func-
tional equivalence, stressing the importance of mes-
sage over form. Catford (1965, p.27) introduced the
concept of “textual equivalent”, which refers to a
text or section of text in the TT that, in a specific
situation, is deemed equivalent to a corresponding
text or segment in the ST. This work underscores
the challenges of achieving equivalence across lan-
guages and the critical role of context in defining
linguistic meaning, distinguishing between “textual
equivalence” and “formal correspondence” based on
their respective roles in translation. House (1997)
emphasized functional equivalence between the ST
and TT. Koller (1979, 1989) identified five types of
equivalence, ranging from denotative to pragmatic.
Baker (1992), from a linguistic perspective, elabo-
rated on text-level and pragmatic equivalence. Pym
(2023, p. 10-12) framed equivalence as a relation-
ship of ‘equal value’ between segments of the ST
and TT from form to function. While languages and
cultures may differ, translations can achieve equiv-
alence by preserving some aspect of value, whether
it be in terms of meaning, function, or effect. The
work emphasized that equivalence involves “trans-
formation”, aiming to preserve or reproduce a cer-
tain value from the ST in the TT. This perspective
emphasizes the translator’s role in navigating cul-
tural differences and making deliberate choices to
ensure the translation fulfills its intended purpose,
whether that be informing, persuading, or entertain-
ing the target audience.

Exploring these perspectives provides a con-
text for the evolution of TQA approaches. The dis-
cussions by Vinay and Darbelnet (1958), Jakobson
(1959), Nida and Taber (1969), and others laid the
groundwork for what was predominantly a quali-
tative assessment of translations, rooted in linguis-
tic, functional, and stylistic parameters. This era’s
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Representative work Key understandings of equivalence
Vinay and Darbelnet (1958) Replicate the same message with different wording (p. 32); an emphasis

on the stylistic impact in the target text (TT) (p. 256)
Jakobson (1959) Three kinds of translation: intralingual, interlingual, and inter-semiotic,

with interlingual translation as the focus in TS; there is no full equivalence
between code-units; translation from one language into another substitutes
messages in one language not for separate code-units but for entire mes-
sages in some other language (p. 233).

Nida (1964); Nida and
Taber (1969); de Waard and
Nida (1986)

Two basic types of equivalence: (1) formal equivalence (fidelity to the orig-
inal text) and; (2) dynamic equivalence; a translation is to seek equivalence
of the message rather than conserving the form of the utterance; meaning
is given priority over structure; style, though secondary to content, must
still be preserved (1986, p. 36)

Catford (1965) “Translation is an operation performed on language: a process of substi-
tuting a text in one language for a text in another. Then, any theory of
translation must draw upon a theory of language – a general linguistic the-
ory.” (p. 1)
Textual equivalence is “any target language text or portion of text which is
observed on a particular occasion to be equivalent of a given ST or portion
of text” (p. 27)
Formal correspondence is “any TL category (unit, class, structure) which
can be said to occupy as nearly as possible the same place in the economy
of the TT as the ST given category occupied in the ST” (p. 27)

House (1997) An emphasis on functional equivalence between the ST and the TT.
Koller (1979, 1989) Five different types of equivalence: denotative (extra-linguistic factors),

connotative (verbalized through source text), text-normative (textual and
linguistic norms), pragmatic (concerning the receiver of the target text)
and formal (the formal-aesthetic qualities of the source text).

Baker (1992) Word-level equivalence (p. 9-49);
grammatical-level equivalence (p. 92-129);
textual-level equivalence (cohesion and thematic structure) (p.131-228);
pragmatic level equivalence (mainly with implications which refers to the
implied not the literal meanings) (p. 230-271).

Pym (2023) Transformation-based equivalence (p.12)

Table 1: A timeline of understanding “translation equivalence” in TS.

TQA was characterized by its reliance on human ex-
pertise, with scholars advocating for various frame-
works to grapple with the intangible qualities of a
“good translation”. These early debates and theo-
ries remain influential, offering a point of departure
for understanding how the advent of technology has
reshaped the methodologies and tools of TQA.

C House’s TQA Model (2015)

The House TQA model (House, 2015, p. 127) em-
ploys a register analysis derived from the framework

in Halliday (1973) and Halliday and Hasan (1989),
utilizing the categories of field, tenor, and mode. It
includes six parameters:

• Field: This refers to the domain of knowledge
or social practice that the text relates to and the
activities that it refers to. It answers the ques-
tion of “what is happening” or “what is being
talked about.” For example, a scientific report
on climate change will have a different field
than a personal letter, affecting the choice of
technical versus everyday language.
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• Tenor: This includes the participant relation-
ships, the author’s provenance, social relation-
ships, social attitudes, and participation. It re-
flects the social roles and relationships between
the participants (e.g., teacher-student, doctor-
patient, friend-friend) involved in the commu-
nicative event, including the author, the reader,
and the translator. Tenor influences aspects of
language such as the level of formality, use of
pronouns, and the choice of modal verbs ex-
pressing obligation, possibility, or permission,
reflecting the nature of interpersonal interac-
tions.

• Mode: Mode refers to the medium of the text,
the channel of communication (spoken or writ-
ten), and the complexity or simplicity of the
language, as well as its connectivity. It refers
to how the text is presented and how it estab-
lishes a connection with the reader.

• Register: This is a central concept that draws
together the elements of field, tenor, and mode,
to describe the language variety used for a par-
ticular purpose. For instance, an academic lec-
ture employs specialized vocabulary and com-
plex structures (field), within a formal rela-

tionship between lecturer and students (tenor),
delivered through a monologic presentation
(mode). Conversely, a casual conversation be-
tween friends features everyday topics (field),
marked by an informal, equal-status interac-
tion (tenor), in a spontaneous, spoken format
(mode).

• Genre: Genre is understood in terms of so-
cially ratified forms of texts, like a novel, a le-
gal document, or a poem.

• Corpus Studies: This is not traditionally part
of House’s model but suggests a methodologi-
cal approach to TQA through the use of corpora
to analyze translations in a larger, more empir-
ical context.

House’s approach to TQA is functionalist and
descriptive. A quality translation is functionally
equivalent to the ST, meaning it should enable the
reader to understand and do the same things as they
would with the ST, taking into account the cultural
context and the communicative situation of the TT.
The emphasis of the model is on the equivalence of
the communicative functions of the texts rather than
a word-for-word correspondence.
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