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Abstract 

Accurate translation of terminology and 

adaptation to in-context information is a 

pillar to high quality translation. Recently, 

there is a remarkable interest towards the 

use and the evaluation of Large Language 

Models (LLMs) particularly for Machine 

Translation tasks. Nevertheless, despite 

their recent advancement and ability to 

understand and generate human-like 

language, these LLMs have not been 

thoroughly investigated and are still far 

from perfect, especially in domain-specific 

scenarios. This is particularly evident in 

automatically translating legal terminology 

from Arabic into English and French, 

where, beyond the inherent complexities of 

legal language and specialised translations, 

technical limitations of LLMs further 

hinder accurate generation of text. In this 

paper, we present a preliminary evaluation 

of two evolving LLMs ‘Generative Pre-

trained Transformer’ and ‘Gemini’ as legal 

translators of Arabic legislation to test their 

accuracy and the extent to which they care 

for context and terminology across two 

language pairs (AR→EN / AR→FR). The 

study targets the evaluation of Zero-Shot 

prompting for in-context and out-of-context 

scenarios of both models relying on a gold 

standard dataset, verified by professional 

translators who are also experts in the field. 

We evaluate the results applying the 

Multidimensional Quality Metrics to 

classify translation errors. Moreover, we 

also evaluate the general LLMs outputs to 

verify their correctness, consistency, and 

completeness. In general, our results show 

that the models are far from perfect and 

recalls for more fine-tuning efforts using 

specialised terminological data in the legal 

domain from Arabic into English and 

French. 

1 Introduction 

Over the last five years, there has been incremental 

progress in the field of Machine Translation (MT) 

(Koehn, 2020; Herold et al., 2022; Almahasees, 

2021; Rossi & Carre, 2022) to the point where 

some researchers claim parity with human 

translation (HT) (Hassan, 2018; Thierry, 2022). 

Even recently, with the huge advent of Large 

Language Models (LLMs) such as Generative Pre-

trained Transformer (GPT) (Brown et al., 2020) 

and Gemini (Rohan et al., 2024), it is anticipated 

that they will become more accurate, robust, and 

adaptable to a wider range of languages, and 

domains, making them even more valuable tools in 

our interconnected world (Gao & Lin, 2004; 

Kombrink et al., 2011; Alves et al., 2018; Chang et 

al., 2024). LLMs significantly demonstrate 

excellent performance in diverse Natural Language 

Processing (NLP) application tasks, including MT, 

due to their self-supervised and transfer learning 

abilities (Huang, 2024). This progress has led to 

focus on model scalability, efficiency, and human-

like understanding and translation capabilities. 

However, their potential in domain-specific MT 

remains under-explored. In other words, the extent 

to which these models are consistent and accurate 

in the translation of technical texts and the 

terminology used therein is uninspected. As a 

matter of fact, consistent term translation is an 

important facet of quality assurance for specialized 

translation. Since terminologies are essential for 

communication among domain experts, term forms 

must be consistent and their translation must 

respond to the contextual requirements to maintain 

the integrity of the underlying conceptual system 

during knowledge exchange (Darwish, 2009; 

Sager, 1990). Nevertheless, some knowledge 

domains and languages still suffer from the lack of 

high-quality MT results due to the 
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multidimensional mistranslations of terminology 

(Mediouni, 2016; Killman, 2014; Zakraoui et al., 

2021). This is the case, especially in the legal 

domain and the Arabic language. Consider 

example 1 from the Moroccan family code, taking 

the terms { الفراش}, {الطعن}, {اللعان}, {القطع} into 

consideration: 

1. AR:   بشروطه حجة قاطعة على ثبوت   الفراش يعتبر

يمكن   لا  عن طريق   الطعن النسب،  الزوج  من  إلا  فيه 

القطع ، أو بواسطة خبرة تفيد  اللعان  . 

EN (ChatGPT-4): the consummation 

with its conditions constitutes conclusive 

evidence of the lineage, which can only be 

challenged by the husband through "li'an" 

or by means of expertise proving its 

falsity. 

FR (ChatGPT-4) : The marital bed, 

under its conditions, is conclusive 

evidence of the establishment of lineage. 

It cannot be challenged except by the 

husband through cursing (li'an) or 

through expert testimony that provides 

certainty. 

EN (Gemini): the marriage bed, with its 

conditions, is considered conclusive 

evidence of lineage; it can only be 

challenged by the husband through 

invoking curses, or by expert testimony 

that provides conclusive evidence. 

FR (Gemini): la consommation est 

considérée comme une preuve concluante 

de la lignée, qui ne peut être considerée 

que par le mari à travers la "li'an" ou par 

des moyens d'expertise prouvant sa 

fausseté. 

HT (EN): Marriage consummation is 

considered a strong proof of paternity, it 

can be rebutted only by the husband 

through accusation or through a certain 

evidence.  

(HT) (FR): La consommation du 

mariage est considérée comme une 

preuve solide signifiant la paternité, il ne 

peut être réfutée que par le mari soit à 

travers l’accusation ou bien une certaine 

preuve.  

The bold terms in example 1 are domain-specific 

and context-dependent, so their translation require 

the consideration of the context, as well as of the 

cultural, lexical, morphological, and semantic 

properties of the terms in addition to their 

equivalences across languages and legal systems 

(i.e., English, and French), as the HT does.  Both 

models, instead, produce results with high levels of 

multidimensional critical errors. This example 

highlights the fact that these models can indeed 

capture general language patterns, generate 

coherent responses, and perform excellent MT 

tasks in general but struggle with translating 

domain-specific texts and terminology due to their 

limited domain-knowledge and limited training 

data. In addressing this gap, many authors 

conducted a thorough evaluation of LLMs 

potentials in MT application including Moslem et 

al. (2023) who find out that while  some  high-

resource languages such as English-to-French, 

English-to-Spanish and even English-to-Chinese 

show excellent  results,  other  languages  have 

lower  support either  because  they  are  low-

resource  languages such  as  English-to-

Kinyarwanda  or  because  of issues in the 

ChatGPT-3.5 tokenizer such as English-to-Arabic. 

Siu (2023) survey reveals that current LLMs 

exhibit certain limitations in numerous tasks, 

notably reasoning and robustness tasks. They 

suggest the need for contemporary evaluation 

systems that ensure the accurate assessment of 

LLMs’ inherent capabilities and limitations. Hendy 

et al. (2023) presents a comprehensive study of the 

MT capabilities of the latest ChatGPT models. 

Their investigation covers 18 language pairs across 

four different domains, enabling a broad 

understanding of the models’ general performance. 

Their findings demonstrate that ChatGPT-3.5 can 

produce highly fluent and competitive translation 

outputs especially and only for the high-resource 

language translations. All of them and others 

suggest that fine-tuning is an ultimate option to 

improve the in-context learning capability of LLMs 

and improve their translation quality and adherence 

to domain terminology and style (Schioppa et al., 

2023; Sia & Duh, 2022; Alves et al., 2023; Iyer et 

al., 2023; Jiao et al., 2023; Xu et al., 2023; Zhang 

et al., 2023; Yang et al., 2023). In this paper, we 

present a comprehensive evaluation and an in-

depth study of the MT capabilities of ChatGPT-4 

and Gemini in In-Context and Out-of-Context 

levels in the legal domain in two language pairs 

AR→EN / AR→FR using the Multidimensional 

Quality Metric (MQM) (Burchardt, 2013). We also 

evaluate the potential of ChatGPT-4 and Gemini in 

MT of legal texts and terminology in Arabic using 

a gold standard dataset developed specifically for 

assessing the quality and accuracy of machine-
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translated legal terms from Arabic into English and 

French. This paper is structured as follow: section 

1 presents the introduction, section 2 details the 

experimental set-up and methodology, section 3 

discusses the evaluation and results, and section 4 

presents conclusions and future work. 

2 Experiment Set-up and Methodology 

Despite their great ability to perform MT tasks, 

both ChatGPT-4, developed by OpenAI 1 , and 

Gemini, by Google DeepMind2, encounter several 

and different pitfalls in accurately translating legal 

terminology from AR→EN / AR→FR, due to 

limited exposure to specialized terminological data 

in the legal domain during training. This leads to 

challenges in contextual and cultural 

understanding, besides inconsistencies, and 

potential misinterpretations of legal concepts in 

Arabic. Therefore, in this paper, we present a 

comprehensive evaluation of both models in the 

translation of Arabic legislation and answer the 

question of whether these models care for context 

and terminology in two language pairs (AR→EN / 

AR→FR). To do this, i) we develop an Arabic legal 

corpus (more details about the sources, size, 

coverage, terminology extraction and annotation 

etc., are mentioned in Corpus and Terminology 

extraction paragraph),, ii) generate translations 

from ChatGPT-4 and Gemini, iii) evaluate the 

accuracy of both LLMs outputs based on our gold 

standard dataset, which to the best of our 

knowledge is the first formalized legal 

terminological resource for Arabic developed 

specifically for assessing the quality and accuracy 

of machine-translated legal terms from Arabic into 

English and French, and then v) apply the MQM3 

(Burchardt, 2013) framework to classify translation 

errors and calculate the severity levels presented by 

the models.  

Our gold dataset comprises a collection of 1,015 

Arabic legal terms, each accompanied by 1,015 

sentences where these terms are used, along with 

their translations into English and French. To make 

it reliable, our reference dataset is developed in 

accordance with the online gateways of EU laws, 

including EUR-Lex4 , IATE5 , Juremy6  to retrieve 

1 https://openai.com/index/chatgpt/  
2 https://deepmind.google/technologies/gemini/ 
3 https://themqm.org/  
4 https://eur-
lex.europa.eu/browse/eurovoc.html?locale=en  

the exact equivalence of legal terms in English and 

French, and is then submitted to two annotators to 

verify and validate it. The first is a legal expert 

whose language skills are excellent both in the 

source and the target languages. He validates the 

translations after checking their degree of accuracy 

and adequacy in the target languages. The second 

is a native Arabic speaker with a linguistic 

background meticulously who annotates the Part-

of-Speech tags, Geographical Usage (following the 

ISO 20771:2020 7  standard for Legal translation 

Requirements, to indicate where a given term is 

adapted to express a legal practice). This validation 

method for such sensitive dataset is important for 

the sake of equivalence reference to ensure an 

adequate and accurate analysis. This dual-

annotator approach enhances the quality of the data 

by reducing the chances of errors and 

inconsistencies, and it provides a standardized 

point of reference for evaluating MT systems 

objectively and systematically in the area of legal 

terminology translation for Arabic. 

Corpus and Terminology Extraction. We use 

NooJ8 , an NLP software application, to develop 

a corpus of Arabic legislation of different Arab 

countries called the ARabic Legal Corpus (ARLC) 

that consists of 532,688 tokens (ElFqih & Monti, 

2023; ElFqih et al., 2024; Silberztein, 2015) 

including marriage contracts, divorce provisions, 

constitutions, decrees, codes, etc., (see Table 1). 

5 https://iate.europa.eu/home  
6 https://www.juremy.com/about/  
7 https://www.iso.org/obp/ui/en/#!iso:std:69032:en 
8 https://nooj.univ-fcomte.fr/  

Legislation Country Tokens 

Mariage Contracts MAR/ UAE/ KSA/ 

EG 

1,002 

Divorce Provisions MAR/ EG/ DZ/ 

KSA/ UAE/TN 

1,069 

Family Code MAR 20,945 

Code of Penal 

Procedure 

MAR/ DZ/ TN 201,870 

Code of Obligations 

and Contracts 

MAR 82.365 

Civil Code QA/ DZ 175,888 

Code of Personal 

Status 

TN 11,638 

Constitutions MAR 12,494 

Decrees MAR/ EG 22,698 

Local and External 

Pilgrims Law 

KSA 2,719 

Total of Tokens 532,688 

Table 1:  Arabic Legislation, contracts, and provisions. 
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The data used for corpus development is collected 

from the official website of Ministries of Justice, 

Official Gazettes, and others were provided by 

lawyers (contracts and provisions). Secondly, we 

launch a pre-processing operation on the corpus 

where we eliminate common typographical errors 

such as confusion between Alif ( ا) and Hamza (ء) 

or the substitution of (ة) and (ه) at the end of the 

word, the false writing of  ( همزة /  Hamza), the 

addition or omission of a character in a word, and 

any additional space that might be found between 

terms, etc. Then, we annotate it in ElFqih et al., 

(2024) using NooJ linguistic resources for Arabic 

(Mesfar, 2008). Building upon the initial step, we 

then extract Arabic legal terms and the sentences in 

which they occur using NooJ syntactic grammars 

(ElFqih et al., 2024). 

Prompting. To start with the ChatGPT-4 and 

Gemini assessment for the automatic translation of 

legal terminology from Arabic, we utilize a Python 

script that iterates through our data to generate 

prompts. It implements a series of prompts for Out-

of-Context and In-Context translation evaluation in 

two language pairs AR→EN / AR→FR.  
1. prompt1 = 'Write the

corresponding English/French 

term for "{Arabic legal term}". 

Write only the English/French 

translation without providing 

comments.' 'Write the 

translations following the 

order provided.' 

2. Prompt2 = 'Write the

corresponding English/French 

sentence for "{Arabic legal 

sentence}". Write only the 

English/French translation 

without providing comments.' 

'Write the translations 

following the order provided.' 

Prompts 1 and 2 generate from the LLMs the 

translation for Out-of-Context and In-Context legal 

terms and sentences into English and then into 

French, each separately respecting the order 

provided. Prompt 1 is instructed to provide 

translations without providing additional context or 

comments and Prompt 2 is directed to provide no 

additional comment. The generated output, subject 

for evaluation, is refined and classified as follow: 

- Out-of-Context and In-Context translation

results of ChatGPT-4 from AR→EN / 

AR→FR, 

9 https://themqm.org/introduction-to-tqe/ 

- Out-of-Context and In-Context translation

results of Gemini from AR→EN / 

AR→FR. 

3 Evaluation and Results 

Our evaluation consists of three fundamental 

phases. The first is to assess the obtained results of 

both models, GPT-4 and Gemini, based on the 

accuracy criterion against the gold dataset. The 

second is the evaluation of the results applying the 

MQM (Burchardt, 2013), which is a framework for 

analytic Translation Quality Evaluation (TQE) 9 

that can be applied to evaluate machine-translated 

legal terms for Arabic by ChatGPT-4 and Gemini 

against our gold dataset. The third consists of 

evaluating the general LLMs outputs to verify their 

correctness, consistency, and completeness in the 

MT of legal terminology for Arabic.  

Table 2 presents machine-translated legal terms 

results of both models from AR→EN / AR→FR 

based on accuracy criterion. In the out-of-context 

evaluation, ChatGPT-4 yielded 54% false results 

when translating from Arabic into English, whereas 

it produced 60% false results in Arabic into French. 

Conversely, Gemini generated 57% false results for 

Arabic into English, and 61% false results for 

Arabic into French. Notably, both systems 

demonstrated a consistent trend of higher false 

counts than true counts across both language pairs, 

highlighting the challenge of accurately translating 

legal terminology without contextual cues. While 

ChatGPT-4 generally exhibited slightly fewer false 

results than Gemini in Arabic into English 

translations, Gemini showcase marginally better 

performance in Arabic into French, indicating 

nuanced differences in its capabilities across 

different language pairs. However, in the In-

context assessments, both ChatGPT-4 and Gemini 

ChatGPT-4 

Out-of-

Context 

AR→EN 

In-

Context 

AR→EN 

Out-of-

Context 

AR→FR 

In-

Context 

AR→FR 

False  54% 98% 60% 98% 

Gemini 

False  57% 97% 61% 99% 

Table 2: Comparison of ChatGPT-4 and 

Gemini's MT of Legal Terms from AR→EN / 

AR→FR in Out-of-Context and In-Context 

Scenarios, Based on Accuracy Criterion. 
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faced significant challenges, with ChatGPT-4 

scoring 98% false results in Arabic into English, 

and 98% false results in Arabic into French. 

Gemini performed similarly, registering 97% false 

results in Arabic into English, and 99% false results 

in Arabic into French. Despite slight variations in 

the true counts, both systems demonstrate a notable 

decrease in performance when translating legal 

terminology within specific contextual 

frameworks. While the accuracy measure is 

important, these first findings do not, however, 

capture the nuances of the translation quality 

beyond word-for-word accuracy i.e., the Arabic 

linguistic structures and cultural nuances Arabic 

legal terminology denotes. They also do not 

provide an accountable decision on the overall 

quality of the models. 

Therefore, we apply the MQM (Burchardt, 

2013) framework. It includes a set of error types 

and a scoring model. Error types are organized in a 

ChatGPT-4 Gemini 

Error Types Error sub-types Out-of-

Context 

AR→EN 

In-of-

Context 

AR→EN 

Out-of-

Context 

AR→FR 

In-of-

Context 

AR→FR 

Out-of-

context 

AR→EN 

In-

context 

AR→EN 

Out-of-

context 

AR→FR 

In-of-

Context 

AR→FR 

Terminology Inconsistent with 

terminology resource 

1000 1006 998 1001 998 1009 862 1000 

Inconsistent use of 

terminology 

Multiple terms for 

concept in 

source (multiple terms 

for concept) 

Wrong term 

Style Language register 
1008 1005 768 1000 980 1003 950 989 

Awkward style 

Linguistic 

convention 

Duplication 

645 760 765 864 500 800 750 987 

Grammar 

Word form 

Agreement 

Word order 

Function words 

Grammatical register 

Transliteration 

Coherence 

Accuracy Undertranslation 

986 999 921 1001 909 1005 901 999 

Overtranslation 

Addition 

Omission 

Untranslated 

Incomplete procedure 

Mistranslation 

Ambiguous target 

content 

False friend 

Completeness 

Incomplete 

List (incomplete-list) 

Incomplete 

procedure (incomplete

-procedure) 

Audience 

appropriatenes

s 

Culture-specific 

reference 

1002 1010 1002 1002 1006 1011 963 1001 Locale-specific content 

Legal requirements 

End-user suitability 

Table 3: Errors count and classification of machine-translated legal terms by ChatGPT-4 and Gemini for 

AR→EN / AR→FR in Out-of-Context and In-Context scenarios. 
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hierarchical system10  under seven high-level core 

error dimensions, together with subordinate error 

types and their associated severity levels (neutral, 

minor, major, and critical). The scoring model11 

features a system of weights and parameters 

assigned to the error types and severity levels, as 

well as a scoring formula used to calculate a 

numerical score that represents the quality of the 

evaluated translation i.e., Absolute Penalty Total 

according to agreed-upon specifications and the 

Error Count. To achieve the MQM scoring stage, it 

is fundamental to first annotate the errors applying 

the MQM error typology framework. Table 3 

details per each LLM i) six high level dimensions 

namely terminology, style, linguistic convention, 

accuracy and audience appropriateness, ii) the 

errors subtypes iii) and the number per error type 

for the two language pairs AR→EN / AR→FR in 

Out-of-Context and In-Context scenarios. 

Subsequently, to be more precise towards the 

evaluation and the final judgement of the MT 

results produced by the models, we calculate the 

final quality of the translation results using the 

MQM scoring model as shown Tables 4, 5, 6, 7, 8, 

9, 10 & 11 in Appendix A in by assigning scores to: 

- The Error Severity Levels (neutral,

minor, major, and critical) that we define 

depending on the extent to which the error 

poses a risk to the quality of the translation, 

- The Severity Penalty Multiplier (SPM)

score which reflects the increased risk and 

impact between the Error Severity Levels 

(for example, in our case study, we give 1 

to neutral, 1 to minor, 5 to major, and 25 to 

critical), 

- Error Type Weight (ETW) that reflects

the importance of certain error types that 

should be given more prominence than 

others. For example, we give 5 ETW score 

for terminology, accuracy, and audience 

appropriateness and only 3 to style and 

linguistic convention because they 

represent the highest error rates.  

- Error Type Penalty Total (ETPT) is the

sum of penalty points calculated for the 

individual error types annotated. The error 

count for a specific error type and severity 

level is multiplied by the respective SPM 

and ETW to obtain the ETPT. For 

10 Available here: https://themqm.org/error-types-
2/typology/  

example, the ETPT for terminology in 

Table 4 is determined as follows: 

0x1(x5)=0; 6x1(x5)=30; 10x5(x5)=250; 

979x25(x5)=122.375 then, 

(0+30+250+122.375)x5=613.275 

therefore, 613.275 is the ETPT for 

terminology errors in the Out-of-Context 

from Arabic into English scored by 

ChatGPT-4. 

- Errors Count (EC) is the number of

errors set for each dimension and its types 

which we classify according to the level of 

severity across the error severity level. 

- Absolute Penalty Total (APT) is

considered the most important value used 

for quality score calculation, and the one 

that we consider to decide over the 

translation quality and compare the 

models’ quality and performance on MT of 

legal terms in and out of context from 

AR→EN / AR→FR. APT is the sum of all 

ETPTs. 

The evaluation comparing MT application of 

ChatGPT-4 and Gemini in the AR→EN / AR→FR 

language pairs using the MQM scoring model 

provides valuable insights into their performance, 

both in and out of context (see Tables 4, 5, 6, 7, 8, 

9, 10 & 11 in Appendix A). In the Out-of-Context 

scenario for AR→EN translation, ChatGPT-4 

exhibited a higher absolute penalty total compared 

to Gemini (see Table 4 & 8). This suggests that 

ChatGPT-4 struggled more with maintaining 

accuracy and coherence when translating legal 

terms without the surrounding context.  

We assign 5 ETW for terminology (ranging from 0 

neutral, 6 minor, 10 Major, and 979 critical terms), 

accuracy (ranging from 0 neutral, 23 minor, 35 

Major, and 916 critical terms), and audience 

appropriateness (ranging from 0 neutral, 23 minor, 

11 Major, and 959 critical terms), as ChatGPT-4 

shows an inconsistent use of terminology, the use 

of wrong terms and false friends, untranslated 

entries, lack of legal requirements, and culture-

specific references etc., which all lead to present 

wrong concepts in the target language with a total 

number of 1000 errors out of 1015 term. For 

example, the English translation of the term { متعة} 

‘compensation’ is left untranslated by ChatGPT-4 

and results instead in the following comment ‘nan 

11 Detailed process available here: 
https://themqm.org/error-types-2/detailed-process/ 
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(there doesn't seem to be an English translation 

for this term)’, and ‘البناء’ ‘marriage 

consummation’ is translated as ‘construction’. 

The high critical severity rate, considering the 

number, dimensions, and types of errors, 

underscores the importance of addressing these 

translation issues, especially in legal contexts 

where precision is paramount. 

Conversely, in the In-Context scenario (Table 5 

& 9) for AR→EN both models, despite the slight 

variations in favor of ChatGPT-4, face a notable 

failure in performance when contextual 

information was provided. This suggests that the 

models performance did not benefit from context. 

If we consider example 2                                                                                       

from the Moroccan Family Code12 and pay careful 

attention to the translation of the terms { مستحقات}, 

 :{المتعة } ,{العدة} ,{الصداق المؤخر}

2. AR: المؤخر الزوجة:    مستحقات تشمل   إن   الصداق 

التي يراعى في تقديرها فترة  المتعة، والعدة وجد، ونفقة  

 .الزواج والوضعية المالية للزوج 

EN (ChatGPT-4): the wife's dues 

include: the deferred dower, if any, the 

maintenance of the period of waiting, and 

the pleasure that is taken into account in 

its estimation of the period of marriage and 

the financial status of the husband. 

EN (Gemini): The wife's entitlements 

include: delayed dowry if applicable, 

post-marriage support, and temporary 

marriage, which takes into account the 

duration of the marriage, the husband's 

financial situation. 

HT: The wife’s entitlements include: the 

rest of the dowry, if any, the waiting 

period expenses, and the compensation 

that is estimated according to the marriage 

duration and the financial situation of the 

husband. 

we find out that the two models fail to accurately 

translate the legal terms highlighted and capture 

their context. The translations demonstrate several 

pitfalls including the models’ inconsistent use of 

terminology, the use of wrong terms, word order 

that is not compliant with the target language 

norms. They also fail render how ‘compensation’ 

is estimated which is a critical and important 

information, part of acknowledging the husband 

duties towards the wife after divorce. The models 

results also lack legal requirements and 

12 https://shorturl.at/EG567 

undertranslate or mistranslate legal terms in a legal 

system where religion, culture, and law meet and 

mutually influence each other. The critical severity 

rate and the EC remaining high in both models 

indicate persistent translation issues that need 

attention.  

In the In-Context AR→FR pair, both ChatGPT-

4 and Gemini demonstrate a high critical number 

of errors than the major and minor ones compared 

to the Out-of-Context (see Table 7 & 11). In Out-

of-Context (see Table 6 & 10), they score a higher 

number of minor and major errors than the critical 

ones. In other words, ChatGPT-4 approximately 

generates around 28% and Gemini 44% of correct 

terms in Out-of-Context, and only 7% (ChatGPT-

4) and 15% (Gemini) of correct phrases in in In-

Context Scenario with, however, higher ETW 

score in both scenarios for both models i.e., 5 for 

terminology, 3 for style, 3 for linguistic 

conventions, 5 for accuracy, and 5 for audience 

appropriateness. This implies that the two models 

struggle with leveraging and disambiguating legal 

phrases that solely rely on contextual and cultural 

knowledge, leading to inaccuracy, transliterations, 

non-compliant results with legal requirements, and 

violation of culture-specific references etc. 

Our terminological dataset consists of judicial 

documents (i.e., contracts, provisions, codes, 

decrees, etc.) of different Arab countries (Morocco, 

Algeria, Tunisia, United Arab Emirates, Saudi 

Arabia, Egypt). Therefore, the use of distinct legal 

terminology to convey similar legal practices in 

different countries can significantly impact the 

outcomes of MT for Arabic. Due to variations in 

legal systems, cultural nuances, idiomatic 

expressions, linguistic variations, and the specific 

precision required in legal language, ChatGPT-4 

and Gemini may struggle to accurately capture the 

intended meanings. This could lead to 

mistranslations, misinterpretations, and errors that 

have potentially serious legal consequences. For 

example, the term { مأذون} is used mostly in Qatar 

and Egypt. It is used to refer to the person certified 

by the judge to perform certain legal formalities, 

especially to draw up or certify marriage contracts, 

deeds, and other documents for use in other 

jurisdictions13 . ChatGPT-4, however, translates it 

as ‘authorized’ into English and ‘autorisé’ into 

French. Whereas Gemini, as well, translates it as 

‘authorized’ into English and ‘autorisé’ into 

13 https://www.almaany.com/ar/dict/ar-ar/ 
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French. Therefore, we notice that both models not 

only transform the grammatical category of the 

term from a noun, which represents a person into 

an adjective, but they also misinterpret the intended 

legal practice in the target legal systems. Hence, in 

France, the equivalence of { مأذون} is ‘maire’ (i.e., 

the person who chairs the municipal council 14 ), 

he/she is the one who oversees approving and 

drawing up marriage contracts. Whereas in 

England the person in charge of approving and 

celebrating the marriage requests is called the 

‘superintendent registrar15 ’ of the district. This 

unveils that these models are not trained on a 

diverse and comprehensive dataset that covers a 

wide range of legal terminologies from different 

countries. In other words, these models need to be 

equipped with region-specific legal dictionaries 

and context-aware algorithms that consider the 

nuances of each country's legal language. 

Additionally, leveraging parallel legal texts in 

different terms can help train the models to better 

handle these variations. 

4 Conclusion and Future Work 

The results show that Gemini surpasses 

ChatGPT-4 in achieving less critical errors in Out-

Of-Context scenario from AR→EN, conversely, in 

In-Context scenario, ChatGPT-4 demonstrates less 

critical results, but more minor and major errors 

compared to Gemini with only slight differences 

regarding the critical error severity count. In 

AR→FR pair, ChatGPT-4 and Gemini achieve 

better results in Out-of-Context scenarios but face 

significant challenges with accurately capturing the 

nuances and complexities of legal terminology 

when the context is provided. This is because the 

complexity of legal language and the terminology 

used to express certain concepts that are culturally 

and religiously bound present critical barriers. 

Secondly, these models are pre-trained on vast 

amount of text from diverse sources and on a large 

amount of unlabeled corpora, and they might not 

have access to sufficient amounts of domain-

specific texts for every possible domain. In this 

regard, we believe that efforts should be invested 

on enhancing context sensitivity of LLMs’ MT 

tasks by i) developing models capable of handling 

14 EESC/COR-FR, d'après le Conseil des communes et 
régions d’Europe (CCRE), «Gouvernements locaux et 
régionaux en Europe — Structures et compétences» 
(2016) (3.5.2022), page 26 

longer text sequences, such as Transformer-XL 

(Dai et al., 2019), which can capture broader 

dependencies, ii) incorporating hierarchical 

modeling to process text at multiple levels 

(sentence, paragraph, document) to ensure better 

context continuity, iii) training with datasets that 

preserve discourse structure and using dynamic 

context integration techniques, like Retrieval-

Augmented Generation (RAG) (Gao et al., 2023) 

which combines generative models with retrieval 

mechanisms to dynamically incorporate relevant 

context from external sources during the generation 

process. Indeed, MQM offers an insightful and 

comprehensive approach to evaluating machine-

translated legal terms for Arabic by ChatGPT-4 and 

Gemini. This framework enables a granular 

assessment of the accuracy state of the models 

better than any automatic metric would do, by 

considering various dimensions such as 

terminology, style, linguistic convention, accuracy, 

and audience appropriateness, and their respective 

sub-dimensions. This detailed analysis provides us 

with actionable feedback for improvement as it 

presents detailed insights that go beyond automatic 

metrics.  

In the future, we will consider fine-tuning these 

models with extra context to improve their in-

context learning abilities, as well as the translation 

quality and adherence to the domain terminology 

and style. We might also consider the use of 

dynamic context integration techniques like RAG 

to enhance the models ability to handle complex 

and context-dependent translations by providing 

them with access to a broader and more relevant set 

of contextual information during the translation 

process. Additionally, we will extend this 

evaluation framework to additional domains and 

language pairs and include more models to not only 

capture the understanding of the models 

capabilities and limitations but to also 

systematically improve the MQM dimensions so 

that to ensure it remains a relevant, accurate, and 

actionable metric for such models.  

15 Term reference: 
https://www.citizensadvice.org.uk/family/living-
togethermarriage-and-civil-partnership/getting-
married/  
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A MQM Scorecards 

ChatGPT-4 

Out-of-Context AR→EN 

Error Severity 

Multiplier 

Neutral Minor Major Critical Error Type Penalty 

Severity Penalty 

Multiplier 

1 1 5 25 Error 

Type 

Weight 

Error 

Type 

Penalty 

Totals Error Types 

Dimension 

Error Count 

Terminology 0 6 10 979 5 613,275 

Style 0 15 40 950 3 213,750 

Linguistic 

Convention 

0 90 55 430 3 96,750 

Accuracy 0 23 35 916 5 572,500 

Audience 

Appropriateness 

0 23 11 959 5 601,325 

Absolute Penalty Total 2,097,600 

Table 4: MQM Evaluation Scorecard of ChatGPT-4 

performance in Out-of-Context AR→EN 

ChatGPT-4 

In-Context AR→FR 

Error Severity 

Multiplier 

Neutral Minor Major Critical Error Type Penalty 

Severity Penalty 

Multiplier 

1 1 5 25 Error 

Type 

Weight 

Error 

Type 

Penalty 

Totals Error Types 

Dimension 

Error Count 

Terminology 0 8 35 958 5 603,325 

Style 0 12 33 955 3 216,468 

Linguistic 

Convention 

0 11 66 787 3 180,144 

Accuracy 0 8 23 970 5 609,325 

Audience 

Appropriateness 

0 5 27 970 5 609,750 

Absolute Penalty Total 2,219.012 

Table 5: MQM Evaluation Scorecard of ChatGPT-4 

performance in In-Context AR→FR. 

Table 6: MQM Evaluation Scorecard of ChatGPT-4 

performance in Out-of-Context AR→EN. 

Gemini 

In-Context AR→EN 

Error Severity 

Multiplier 

Neutral Minor Major Critical Error Type Penalty 

Severity Penalty 

Multiplier 

1 1 5 25 Error 

Type 

Weight 

Error 

Type 

Penalty 

Totals Error Types 

Dimension 

Error Count 

Terminology 0 2 55 941 5 595,050 

Style 0 5 13 962 3 217,080 

Linguistic 

Convention 

0 2 11 487 3 110,088 

Accuracy 0 8 54 847 5 536,325 

Audience 

Appropriateness 

0 6 55 945 5 597,650 

Absolute Penalty Total 2,056.193 

Table 7: MQM Evaluation Scorecard of Gemini 

performance in In-Context AR→EN. 

Gemini 

Out-of-Context AR→FR 

Error Severity 

Multiplier 

Neutral Minor Major Critical Error Type Penalty 

Severity Penalty 

Multiplier 

1 1 5 25 Error 

Type 

Weight 

Error 

Type 

Penalty 

Totals 
Error Types 

Dimension 

Error Count 

Terminology 0 2 55 805 5 510,050 

Style 0 12 21 917 3 207,348 

Linguistic 

Convention 

0 15 32 703 3 159,750 

Accuracy 0 11 39 851 5 537,025 

Audience 

Appropriateness 

0 12 42 909 5 573,675 

Absolute Penalty Total 1,987.848 

Table 8: MQM Evaluation Scorecard of Gemini 

performance in Out-of-Context AR→FR. 

Gemini 

Out-of-Context AR→EN 

Error Severity 

Multiplier 

Neutral Minor Major Critical Error Type Penalty 

Severity Penalty 

Multiplier 

1 1 5 25 Error 

Type 

Weight 

Error 

Type 

Penalty 

Totals Error Types 

Dimension 

Error Count 

Terminology 0 2 23 973 5 611,050 

Style 0 11 33 936 3 212,184 

Linguistic Convention 0 10 44 446 3 102,420 

Accuracy 0 5 25 879 5 552,625 

Audience 

Appropriateness 

0 14 21 971 5 609,850 

Absolute Penalty Total 2,088.129 
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ChatGPT-4 

In-Context AR→EN 

Error Severity 

Multiplier 

Neutral Minor Major Critical Error Type Penalty 

Severity 

Penalty 

Multiplier 

1 1 5 25 Error 

Type 

Weight 

Error 

Type 

Penalty 

Totals Error Types 

Dimension 

Error Count 

Terminology 0 25 60 915 5 580,000 

Style 0 16 58 913 3 208,179 

Linguistic 

Convention 

0 54 56 650 3 149,256 

Accuracy 0 17 52 930 5 587,875 

Audience 

Appropriatene

ss 

0 13 55 934 5 590,950 

Absolute Penalty Total 2,116.26 

Table 9: MQM Evaluation Scorecard of ChatGPT-4 

performance in In -Context AR→EN. 

ChatGPT-4 

Out-of-Context AR→FR 

Error Severity 

Multiplier 

Neutral Minor Major Critical Error Type Penalty 

Severity Penalty 

Multiplier 

1 1 5 25 Error 

Type 

Weight 

Error 

Type 

Penalty 

Totals 
Error Types 

Dimension 

Error Count 

Terminology 0 20 65 913 5 579,250 

Style 0 55 65 648 3 149,220 

Linguistic 

Convention 

0 54 67 644 3 148,806 

Accuracy 0 11 23 887 5 557,525 

Audience 

Appropriateness 

0 9 22 971 5 609,850 

Absolute Penalty Total 2,044.651 

Table 10: MQM Evaluation Scorecard of ChatGPT-4 

performance in Out-of-Context AR→FR. 

Gemini 

In-Context AR→FR 

Error Severity 

Multiplier 

Neutral Minor Major Critical Error Type Penalty 

Severity Penalty 

Multiplier 

1 1 5 25 Error 

Type 

Weight 

Error 

Type 

Penalty 

Totals Error Types 

Dimension 

Error Count 

Terminology 0 3 30 967 5 608,200 

Style 0 9 22 958 3 216,621 

Linguistic 

Convention 

0 5 32 950 3 215,235 

Accuracy 0 2 15 982 5 615,675 

Audience 

Appropriateness 

0 3 44 954 5 120,425 

Absolute Penalty Total 1,776.156 

Table 11: MQM Evaluation Scorecard of Gemini 

performance in Out-of-Context AR→FR. 
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