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Abstract
This paper details our submission to the Wo-
joodNER Shared Task 2024, leveraging in-
context learning with large language models for
Arabic Named Entity Recognition. We utilized
the Command R model, to perform fine-grained
NER on the Wojood-Fine corpus. Our primary
approach achieved an F1 score of 0.737 and
a recall of 0.756. Post-processing the gener-
ated predictions to correct format inconsisten-
cies resulted in an increased recall of 0.759,
and a similar F1 score of 0.735. A multi-level
prompting method and aggregation of outputs
resulted in a lower F1 score of 0.637. Our re-
sults demonstrate the potential of ICL for Ara-
bic NER while highlighting challenges related
to LLM output consistency.

1 Introduction
Named Entity Recognition (NER) is an essential
component of information extraction that involves
identifying and classifying named entities in a
given text into predefined categories such as names
of organizations, people, and locations. NER acts
as an important pre-processing step for a variety
of downstream tasks including text summarization
and question answering (Sang and Meulder, 2003).
Figure 1 shows an Arabic NER example. Flat NER
identifies non-overlapping entities in a text, while
nested NER recognizes entities within other en-
tities such as ‘Strip’ in the third row which is a
geopolitical entity nested within the event entity.

Datasets and methodologies differ for each NER
type, with specific corpora and annotation tech-
niques for each one. The Wojood corpus (Jarrar
et al., 2022) is a significant contribution for Ara-
bic NER, containing about 550K tokens in Modern
Standard Arabic and various dialects, annotated
with 21 entity types such as person, organization,
and location. The Wojood-Fine corpus (Liqreina
et al., 2023) extends this with 31 subtypes for cat-
egories such as geopolitical entities and facilities.
Both corpora include flat and nested versions.

Translation Nested Flat�èXA«@↩i↪̄adh Re- O O O
	àA¢J
���@āstyt.ān Settlement B-EVENT B-EVENT B-EVENT

¨A¢�̄qt.ā↪ Strip I-EVENT B-GPE B-S-O-P I-EVENT
�è 	Q 	«ġzh Gaza I-EVENT I-GPE I-S-O-P I-EVENT

Figure 1: Arabic NER nested and flat example. S-O-P:
STATE-OR-PROVINCE.

The WojoodNER shared task series (Jarrar et al.,
2023) aims to advance Arabic NER research using
Wojood and Wojood-Fine. The 2024 shared task
(Jarrar et al., 2024) introduced new subtasks, in-
cluding an “open track" subtask (Subtask 3) encour-
aging innovative systems using external datasets
and tools, focusing on NER’s real-world utility
through generative models. This paper presents
our submission to the open track for the flat NER
subtask (Subtask 3A).

In-context learning (ICL) with large language
models (LLMs) has emerged as a promising ap-
proach for NER. ICL enables LLMs to perform
tasks by utilizing prompts with a few demonstra-
tive examples per category.

Our method proceeds as follows:
• We created a detailed novel system prompt

based on Wojood-Fine annotation guidelines.
• We instructed an LLM model that we have

selected with the prompt and predicted fine-
grained flat NER.

• We post-processed the output resolving LLM
inconsistency format issues with detailed
steps to extract consistent predictions.

• We evaluated the results considering (i) full
compliance with the specified output format,
and (ii) after post-processing, allowing lenient
format.

2 Related Work

Recent studies explored different techniques and
frameworks to enhance ICL for NER. GPT-NER
transforms sequence labeling into a generation task,
classifying entities with corresponding tokens. To
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Table 1: Subtask 3 dataset statistics.
#Sentences #Tokens #Ent Flat #Ent Nested

Train 1,928 50,144 16,096 18,111
Dev 372 10,049 3,348 3,807

mitigate hallucination, self-verification prompts the
LLM to confirm if the extracted entities belong to
a label (Wang et al., 2023).

C-ICL enhances entity extraction by using cor-
rect and incorrect samples in prompts, improving
the model’s accuracy through reasoning and error
correction (Mo et al., 2024). Similarly, P-ICL uses
point entities as auxiliary information in prompts,
enhancing the LLM’s ability to recognize each en-
tity type (Jiang et al., 2024). For few-shot nested
NER, researchers developed a framework that in-
cludes a prompt with task instructions, demonstra-
tions, and possible labels, and developed an exam-
ple selection mechanism called EnDe retriever to
optimize prompt effectiveness (Zhang et al., 2024).

Researchers evaluated GPT-3.5 and GPT-4 for
Arabic NLP tasks (Abdelali et al., 2024), including
NER, using zero-shot learning and further evalu-
ated GPT-4 using few-shot learning on datasets
such as ANERcorp (Benajiba et al., 2007), Aq-
mar (Schneider et al., 2012), and QASR (Mubarak
et al., 2021). The study revealed patterns of errors
for sequence tagging tasks like NER and POS tag-
ging that included format deviations and incorrect
token generation which led to performance drops.

3 Dataset
The NER shared task dataset for Subtask 3 in-
cludes data from five news domains related to the
war on Gaza. The subtask provides training and
development sets that were manually annotated
with fine-grain named entities using the annotation
guidelines described in (Liqreina et al., 2023). The
dataset includes both flat and nested versions. The
training set contains 1,928 sentences with a total of
50,144 tokens, while the development set has 372
sentences with 10,049 tokens, as shown in Table 1.
Table 2 details the counts of the different entities
for each split of the dataset.

4 LLM Selection
After evaluating several open source LLMs, we
selected Cohere’s Command R model (Command
R Team, 2024) as our chosen LLM. Command R
is an open-weights generative model specifically
optimized for long-context tasks such as retrieval-
augmented generation (RAG). This model contains

Table 2: Subtype entity counts in Subtask 3.
Flat Nested

Tag Sub-type Tag Train Dev Train Dev
GPE COUNTRY 187 37 232 39

STATE-OR-PROVINCE 1,002 151 1,056 172
TOWN 235 35 271 50
NEIGHBORHOOD 6 0 6 0
CAMP 16 0 16 0
GPE_ORG 81 19 86 20

LOC CONTINENT 0 0 2 0
CLUSTER 30 6 31 6
BOUNDARY 18 11 18 11
WATER-BODY 6 4 6 4
LAND-REGION-NATURAL 7 2 15 2
REGION-GENERAL 187 54 128 39
REGION-INTERNATIONAL 4 0 8 0

ORG GOV 1,107 280 1,146 293
COM 187 40 189 40
EDU 27 0 27 0
NONGOV 846 204 872 209
MED 266 61 266 61
SCI 112 28 112 28
ORG_FAC 118 28 118 28

FAC AIRPORT 3 0 3 0
BUILDING-OR-GROUNDS 162 32 162 32

Total 4,607 992 4,770 1,034

35 billion parameters and supports a context length
of up to 128,000 tokens, making it well-suited for
extensive text processing tasks.

Command R is proficient in handling 10 ma-
jor languages: English, French, Spanish, Italian,
German, Portuguese, Japanese, Korean, Arabic,
and Chinese. Notably, it ranks as the second-best
model on The Open Arabic LLM Leaderboard (Elfi-
lali et al., 2024), which assesses the performance
of Arabic LLMs. The evaluation datasets include
native Arabic benchmarks such as AlGhafa (Al-
mazrouei et al., 2023) and ACVA (Huang et al.,
2023), focusing on reasoning, language understand-
ing, and commonsense tasks.

Despite its smaller parameter size, Command R
achieved an average score of 54.43, closely trail-
ing the Llama3 model with 70 billion parameters,
which scored 59.86. This performance underscores
Command R’s efficiency and capability. For our
experiments, we employed the 8-bit quantized ver-
sion of the Command R model, which balances
performance and resource utilization effectively.

5 Prompt Design
To explain the task to the model, we devised a
detailed system prompt. It outlines the steps for
tagging tokens according to the Wojood-Fine an-
notation guidelines (Liqreina et al., 2023). The
prompt helps the model predict different tag levels
for each token and specifies the required output for-
mat, ensuring correct parsing for evaluation. The
full prompt is listed in Appendix A.

The initial sentences in the prompt instruct the
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Table 3: Evaluation results considering the ‘O’ in All,
and excluding it in ’Organizers’. CRPrompt: strictly
following the system prompt format. CRPrompt6: after
post-processing the six cases. Multi-level: the multi-
level prompt method.

All Organizers
P R F1 P R F1

RPrompt 0.719 0.756 0.737 0.265 0.330 0.294
CRPrompt6 0.713 0.759 0.735 0.264 0.355 0.305
Multi-level 0.634 0.639 0.637 0.136 0.209 0.165

LLM to perform highly accurate NER for Arabic
text. The model is expected to understand Arabic
thoroughly and predict the appropriate named en-
tity tags for each token in a provided list, following
structured steps.

To tag the tokens correctly, the model needs to
predict up to three levels of tags. The first level is
the high-level tag from Wojood’s original 21 tags.
The second level is a subtype, applicable only for
GPE, ORG, FAC, and LOC tags. The third level is
needed only if the second level tag is GPE_ORG or
ORG_FAC, identifying the specific subtypes from
GPE and ORG, or ORG and FAC.

To simplify the problem, the prompt instructs
the model to predict only two tag levels: L1 (high-
level tag) and L2 (subtype). It lists possible L2 tags
based on L1 (GPE, ORG, FAC, or LOC) and their
definitions. The model is instructed to output pre-
dictions in CSV format: token in the first column,
L1 tags in the second, and L2 tags in the third, with
the most probable tags listed first.

To handle cases where GPE_ORG or ORG_FAC
are subtypes, these tags are removed from the L2
list. Instead, the model is instructed that L1 tags
can include both GPE and ORG, or ORG and FAC.
Few-shot examples demonstrate this, e.g., L1 could
be “B-GPE B-ORG” and L2 “B-COUNTRY B-
GOV,” or L1 “B-ORG B-FAC” and L2 “B-EDU
B-BUILDING-OR-GROUNDS.” We reconstruct
the correct subtype tag in post-processing. The
prompt also instructs the model to follow the BIO
schema, with “B-” marking the beginning and “I-”
marking the inside of an entity.

We added 27 illustrative examples of input sen-
tences and output predictions to the prompt. These
sentences were chosen manually, preferring shorter
sentences with diverse examples and more non-“O”
tags. The format of the few-shot examples is shown
in Appendix B.

5.1 Prompt by AI Agency
We experimented with ChatGPT to automatically
create prompts that generate NE tags according to
the guidelines. However, the experiments were not
successful.

6 Output Quality Issues
After inspecting Command R’s generated outputs,
we identified several quality issues. Firstly, the
model sometimes produced extra tokens or missed
tokens for a given input sentence. Although there
are 10,049 tokens in the development set, the
model outputted only 9,915 tokens because some
predicted sentence outputs were either shorter or
longer than their corresponding ground truth sen-
tences. Secondly, the model tagged some tokens
with tags it had not encountered in the prompt be-
fore, resulting in 14 different hallucinated tags.

Thirdly, only 9,416 out of the 9,915 token pre-
dictions generated by the model strictly conformed
to the specified output format. For the remaining
tokens, there were several instances of incorrect
output formats. We observed a total of six distinct
cases of wrong output format that are amenable to
postprocessing as shown in Appendix C.

Although the formats were syntactically incor-
rect, their tags semantically made sense upon in-
spection. We handled the six cases using a post pro-
cessing step and we report results with and without
post-processing.

6.1 Post-processing
To handle the above mentioned issues, we post-
processed generated output that did not match the
expected format. For every ground truth token
without a corresponding predicted token, we set
the predicted tag to “O", considering the order of
tokens and the possibility of duplicate tokens in a
sentence. If the original predicted tag was a hallu-
cinated one, we also set the predicted tag to “O".
For the remaining cases of output format issues, we
converted the different cases to the expected output
format as outlined in the prompt by handling them
as detailed in Appendix C.

7 Split Multi-level Prompt Method
We also experimented with smaller prompts target-
ing subsets of named entity types and aggregated
the results. First, we created separate prompts,
prompt1 (11 Wojood NER enitities) and prompt2
(remaining 10). They instruct the model to tag only
using the provided subset. For the output of the first
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Table 4: Performance for non-zero, non-‘O’ top and bottom entities. S-O-P: STATE-OR-PROVINCE, B-O-G:
BUILDING-OR-GROUNDS, R-G: REGION-GENERAL.

CRPrompt CRPrompt6 Multi-level
Label Precision Recall F1-Score Label Precision Recall F1-Score Label Precision Recall F1-Score
LAW 0.66 0.64 0.65 LAW 0.64 0.64 0.64 PERCENT 0.82 0.40 0.54
GPE 0.48 0.79 0.60 GPE 0.45 0.85 0.59 PERS 0.33 0.73 0.45
PERS 0.46 0.81 0.59 PERS 0.45 0.81 0.58 S-O-P 0.39 0.50 0.44
ORG 0.57 0.47 0.51 ORG 0.56 0.52 0.54 TOWN 0.46 0.41 0.44
WEBSITE 0.57 0.44 0.5 WEBSITE 0.57 0.44 0.5 ORG 0.46 0.32 0.38
SCI 0.17 0.13 0.15 BOUNDARY 0.33 0.12 0.18 NORP 0.14 0.13 0.13
B-O-G 0.09 0.11 0.10 NONGOV 0.41 0.11 0.18 ORDINAL 0.33 0.07 0.11
R-G 0.06 0.05 0.06 R-G 0.16 0.17 0.16 EVENT 0.07 0.18 0.10
EVENT 0.12 0.02 0.04 EVENT 0.11 0.02 0.04 LOC 0.03 0.06 0.04
QUANTITY 0.04 0.04 0.04 QUANTITY 0.04 0.04 0.04 COUNTRY 0.02 0.06 0.03

subset, we collected the tokens classified with tags
that have subtypes (GPE, ORG, FAC, and LOC)
and asked the LLM to classify the extracted entities
into the corresponding subtypes. We created four
different ICL prompts for that. We reconstructed
the predicted tags from both levels. If a sub-tag was
GPE_ORG or ORG_FAC, we report the third-level
tags from the results of the corresponding prompts
(GPE and ORG prompts or from ORG and FAC).

8 Results

As shown in Table 3, the evaluation before post
processing (CRPrompt) resulted in a precision of
0.719, recall of 0.756, and an F1 score of 0.737.
The post processing of the six cases (CRPrompt6)
improved recall slightly to 0.759 with a slightly
lower precision of 0.713, and a similar F1 score of
0.735. Using the split multi-level prompt method
(Multi-level) resulted in a decreased F1 score of
0.637, recall of 0.639, and precision of 0.634. The
‘Organizers’ column shows the Wojood Shared
Task evaluation results for our different methods.
Table 4 shows the top and bottom five performing
tags with the different methods without considering
the “O” tag.

9 Discussion

We discuss several key insights and challenges us-
ing Command R model for Arabic NER. The 0.737
F1 and 0.756 recall primary scores indicate an ef-
fective performance. Post-processing resulted in
slight recall improvement with a similar F1 score.
This suggests that while format corrections helped
recover some missed entities, it also impacted the
precision. Adherence to output formats may be bet-
ter with finetuning approaches to avoid unnecessary
performance penalties.

The multi-level method resulted in a lower F1
score of 0.637. We hypothesized that shorter, more

specific prompts help the model focus better. How-
ever, separating entities into distinct prompts might
have disrupted the LLM contextual understanding.
It seems LLMs work better when performing mul-
tiple tasks that feed into each others. The poten-
tial for error propagation in aggregating multiple
prompts may have introduced errors as well.

10 Conclusion

In this paper, we explored using LLMs for Arabic
NER through ICL with the Command R model.
Our experiments indicate that while the model has
potential for Arabic NER tasks when provided with
high-quality prompts, it occasionally deviates from
the specified output format, necessitating additional
post-processing.

Future work could focus on better example re-
trieval for prompts, as the selection of the few-
shot examples could significantly impact in-context
learning performance (Min et al., 2022). Addition-
ally, developing more robust prompting strategies
to enforce format consistency and comparing dif-
ferent LLMs to understand their strengths and limi-
tations in Arabic NER could yield valuable insights.
These improvements could enhance the efficiency
and scalability of LLMs for NER tasks.

11 Limitations

This study has several limitations. Our system’s
reliance on post-processing to correct format incon-
sistencies is an important consideration for anyone
using our prompt and setup, as it necessitates ad-
ditional steps to achieve fully compliant outputs.
Furthermore, the system prompt was specifically
designed for Wojood-Fine annotation guidelines,
potentially limiting generalizability to other anno-
tation frameworks within Arabic NER tasks.
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A Detailed system prompt

You are a highly accurate model for named entity recognition (NER) from Arabic text. You
understand the Arabic language very well. Given a list of Arabic tokens, predict the correct named
entity tags for each token. Make your predictions according to the following steps.
1. Each token may have multiple tags up to two levels of tags (L1 and L2).
2. L1 has the following possible tags
"PERS": People names, including first, middle, last, and nicknames. Titles are not included except
for Prophets, kings, etc.
"NORP": Group of people.
"OCC": Occupation or professional title.
"ORG": Legal or social bodies like institutions, companies, agencies, teams, parties, armies, and
governments.
...
"O" for other or no tag.
3. L1 can have more than one tag only if the tags in it are GPE and ORG, or ORG and FAC.
4. Tokens with GPE tags for L1 might have detailed L2 tags from the following set:
"COUNTRY": Taggable mentions of the entireties of any nation.
...
"SPORT": Athletes, Sports Teams.
5. Tokens with LOC tags for L1 might have detailed L2 tags from the following set:
"CONTINENT": Taggable mentions of the entireties of any of the seven continents.
...
"REGION-INTERNATIONAL": Taggable locations that cross national borders.
6. Tokens with ORG tags for L1 might have detailed L2 tags from the following set:
"GOV": Government organizations.
...
"SPO": Sports organizations that are primarily concerned with participating in or governing
organized sporting events.
7. Tokens with FAC tags for L1 might have detailed L2 tags from the following set:
"PLANT": One or more buildings used and/or designed solely for industrial
...
"PATH": Streets, canals, and bridges.
8. List the most probable tags first and start always with L1 tags.
9. Use CSV format in the output where the actual token is the first column, L1 tags in the second
column separated by spaces, and L2 tags in the third column separated by spaces.
10. Follow the BIO schema where B- precedes the tag name for the start token of the named entity,
and I- precedes the inside tokens of the named entity.

Example: , �é¢m× B-ORG B-FAC, B-COM B-BUILDINGS-OR-GROUNDS

or �H@PA¢�̄, I-ORG I-FAC, I-COM I-BUILDING-OR-GROUNDS
The following are examples of input you will be given and output you should respond with.
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B Examples of the few-shot instances given in the system prompt

### Input:
�éK
YÊK.�èQ�
J. Ë @�éK
Q�®Ë
¨P@ 	QÓ
ú

	GAK. ñ 	JË @

### Output:
�éK
YÊK. ,B-ORG,B-GOV
�èQ�
J. Ë @,I-ORG,I-GOV
�éK
Q�®Ë,B-GPE B-ORG,B-TOWN B-GOV

¨P@ 	QÓ,I-GPE I-ORG,I-TOWN I-GOV

ú

	GAK. ñ 	JË @,I-GPE I-ORG,I-TOWN I-GOV

### Input:
�P@YÓ
@ðQ 	Kð


B@

ú

	̄

Õæ

	m×

ø
 ð@YJ. Ë @
	á�
Jk. CË
ú

	̄
	àA 	JJ. Ë

### Output:
�P@YÓ,O,

@ðQ 	Kð

B@,B-ORG,B-NONGOV

ú

	̄ ,O,

Õæ

	m×,B-GPE,B-CAMP

ø
 ð@YJ. Ë @,I-GPE,I-CAMP
	á�
Jk. CË,I-GPE,I-CAMP

ú

	̄ ,O,

	àA 	JJ. Ë,B-GPE,B-COUNTRY
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C Detailed post-processing of incorrect output format cases

Case 1: Generated three columns instead of two for L1 and L2 and prediction is the special
case of GPE_ORG or ORG_FAC. First and second columns represent L1, and third column
represents L2.

Example predictions:
B-ORG,B-FAC,B-COM B-BUILDING-OR-GROUNDS
B-FAC,B-ORG,B-SCI
Post processing: Join the tags in the first and second columns with a space, making them
the first column, and set the last column as the second column.

Case 2: Generated three columns instead of two for L1 and L2 and it is not Case 1. L1 is
represented by first column only.

Example predictions:
B-ORG,B-COM,B-GOV
Post processing: Disregard the third column, assuming that B-COM is a more confident
prediction than B-GOV, as the model was instructed to list the more probable tags first.

Case 3: Generated four columns instead of two for L1 and L2 and prediction is the special case
of GPE_ORG or ORG_FAC. First and second columns represent L1, third and fourth columns
represent L2.

Example predictions:
B-FAC,B-ORG,B-SCI,B-BUILDING-OR-GROUNDS
Post processing: Join the tags in the first and second columns with a space, making them
the first column, and join the second and third tags with a space, making them the second
column.

Case 4: Same as Case 3 but tags after the first tag in the first column are space separated instead
of comma separated.

Example predictions:
B-FAC,B-ORG B-MED B-BUILDING-OR-GROUNDS
Post processing: Join the tags in the second column with a comma, treat the case as Case
3.

Case 5: Same as Case 3 but all tags are space separated instead of comma separated.

Example predictions: I-ORG I-FAC I-COM I-BUILDING-OR-GROUNDS
Post processing: Join the tags by comma and treat case as Case 3.

Case 6: The prediction is always the first string before the “|”.

Example predictions:
O | O | O
B-FAC,B-ORG,B-SCI,B-BUILDING-OR-GROUNDS | O | O
Post processing: Extract the string before the first “|” and handle it like any of the above
cases based on its length and the character it can be split by (comma or whitespace).
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D Zero-performance tags in different methods

D.1 CRPrompt
GPE_ORG
LAND-REGION-NATURAL
FAC
PRODUCT
TIME
CLUSTER

D.2 CRPrompt6
GPE_ORG
LAND-REGION-NATURAL
FAC
PRODUCT
TIME
CLUSTER

D.3 Multi-level
GPE_ORG
ORG_FAC
FAC
BUILDING-OR-GROUNDS
LAND-REGION-NATURAL
REGION-GENERAL
CLUSTER
SCI
WEBSITE
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