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Abstract

Native Language Identification (NLI) is con-
cerned with predicting the native language of
an author writing in a second language. We
investigate NLI for Arabic, with a focus on the
types of linguistic information given that Ara-
bic is morphologically rich. We use the Arabic
Learner Corpus (ALC) for training and testing
along with a linear SVM. We explore lexical,
morpho-syntactic, and syntactic features. Re-
sults show that the best single type of informa-
tion is character n-grams ranging from 2 to 6.
Using this model, we achieve an accuracy of
61.84%, thus outperforming previous results
(Ionescu, 2015) by 11.74% even though we use
an additional 2 L1s. However, when using pre-
fix and suffix sequences, we reach an accuracy
of 53.95%, showing that an approximation of
unlexicalized features still reaches solid results.

1 Introduction

Native Language Identification (NLI) task is con-
cerned with predicting the native language of texts
written by learners of a second language (L2). NLI
relies on the assumption that speakers of the same
native language display certain linguistic patterns
in their L2 texts which can be used as traces in NLI
to predict their L1. Work on NLI has exploited
various types of these linguistic features such as
function words, character n-grams, POS n-grams,
syntactic structure, and spelling mistakes (Koppel
et al., 2005; Wong and Dras, 2009).

Previous work (e.g., Malmasi and Dras (2014a);
Malmasi et al. (2015)) has argued for unlexical-
ized features as opposed to lexicalized features be-
cause they are less biased to the prompt and domain
of the data. Lexicalized features consist of word
n-grams while unlexicalized features are content-
independent and non-lexical (such as POS tags or
function words) and are thus less dependent on
text vocabulary. Lexicalized features are consid-
ered less desirable because they cause topic bias

since they depend on the topic of the text (Malmasi
and Dras, 2014a) and may thus not be useful for
texts on different topics (e.g., different prompts in
TOEFL).

In our current work, we investigate this argument
using the Arabic Learner Corpus (ALC), a rather
small collection of texts written by learners of Ara-
bic. The contribution of this paper is to examine
which types of features will be more accurate and
informative for Arabic NLI: lexicalized, unlexical-
ized, morpho-syntactic, syntactic features, or their
combinations. We also provide a comparison be-
tween our system and three other systems that have
used the same corpus. To our knowledge, this is
the first attempt in Arabic NLI that examines the
performance of lexicalized features and compare
them to the unlexicalized ones using ALC data.
We also propose a new feature set, consisting of
prefix-suffix sequences, which is close to an unlex-
icalized feature set and can be useful in situations
with domain drift.

The rest of the paper is organized as follows: sec-
tion 2 describes related work, section 3 describes
the data, section 4 explains the methodology, sec-
tion 5 shows the results and a discussion, and sec-
tion 6 presents our conclusions and future work.

2 Related Work

In text analysis tasks such as NLI, various types of
linguistic features have been exploited. Certain lin-
guistic features such as words, lemmas, tokens, and
characters n-grams have been shown to be effective
(e.g., Wong and Dras (2009); Gebre et al. (2013);
Markov et al. (2017)). However, these types of lin-
guistic features can be problematic since they are
content/domain dependent. By using such features,
topic bias can occur, especially when prompts or
topics are not equally distributed across texts. This
will cause a classifier to indirectly learn to recog-
nize topics.

Therefore, other research in NLI (e.g., Malmasi
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and Dras (2014b); Wong and Dras (2011); Malmasi
et al. (2015)) reported the importance and useful-
ness of using features that are content independent
to avoid these issues. Malmasi and Dras (2014a),
who introduced the first application of NLI using
Arabic learner data, employed content independent
features such as function words, POS n-grams, and
context-free grammar production rules. They used
an SVM classifier and the second version of the
Arabic Learner corpus (ALC) (Alfaifi et al., 2014).
More specifically, they used a subset by choosing
the top seven L1s represented in the corpus: Chi-
nese, English, French, Fulani, Malay, Urdu, and
Yoruba. Their results show that POS n-grams were
the most useful feature (37.60%) as a single feature
type. However, the highest accuracy (41% against
the baseline of 23%) was achieved when all fea-
tures were combined. These results show that those
features were effective in discriminating L1 groups.

Similarly, Mechti et al. (2020) introduced a deep
learning approach using a Gated Recurrent Unit
Network (GRU) to identify the L1s of Arabic learn-
ers. They utilized the same subset (top 7 L1s) of
Arabic Learner Corpus (ALC) and the same fea-
ture sets used by Malmasi and Dras (2014a). They
employed standard deviation for feature selection.
Their classification accuracy reached 45%, which
outperformed the system by Malmasi and Dras
(2014a). Ionescu (2015) proposed a string ker-
nel system based on Local Rank Distance metric
(LRD), which was applied on the character level.
The author used the same subset of Arabic Learner
Corpus used by Malmasi and Dras (2014a) in order
to compare results. Since LRD works on char-
acter level, Ionescu (2015) did not perform any
pre-processing except for normalization (removing
any tabs, spaces, and new lines). A kernel based on
LRD was implemented by using the Kernel Ridge
Regression (KRR) classifier, using a combination
of 3-5 character n-grams as features. Comparing
the results of this study with the results by Malmasi
and Dras (2014a) showed that this system achieved
an accuracy of 50.1%, which was 10% higher than
the results by Malmasi and Dras (2014a) (41%).

As described above, some NLI studies argued
for unlexicalized or syntactic features since they
are content independent. Almost all work done on
Arabic NLI focused only on syntactic or morpho-
syntactic features while ignoring lexical features.
For this reason, we investigate a wide range of lexi-
calized and unlexicalized features, to determine the

Native Language No. Texts
Chinese 76
Urdu 64
Malay 46
French 44
Fulani 36
English 35
Yoruba 28
Somali 26
Tagalog 25
Total 380

Table 1: 9 L1s with number of texts taken from ALC
website.

differences in performance when the L2 is morpho-
logically rich.

3 Data

Data set We use the second version of Arabic
Learner Corpus (ALC) by Alfaifi (2015). The cor-
pus is small in terms of the number of learner texts,
but it contains 66 L1s. We chose the top 9 L1s,
for which we have 25 texts or more. The corpus
consists of 380 documents of written essays and
spoken interviews and uses two prompts: narrative
(a vacation trip) and discussion (my study interest).
365 (95.04%) of these texts are from the written
data and 15 (4.96%) are from spoken data. Table 1
shows the 9 L1s that are used in this study and the
number of texts. We merged Tagalog and Filipino
into the same language.

Preprocessing For preprocessing, we cleaned the
transcribed spoken data for consistency with the
written data. Punctuation, such as double dash
(marking incomplete sentences), is removed; other
punctuation, such as period, comma, and question
marks, is preserved. Filled pauses and hesitations,
marked by Ð and ø
 , are removed. Furthermore, par-
tial words transcribed with a single dash are also
deleted. Additionally, mispronounced words tran-
scribed using a preceding plus sign, are removed.

The original corpus is anonymized, all personal
information such as names, email addresses were
replaced by an Arabic phrase. We replaced this
phrase by the English term ‘UNKNOWN’ to indi-
cate the anonymization without overly interfering
with the n-grams. In addition, any non-Arabic
words are manually removed during preprocess-
ing as long as removing them will not affect the
structure of the sentence.
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Linguistic annotation We tokenized and POS-
tagged the data using MADAMIRA (Pasha et al.,
2014). We explore three types of MADAMIRA
tokenization schemes: 1) ATB, which segments all
clitics, except the definite article, and normalizes
alefs/yaa. 2) D1, which only segments question
and conjunction proclitics as well as normalizes
alefs/yaa. 3) D2, which is similar to D1 but also
segments particle clitics.

We examine two POS tagsets: 1) the PATB
tagset (Maamouri et al., 2004), which makes use
of around 21 POS tags, and 2) the CATiB tagset
(Habash and Roth, 2009), which uses a very coarse-
grained POS tagset of 6 POS tags.

We parsed the data for dependencies using
CamelParser (Shahrour et al., 2016) with the con-
figuration used by Habash et al. (2022). The parser
is used with the default setting, it is trained on
PATB.

4 Methodology

Machine learner We use linear Support Vector
Machines (linear SVM), in the implementation of
Scikit-Learn (Pedregosa et al., 2011). We select
one-versus-rest multi-class classification, and we
also use Mutual Information (MI) for feature selec-
tion. Feature weights consisting of TF-IDF weights
are employed; other parameter tuning is performed
using a 10-fold cross validation setting.

Results are reported under stratified 10-fold
cross validation.

Linguistic Features We explore a wide range
of linguistic features: lexical features, morpho-
syntactic features, syntactic features, and combina-
tions of these. We investigate six different lexical-
ized feature sets:

• word n-grams (1-5).

• prefix-stem-suffix n-grams (1-5; Madamira
ATB, D1, and D2 schemes)

• character n-grams (2-8)

• a combination of character and word n-grams

• a combination of character and prefix-stem-
suffix n-grams

• dependency triples (word, head, dependency
relation)

For unlexicalized, morpho-syntactic and syntac-
tic features, we investigate the following feature
sets:

• function words1

• prefix-suffix n-grams (1-5; Madamira ATB,
D1, and D2)

• a combination of function words and prefix-
suffix n-grams

• POS n-grams (1-5; CATiB and PATB tagsets)

• dependency triples (POS of word, POS of
head, dependency label)

• a combination of POS n-grams and function
words

• a combination of POS and prefix-suffix n-
grams.

• a combination of dependency triples and
prefix-suffix n-grams

For the combination of lexicalized, unlexical-
ized, morpho-syntactic, and dependency-based fea-
tures, we combine the best performing models of
each feature set:

• POS and prefix-stem-suffix n-grams

• POS and character n-grams

• POS and word n-grams

• function words and prefix-stem-suffix n-
grams

• function words and character n-grams.

• function words and word n−grams.

• function words and lexicalized dependency
triples

• prefix-suffix n-grams and lexicalized depen-
dency triples

5 Results and Discussion

5.1 Lexicalized Features Experiments
We first have a look at the experiments using lexi-
calized features. While such features may not be

1We use a function word list consisting of 1 353 words
based on the lists by Salloum and Habash (2012) and Alrefaie
et al. (2016)).
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Type n-gram Accuracy
Word n-grams 1-2 51.58

1-3 51.58
Character n-grams 2-3 58.95

2-4 59.74
2-5 59.47
2-6 61.84
All 59.74

Word & character n-grams 1; 2-4 58.42
1; all 58.95
1-3; 2-6 60.00
1-3; 2-7 60.00
1-3; all 59.74

Prefix-stem-suffix, D1 scheme 1-3 55.26
Prefix-stem-suffix, D2 scheme 1-3 54.21
Prefix-stem-suffix, ATB scheme 1-3 54.74
Prefix-stem-suffix D1 scheme & character n-grams 1-3; 2-4 56.32

1-3; all 57.11
Lexicalized dependency triples 18.68

Table 2: Results of the lexicalized experiments.

optimal in practical settings because of topic shift
and imbalance, we need to understand what the
upper bound is and to what degree systems suffer
when they do not have access to lexical information.
Ideally, we are interested in finding a solution that
will allow us to reach a solid performance without
being too dependent on characteristics of the data.

Table 2 shows a selection of results of the lexi-
calized experiments. Since feature selection (using
Mutual Information) gives better results in the ma-
jority of the cases, we do not report the results of
the experiments using the full feature sets.

A general strategy for NLI is to use word n-
grams. Since Arabic is a morphologically rich
language, this strategy may not be optimal in our
case, especially given the small corpus. The re-
sults show that we reach an accuracy of 51.58%
when using uni- and bigrams, and remains the same
when we add trigrams. This corroborates our as-
sumption that word features are not a good fit for a
morphologically rich language.

One method of mitigating variation in word
forms is to use character n-grams. Using these
features, we obtain the best results, 61.84% using
2-6-grams. This is in line with the findings of Kul-
mizev et al. (2017) and Ionescu et al. (2014) for
English NLI. However, when we use all charac-
ter n-grams, the results are lower at 59.74%, even
after feature selection. This shows how sensitive

this type of features is. The best result is based
on about 30 000 features, out of 731 000 features
for all character n-grams. Combining word and
character n-grams is not successful, the highest
accuracy of 60.00% is reached when we use word
1-3-grams and character 2-6-grams.

Since we assume that the morphological rich-
ness causes problems, we also investigate whether
we can mitigate these problems by tokenizing the
texts. Since this splits words into smaller units, our
hope is that this will result in higher frequencies of
features. We use MADAMIRA’s D1, D2, and ATB
tokenization schemes and split words into prefix,
stem, and suffix sequences. However, the best re-
sults reach an accuracy of 55.26%. We note that
the D1 scheme is a better fit than D2 or ATB for
our task. In other words, the minimal tokenization,
which only segments question and conjunction cli-
tics, provides the strongest signal.

From the tokenization experiments we learn
that while these features are more successful than
words, they do not perform as well as character
n-grams. Combining these two feature types im-
proves over the prefix, stem, and suffix sequences,
but does not reach the results of using only charac-
ter n-grams.

A final type of features consists of dependency
triples, i.e., we extract for each word the triple
containing the word, its head, and the dependency
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Type n-gram Accuracy
POS: CATiB 1 19.74

1-2 16.32
1-3 17.89

POS: PATB 1 16.58
1-2 18.68
1-3 17.89

Function words 32.11
Unlexicalized dependency triples 12.63
Prefix-suffix n-grams: D1 scheme 1-3 53.16

1-4 53.16
All 53.16

Prefix-suffix n-grams: D2 scheme 1-3 53.16
1-4 53.95
All 51.05

Prefix-suffix n-grams: ATB scheme 1-3 51.05
1-4 50.53
All 50.79

POS: CATiB & prefix-suffix n-grams: D1 1; 1-3 48.68
1; 1-4 46.84

POS: CATiB & prefix-suffix n-grams: D2 1; 1-3 47.63
1: 1-4 45.00

POS: PATB & prefix-suffix n-grams: D1 1-2; 1-3 43.16
POS: CATiB & function words 1 31.58

1-3 26.58
POS: PATB & function words 1-2 27.11

1-3 26.58
Prefix-suffix n-grams: D1 & function words 1-3 48.95

1-4 47.89
Prefix-suffix n-grams: D2 & function words 1-3 48.16

1-4 49.47
Unlexicalized dependency triples & prefix-suffix n-grams: D2 1-4 42.89

Table 3: Results of the unlexicalized experiments.

label. These features have been shown to be suc-
cessful for English (Bykh et al., 2013; Cimino and
Dell’Orletta, 2017), but in our case, they only reach
an accuracy of 18.68%. We attribute this to the
small size of the corpus.

5.2 Unlexicalized Experiments using
Morpho-Syntactic and Syntactic Features

Our second set of experiments concerns unlexical-
ized features. Researchers often resort to POS and
function word features (Malmasi and Dras, 2014a;
Malmasi et al., 2015), in order to avoid domain
shift or bias. However, it is unclear to what de-
gree this strategy will work for Arabic, since the
tagsets are small and do not provide morphological
information. We did not experiment with adding

morphological information since this would have
resulted in severe data sparsity.

We use different types of features that are
less corpus dependent: unlexicalized, morpho-
syntactic, syntactic, and their combinations. Ta-
ble 3 shows the best results of those models.

We first investigate using POS tag n-grams, us-
ing either the PATB or the CATiB POS tagset. The
results range between about 16% to about 20%.
The highest results are reached using CATiB POS
unigrams. Whenever POS features are used sep-
arately or with other features, the CATiB tagset
shows better performance compared to the PATB
tagset. This may indicate that using minimal in-
formation, i.e., the small tagset of 6 POS tags in
unigrams, provides the best basis for documenting
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Type n-gram Accuracy
Word n-grams 1-2 / 1-3 51.58
Word n-grams & POS: CATiB 1; 1-2 48.42

1; 1-3 45.79
Word n-grams & function words 1+2 51.58

1-3 52.89
Character n-grams 2-6 61.84
Character n-grams & POS: CATiB 1; 2-6 57.63

1; 2-7 57.37
Character n-grams &function words 2-6 58.68

2-7 60.00
Prefix-stem-suffix n-grams: D1 1-3 55.26
Prefix-stem-suffix n-grams: D1 & POS: CATiB 1; 1-3 52.37
Prefix-stem-suffix n-grams: D1 & POS: PATB 1-2; 1-3 41.05
Prefix-stem-suffix n-grams: D1 & function words 1-3 53.42
Lexicalized dependency triples 18.68
Lexicalized dependency triples & function words 32.63
Lexicalized dependency triples & prefix-suffix n-grams: D1 1-3 44.21

1-4 43.42
Lexicalized dependency triples & prefix-suffix n-grams: D2 1-3 42.63

Table 4: Results of combining lexicalized and unlexicalized features.

POS distributions. This goes against findings by
Malmasi (2016) and Gyawali et al. (2013), who
found that a more fine-grained POS tagset yields
better accuracy for English NLI.

Next, we experiment with function words. This
feature type reaches an accuracy of 32.11%, thus
considerably higher than the POS results, but con-
siderably lower than the lexicalized results. We
also test unlexicalized dependency triples. It is
not very surprising that those (unlexicalized depen-
dency triples) perform worse than their lexicalized
counterparts.

Our final feature set consists of prefix and suffix
information. This is similar to the prefix-stem-
suffix n-grams, but we argue that without using
stem information, the features should be less sus-
ceptible to domain drift.

Our results show that this feature set yields the
highest accuracy when using Madamira D2 tok-
enization (53.95%) and 1-4-grams. This setting
is based on 4 000 features (selected using Mutual
Information), as compared to 222 710 features for
all n-grams. We note that the tokenization scheme
makes little difference. Also note that while this
setting does not reach the best lexicalized result
(61.84% using character 2-6-grams), the results are
higher than the word-based results, and very close
to the prefix-stem-suffix results, thus showing that

the stem information is not required in most cases.
When we look at combinations of the unlexical-

ized features, we see that none of the combinations
reach the results of the prefix-suffix n-grams.

5.3 Experiments Combining Lexicalized,
Unlexicalized, and Syntactic Features

Our third set of experiments focuses on the com-
bination of the lexicalized and unlexicalized fea-
tures, where we combine the best performing mod-
els of each of these categories in order to determine
whether such a combination can provide additional
information. Table 4 summarizes the best results
of those combinations. For ease of comparison, we
repeat the best lexicalized results per combination.

We obtain the best results (60.00%) in the com-
binations when we combine character 2-7-grams
with function words. However, when we combine
function words with word n-grams or with prefix,
stem, and suffix n-grams, the accuracy decreases.

We also note that most combinations do not im-
prove over their lexicalized individual models. The
only exceptions are the word 1-3-grams combined
with function words and the combination of lexi-
calized dependencies with either function words or
with D1/D2 prefix-suffix 1-3-grams. The former
(word 1-3-grams and function words) outperforms
word n-grams by 1.31 points, the latter (lexical-
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Type n-gram Accuracy
Character n-grams 2-6 61.84
Prefix-suffix n-grams: D2 scheme 1-4 53.95
Character n-grams &function words 2-7 60.00

Table 5: The best feature sets.

ized dependencies and the unlexicalized features)
outperforms the dependency triples by more than
13 points. However, the combination of lexical-
ized dependencies and D1 prefix-suffix 1-3-grams
shows a sizable decrease in performance compared
to its unlexicalized prefix-suffix model (44.21% vs.
53.95%).

We assume that most of the lexical features suf-
fer from data sparsity, given the small size of the
corpus, while most of the unlexicalized features are
too coarse to represent Arabic in sufficient detail
to allow the model to recognize learner errors. It
is important to know that the combination of such
features does not provide any additional signal.

5.4 The Most Informative Features Per L1

Since the SVM allows us to determine which fea-
tures are most predictive for a class, we had a look
at the 5 most important features per L1, as indi-
cated by the weights assigned by the SVM. Those
features are shown in Table 6. The 5 most informa-
tive features include misspellings, Hamza position
issues, and segmentation errors where the learner
had merged two words. For example, for French
and Yoruba L1s, three of the five top features in-
clude misspellings. For English L1, two of the five
top features include Hamza position issue where
Hamza is either missing or misplaced. For Malay
L1, one of the five top features include a segmenta-
tion error. However, we also see that many of the
highest ranked features are content features, i.e.,
correct usage. This shows that the system is sen-
sitive to content words, even though the corpus is
balanced wrt. prompts.

5.5 Comparison to Other Systems

In this section, we compare our system to the other
systems that have used the same corpus for their
experiments: The first system is the state of the art
system obtained by Ionescu (2015), which uses a
string kernel combined with Local Rank Distance
metric (LRD). We also compare our system to the
system by Mechti et al. (2020), who proposed us-
ing GRUs, and the system by Malmasi and Dras

(2014a), who used an SVM with a range of unlexi-
calized features.

This comparison needs to be taken with a grain
of salt since we use two additional languages: The
three systems use the top 7 L1s of ALC data while
we use the top 9 L1s of the same data. We chose
larger number of languages to make the problem
more realistic. All systems use 10-fold cross valida-
tion. In terms of feature sets, the system by Ionescu
(2015) utilizes character n-grams ranging from 3
to 5. The system by Malmasi and Dras (2014a)
uses function words, POS n-grams, and context-
free grammar production rules. And the system
by Mechti et al. (2020) employ three syntactic fea-
tures: CFG production rules, function words (only
411 function words are used), and POS n-grams
ranging from 1 to 3. We use our best performing
feature set, character 2-6-grams, for the compari-
son.

Table 7 shows the highest results of all systems.
Results reveal that two systems that employ tra-
ditional machine learning approaches obtain bet-
ter results compared to the GRU system, with our
SVM-based system using character n-grams out-
performing the string kernel system by more than
10 percent points. Our system yields the highest
accuracy (61.84%) even though our system has to
choose between more classes (9) compared to the
other systems that have fewer classes (7).

6 Conclusion and Future Work

In our work, we explored different types of feature
sets: lexical, morpho-syntactic, and syntactic fea-
tures in order to determine the best feature type
given that Arabic is a morphologically rich lan-
guage and that the corpus is small in comparison to
English NLI corpora. Our results indicate that lex-
ical features are more informative and predictive,
even for a morphologically rich language, com-
pared to unlexicalized features. The best single
feature type is character n-grams ranging from 2 to
6 (61.84%). Combining lexicalized and unlexical-
ized features does not result in an improvement of
results. However, using prefix and suffix n-grams

189



Language Feature Type Language Feature Type

Chinese �Ij�.�

@ ’I became’ C Somali I. 	KAg.


@ ’foreigners’ C

É�JÓ

B@ ’the most ideal’ C YK
 	Q���


@ ’I gain more’ C

A 	KQª ���� 	J�@ ’we felt’ M �èXA«B @ ’the repetition’ C

úÎ 	«

@ ’more expensive’ C éÓY�̄


@ ’I present it’ C

	á» AÓ

B@ ’places’ C ÉgX


@ ’I enter’ M

English ZA 	J�K @ ’during’ H Tagalog �éJ
 	K AJ.�B@ ’Spanish’ C

¨AÒ�J�B@ ’listening’ H Ñêêk. ð

@ ’their faces’ C

Ém��'P

@ ’I travel’ C ÐAK



B@ ’days’ C

@ñ 	¢�®J
���@ ’they woke up’ C ��.CÓB@ ’clothes’ M

ú

	GY ��P


@ ’he guided me’ C ZAªK.


B@ ’Wednesday’ M

French A 	KQª ���� 	J�@ ’we felt’ M Urdu ¨P 	P

@ ’I instil’ C

ù

KAK. Q�̄


B@ ’my relatives’ M Ñ 	¢ 	«


@ ’greater’ M

�IK. Q 	ª�J�@ ’I was surprised’ C ú
G.

@ ’my father’ C

ÐX@Z ’Adam’ H Aê�®�®k

@ ’I achieve it’ C

ú
æ.
��

@ ’I look like’ M �è 	Qêk.


@ ’devices’ C

Fulani 1434 ’1434’ C Yoruba úÍZ ’to’ M

Që 	PB@ ’Al-Azhar’ H �H@ 	P@Qk. B @ ’the procedures’ M
�IÓQk


@ ’I wore Ihram’ C C�


@ ’originally’ C

ñÊ�

@ ’fundamentals’ M �H@X

�
@ ’performing’ M

ú

	k

@ ’my brother’ C 75 �éJÖÏ AK. ’75 percent’ C

Malay èPAg.

A�J�@ ’he rented it’ M

�I	K

@ ’you’ C

ú 	æ�J«@ ’he took care’ C

@Q�̄

@ ’I read’ C

é<Ë @B@ ’except God/Allah’ S

Table 6: The five most informative features per L1. Feature types: C(ontent), H(amza error), M(isspelling),
S(egmentation error).

shows promising results in case we need to address
topic shift. While these results do not reach those
of the lexicalized version using prefix-stem-suffix
n-grams, they are close, thus showing that the stem
does not provide much signal for NLI.

For future work, we are planning to investigate
those linguistic features using a large scale data
to determine to what degree our results are due to
the small corpus size. We also need to broaden the
spectrum and look at other L2s that are morpho-

logically rich in order to see if similar regularities
hold.
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Systems Model Features Accuracy
Ionescu (2015) string kernel & LRD 3-5 char 50.10
Malmasi and Dras (2014a) SVM unlexicalized 41.00
Mechti et al. (2020) GRU syntactic features 45.00
Ours SVM 2-6 char 61.84

Table 7: Comparison to three Arabic NLI systems.
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