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Abstract

The increasing use of artificial intelligence in
healthcare requires robust datasets for training
and validation, particularly in the domain of
medical conversations. However, the creation
and accessibility of such datasets in Arabic face
significant challenges, especially due to the sen-
sitivity and privacy concerns that are associated
with medical conversations. These conversa-
tions are rarely recorded or preserved, mak-
ing the availability of comprehensive Arabic
medical dialogue datasets scarce. This limi-
tation slows down not only the development
of effective natural language processing mod-
els but also restricts the opportunity for open
comparison of algorithms and their outcomes.
Recent advancements in large language models
(LLMs) like ChatGPT, GPT-4, Gemini-pro, and
Claude-3 show promising capabilities in gen-
erating synthetic data. To address this gap, we
introduce a novel Multi-Agent LLM approach
capable of generating synthetic Arabic medical
dialogues from patient notes, regardless of the
original language. This development presents
a significant step towards overcoming the bar-
riers in dataset availability, enhancing the po-
tential for broader research and application in
AI-driven medical dialogue systems.

1 Introduction

Healthcare is a crucial aspect of daily life, involving
coordination among multiple specialized depart-
ments such as pharmacy, imaging, labs, and billing,
alongside primary care provider notes. Each pa-
tient interaction results in a clinical note document-
ing the discussions, medical conditions, and future
plans, essential for continuous care and communi-
cation with patients and the healthcare team (Hus-
mann et al., 2022). Unlike regular meeting sum-
maries, clinical notes are semi-structured, includ-
ing concise, bullet-pointed phrases with medical
terminology and references to external data from
electronic medical records (Krishna et al., 2020).

AI integration in healthcare promises significant
improvements in efficiency and patient outcomes
through enhanced data processing. In the Arab
world, AI can bridge gaps in healthcare delivery
by automating medical dialogue generation from
clinical notes, reducing the documentation burden
on healthcare providers. This automation ensures
comprehensive and real-time medical records, en-
hancing patient care quality.

However, developing AI technologies for Arabic
medical dialogue generation faces challenges. Ara-
bic’s morphological richness and dialect diversity
complicate NLP tool development. The lack of
publicly available medical datasets in Arabic and
privacy concerns further impede progress, requir-
ing robust data handling protocols.

Many medical dialogue datasets available in
English and translating them is not sufficient to
capture the nuanced context-specific expressions
and cultural subtleties of regional Arabic dialects.
Google Translate and similar automated systems
primarily focus on Modern Standard Arabic (MSA)
rather than regional dialects, which can result in the
loss of these important linguistic features. These di-
alects encapsulate unique social contexts that auto-
mated systems often overlook, thereby diminishing
the authenticity and effectiveness of the commu-
nication. Moreover, translating dialects through
such systems can strip away vital cultural aspects
that are intrinsic to understanding and using the
language properly.

In contrast, advanced language models can
adeptly adapt to various dialects, including the Na-
jdi dialect, to generate dialogues that are both ac-
curate and contextually appropriate. Utilizing the
Najdi dialect in synthetic dialogues ensures that
the interactions closely mirror real-life conversa-
tions, thus providing more realistic and practical
training scenarios for medical professionals. The
use of dialect-specific expressions and idioms can
resonate more deeply with native speakers, enhanc-
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ing the clarity and empathy of medical communi-
cation compared to MSA. This approach not only
improves the precision of conveyed information but
also fosters a more genuine connection in medical
interactions.

Recent efforts focus on advanced multi-agent
large language models (LLMs) to generate syn-
thetic Arabic medical dialogues. These models,
trained on diverse datasets, achieve high linguistic
and medical accuracy. Synthetic data generation
offers a solution to the scarcity of Arabic medi-
cal training data, providing feasible alternatives to
real conversations and aiding in training robust AI
models. This approach ensures AI systems remain
adaptable and continue evolving with medical ad-
vancements and changing healthcare practices.

Our work contributes significantly to the field
of Arabic Natural Language Processing (NLP) and
AI-driven healthcare solutions through several in-
novative approaches:

• Development of a Multi-Agent LLM Sys-
tem: We introduce a novel multi-agent large
language model system that is specifically de-
signed to generate synthetic Arabic medical
dialogues. This system uses state-of-the-art
techniques to ensure that the generated dia-
logues are linguistically and medically accu-
rate, making it highly suitable for real-world
healthcare applications.

• Creation of Synthetic Medical Dialogue
Datasets: Addressing the acute shortage of
publicly available medical datasets in Arabic,
this work utilizes advanced AI to generate
synthetic datasets from clinical notes. These
datasets are crucial for training and improving
AI models tailored to the Arabic language and
healthcare needs.

• Rigorous Evaluation of Generation Tasks:
This study establishes a comprehensive evalu-
ation framework for the Generation tasks, us-
ing both quantitative metrics such as ROUGE
and BERTScore and qualitative assessments
by domain experts. This dual approach en-
sures that the generated conversations adhere
to technical accuracy and maintain practical
usability and relevance in clinical settings.

The generated medical dialogue dataset is acces-
sible via Hugging Face 1

1The generated medical dialogue dataset is available

2 Related Work

The adoption of electronic health records (EHRs)
in the Arab world has enhanced health informa-
tion availability and interoperability (HASANAIN
et al., 2015; Zarouni et al., 2022), but increased doc-
umentation workloads for clinicians. Many find
EHR documentation more time-consuming than
traditional methods, leading to delays and incom-
plete records. The quality of electronic notes is
often questioned due to readability and complete-
ness issues, and the use of copy-and-paste practices
(Michalopoulos et al., 2022). Clinicians sometimes
dictate notes during patient visits, reducing patient
interaction and perceived empathy (Schaaf et al.,
2021). Employing medical assistants or scribes can
help but requires significant investment and faces
high turnover (Yan et al., 2016).

Automatic summarization technologies have
gained interest due to improvements in speech-
to-text technologies, widespread EHR implemen-
tation, and AI advancements, particularly trans-
former models (Ando et al., 2022). Early ap-
plications used statistical machine translation, re-
current neural networks (RNNs), and advanced
transformer-based models (Jiang et al., 2021; Pi-
lault et al., 2020; Egonmwan and Chali, 2019). Re-
cent efforts in Arabic text summarization include
tailored transformer models like AraGPT2 (Antoun
et al., 2020b), AraBERT (Antoun et al., 2020a),
AraT5 (Elmadany et al., 2022), and Arabic Pega-
sus (Alsuhaibani). These models process sequen-
tial data and capture Arabic language complexities,
excelling in both extractive and abstractive summa-
rization tasks.

The field faces challenges due to the lack of
publicly available medical conversation datasets
essential for training and evaluating these systems
(Varshney et al., 2023). This lack of data stems
from the personal and sensitive nature of med-
ical recordings. While private entities may de-
velop their datasets, it limits open comparison of
algorithms and outcomes. Advances by large lan-
guage models like GPT-4, Claude, and Gemini
show promise, but the lack of common datasets
restricts comprehensive evaluation in Arabic NLP
(Al Oudah et al., 2019).

Specialized datasets have significantly advanced
Arabic NLP, enhancing language understanding
and processing. Ali et al. (2023) introduced the

on Hugging Face through this https://huggingface.co/
datasets/Mars203020/arabic_medical_dialogue
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largest Arabic corpus, sourced from over 500 GB of
text, improving language modeling and fine-tuning
advanced Arabic models like those based on GPT-3
architecture. This corpus improved performance
in benchmark tests by 4.5% to 8.5% over the mul-
tilingual BERT model (Koubaa et al., 2024). The
AGS dataset by Atef et al. (2023) for abstractive
text summarization, with 142,000 article-summary
pairs, supports high-quality text summarization
technologies.

In medical Arabic NLP, Hammoud et al. (2021)
developed a dataset for Arabic medical text clas-
sification with 2,000 documents across 10 disease
categories, supporting machine learning models for
Arabic medical data (Mounsef et al., 2022). De-
spite advancements, challenges persist in dataset
availability and accessibility, highlighting the need
for collaborative efforts to develop and share
domain-specific datasets publicly. This is cru-
cial for applications like generating datasets from
clinical notes to test Arabic text summarization
(Chouikhi and Alsuhaibani, 2022).

3 Experiment

3.1 Data Source

For our Arabic medical dialogue generation, we
used the ACI-Benchmark (ACI-bench) dataset Yim
et al. (2023), known as the Ambient Clinical In-
telligence Benchmark corpus. This dataset bench-
marks automatic visit note generation from doctor-
patient conversations and includes three compo-
nents: Virtual Assistant (VirtAssist), Virtual Scribe
(VirtScribe), and Ambient Clinical Intelligence
(ACI).The ACI-bench dataset was created and val-
idated by domain experts, including medical doc-
tors, physician assistants, medical scribes, and clin-
ical informaticians. Clinical notes were generated
automatically and then checked and rewritten by
experts to ensure accuracy. Data cleaning involved
removing unsupported sentences and correcting
transcription errors. The ACI-bench dataset in-
cludes conversation transcripts and corresponding
clinical notes, partitioned into four sections: sub-
jective, objective_exam, objective_results, and as-
sessment_and_plan. This structure mirrors typi-
cal clinical documentation, making it relevant for
practical applications. The dataset is the largest
publicly available for model-assisted clinical note
generation, with 207 dialogue-note pairs.

We used the ACI-Benchmark as an English base-
line to generate synthetic Arabic medical dialogues

based on the clinical notes. This allowed us to com-
pare our models’ outputs against a well-established
dataset, ensuring high-quality Arabic dialogues
evaluated for medical accuracy, communication
effectiveness, and adherence to clinical documenta-
tion standards.

Despite its strengths, the ACI-bench dataset has
limitations. It was produced synthetically by a
limited number of content creators, which may not
fully capture the diversity of health topics, speech
variations, and note formats in real-world settings.
This highlights the need for more representative
samples to improve AI-assisted note-generation
systems.

In conclusion, the ACI-bench dataset is a signifi-
cant contribution to AI-assisted clinical note gener-
ation, providing a robust benchmark for evaluating
generative models in healthcare. Future research
can build on this dataset to enhance the accuracy
and efficiency of automatic clinical note-generation
systems.

3.2 Dialogue Generation
To generate synthetic Arabic medical dialogues in
the Saudi Najdi dialect, we implemented a Multi-
Agent system using Claude-3-Opus-20240229 (An-
thropic, 2024) and GPT-4 (OpenAI et al., 2024).
This sophisticated approach aims to produce high-
quality, culturally relevant medical conversations
that can serve as valuable tools for training and ed-
ucational purposes within the medical field. Each
agent in the system plays a crucial role in ensur-
ing the final dialogues are comprehensive, accurate,
and engaging, adhering to both medical standards
and cultural nuances. Sample data from the gener-
ated dataset demonstrate the effectiveness of our
approach and are presented in Figure 2 in the ap-
pendix.

Generation Agent: The process begins with the
Generation Agent, where an ACI-benchmark clini-
cal note in English serves as the foundation for cre-
ating the Arabic medical dialogue. Using Claude-3-
Opus-20240229, we prompt the model to generate
conversation in Arabic, specifically tailored to the
Saudi Najdi dialect. We chose Claude-3-Opus be-
cause it performed better with the Najdi dialect
compared to GPT-4, based on our evaluation of a
small sample set. The prompt ( details in Appendix
A.1) includes detailed instructions to ensure the
conversation covers approximately 50 exchanges
and around 3000 words. The generated dialogue
starts with a warm greeting from the doctor and
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continues with inquiries into the patient’s current
condition and specific concerns. Key aspects of
the clinical note are discussed, including the pa-
tient’s chief complaint, history of present illness,
current medications, past medical history, past sur-
gical history, examination findings, results from
any diagnostic tests, and the proposed treatment
or follow-up plan. The conversation aims to be
clear, culturally sensitive, and engaging, avoiding
medical jargon and instead using layman’s terms
to explain medical terms and findings. Small con-
versational elements and culturally relevant expres-
sions are integrated to enhance the natural flow and
authenticity of the conversation.

Improvement Agent: Once the initial conversa-
tion is generated, it is passed to the Improvement
Agent. In this stage, the previously generated con-
versation and the clinical note are further refined
to enhance its depth and educational value. The
prompt (details in appendix A.2) for this node em-
phasizes clarifying medical terms and diagnostic
results comprehensively, integrating realistic con-
versational flow, and encouraging the patient to
describe their medical history, symptoms, and cur-
rent medications in accessible language. The con-
versation is restructured to explore each medical
topic thoroughly, ensuring logical flow and consis-
tency. Empathy and professionalism are demon-
strated throughout, making the patient feel under-
stood and supported. The dialogue is expanded to
include discussions on lifestyle impacts, potential
complications, and preventive measures, all while
maintaining cultural sensitivity and minimizing rep-
etition. This enhancement process ensures that the
conversation is not only informative but also en-
gaging and supportive, reflecting a high standard
of medical professionalism.

Evaluation Agent: The final step involves the
Evaluation Agent, where the enhanced dialogues
are assessed for quality and accuracy. This eval-
uation is conducted using two advanced models:
Claude-3-Opus-20240229 and GPT-4-Turbo-2024-
04-09. Each dialogue is evaluated based on multi-
ple criteria in Table 1, including medical accuracy
and completeness, communication, and rapport,
structure and flow, language and terminology, and
patient engagement and education. For a chat to
be accepted, it must achieve an average score of
above 4.5 out of 5 from both models, which is
90%. This rigorous evaluation process ensures
that only the highest quality dialogues, which meet
stringent standards of medical accuracy, cultural

relevance, and patient engagement, are approved
for use. The high threshold of 4.5/5 is chosen to
ensure exceptional quality, minimize errors, and
maximize the educational value and practical appli-
cability of the dialogues. The result is a collection
of synthetic Arabic medical dialogues that are valu-
able resources for medical training and education,
helping to improve communication skills, cultural
competence, and overall patient care in the medi-
cal field. the details of the evaluation prompt is in
appendix A.2.1.

Evaluation Criteria for Medical Conversation
and Clinical Note Similarity
1. Medical Accuracy and Completeness
1.1. Symptoms and Complaints
1.2. Medical History
1.3. Diagnosis and Treatment
2. Communication and Rapport
2.1. Active Listening
2.2. Clarity and Explanations
2.3. Empathy and Respect
3. Structure and Flow
3.1. Logical Progression
3.2. Transitions and Coherence
3.3. Time Management
4. Language and Terminology
4.1. Appropriate Language
4.2. Medical Terminology
4.3. Cultural Sensitivity
5. Patient Engagement and Education
5.1. Patient Participation
5.2. Patient Education
5.3. Addressing Concerns

Table 1: Evaluation Criteria for Medical Conversation
and Clinical Note Similarity

4 Automatic Evaluation

To evaluate the quality and accuracy of the gen-
erated Arabic medical dialogues, we employed
two primary metrics: ROUGE (Lin, 2004) and
BERTScore Zhang et al. (2020). Additionally, we
compared the generated Arabic results with the
ACI-benchmark dataset. The following sections
detail the evaluation criteria and processes used.

4.1 ROUGE

The Multilingual ROUGE Score (MRouge), as de-
veloped by Hasan et al. (2021), assesses the simi-
larity between the generated conversation and the
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reference text. For evaluating Arabic texts, the
clinical note was translated using Google Trans-
late, and a medical student subsequently reviewed
the translation to ensure accuracy. MRouge facil-
itates the measurement of extractiveness metrics,
thereby demonstrating how much information in
the dialogue is derived from the clinical note.

4.2 BERTScore
BERTScore is used to evaluate the quality of the
generated dialogues by comparing them to the refer-
ence text. We used the model xlm-roberta-large
by Conneau et al. (2020) since it is multilingual
and supports both Arabic and English. BERTScore
measures the semantic similarity between the gen-
erated conversation and the reference, ensuring that
the output maintains the intended meaning and con-
text.

4.3 Factuality Evaluation
To ensure the factual accuracy of the generated dia-
logues, we utilized the GPT-4-Turbo and Claude-
3-Opus models, aiming to derive information from
the clinical note rather than allowing the model
to hallucinate content. The evaluation criteria, as
detailed in Table 1, are divided into five main cate-
gories.

The first category, Medical Accuracy and Com-
pleteness, assesses symptoms and complaints, med-
ical history, and diagnosis and treatment, ensur-
ing all medical information is accurately and thor-
oughly addressed. The second category, Commu-
nication and Rapport, focuses on active listening,
clarity and explanations, and empathy and respect,
which are crucial for establishing a strong doctor-
patient relationship. The third category, Structure
and Flow, evaluates logical progression, transitions
and coherence, and time management, ensuring the
dialogue flows naturally and efficiently covers all
necessary topics.

The fourth category, Language and Terminology,
assesses the use of appropriate language, medi-
cal terminology, and cultural sensitivity, ensuring
the conversation is accessible to the patient and
respects cultural nuances. Finally, Patient Engage-
ment and Education evaluates patient participation,
patient education, and addressing concerns, ensur-
ing the patient is actively involved and understands
their medical situation.

Each criterion is scored on a scale from 0 to 5,
with detailed comments provided for comprehen-
sive feedback. Scores are averaged to calculate the

overall scores for the five main categories. The
final evaluation score is determined by averaging
these five overall scores, providing a comprehen-
sive measure of the dialogue’s quality and effec-
tiveness. This structured approach helps maintain
high standards in the generated medical dialogues,
fostering accurate, empathetic, and clear communi-
cation between doctors and patients.

5 Human Evaluation

The expert evaluation involved five medical practi-
tioners assessing whether machine-generated con-
versations matched real patient-physician encoun-
ters, with a focus on medical common sense, knowl-
edge, and logic. Each evaluator was assigned 10
generated conversations and reviewed them against
the corresponding clinical notes. They rated the
dialogues using a Likert scale (1-5), as outlined in
Table 2.

The criteria for evaluation included whether the
conversation’s symptoms, complaints, medical his-
tory, diagnosis, and treatment were consistent with
the clinical notes. Additionally, they assessed the
clarity and smoothness of the conversation’s struc-
ture and flow. Evaluators also considered if the
conversation provided comprehensive answers to
the patient’s queries or concerns and offered appro-
priate patient advice. They examined adherence
to ethical guidelines and standards for health com-
munication and evaluated whether the language
and medical terminology were suitable for the pa-
tient. Effective communication and rapport, demon-
strated through active listening, clear explanations,
empathy, and respect, were also key factors.

In addition to the ratings, evaluators provided
feedback on what they liked and disliked about the
dialogues and suggested areas for improvement.
This feedback was used to determine the overall
quality and effectiveness of the machine-generated
dialogues, ensuring they meet professional stan-
dards for patient-physician interactions.

6 Results

6.1 ROUGE Scores
The ROUGE scores, presented in Table 3, compare
the performance of our multi-agent LLM in gener-
ating Arabic medical dialogues against the English
dialogues from the ACI-Benchmark dataset. The
ROUGE-1 score for Arabic-generated dialogues
was 0.236, while for English dialogues, it was
0.341. ROUGE-2 scores were significantly lower
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Evaluation Criteria
1. The symptoms, complaints, medical history, diagnosis, and treatment in the conversation are
based on the clinical note.
2. The conversation follows a clear structure and flows smoothly.
3. The conversation provides comprehensive answers to the patient’s queries or concerns and offers
appropriate patient advice.
4. The conversation adheres to ethical guidelines and standards for health communication.
5. The language and medical terminology used are appropriate for the patient.
6. The conversation demonstrates effective communication and rapport by actively listening to the
patient’s concerns, providing clear and thorough explanations, and showing empathy and respect.

Table 2: Evaluation Criteria for Health Conversations

for both languages, with Arabic scoring 0.042 and
English 0.134. The ROUGE-L score, which mea-
sures the longest common subsequence, was 0.122
for Arabic and 0.199 for English. ROUGE-Lsum,
which focuses on the summary level, showed scores
of 0.220 for Arabic and 0.319 for English.

Arabic English
Metric Value Metric Value
ROUGE1 0.236 ROUGE1 0.341
ROUGE2 0.042 ROUGE2 0.134
ROUGEL 0.122 ROUGEL 0.199
ROUGELsum 0.220 ROUGELsum 0.319

Table 3: Comparison of ROUGE scores between Arabic
and English Generated Dialogue Datasets

6.2 BERT Scores

The BERT scores for the generated dialogue
datasets reveal significant insights into the simi-
larity between different language pairs. Using the
English-English pair, which compares the English
notes with the English dialogues in the ACI dataset,
as the baseline with a score of 0.819, the Arabic-
Arabic pair achieved a higher similarity score of
0.834, indicating strong semantic consistency in the
generated Arabic dialogues. The Arabic-English
pair, which measures cross-lingual similarity, ob-
tained a score of 0.809, demonstrating a slightly
lower but comparable level of semantic alignment
between the Arabic and English dialogues. These
results, as presented in Table 4, underscore the
effectiveness of the generation process in maintain-
ing semantic consistency across both monolingual
and cross-lingual comparisons.

6.3 Evaluation Using LLMs Results

Table 5 shows the evaluation results comparing
Claude-3-Opus and GPT-4-Turbo. The evaluation
criteria Table included Medical Accuracy and Com-

BERT Scores
Metric Value
Arabic - Arabic 0.834
Arabic - English 0.809
English - English 0.819

Table 4: BERT-Scores for Arabic and English Generated
Dialogue Datasets

pleteness, Communication and Rapport, Structure
and Flow, Language and Terminology, and Pa-
tient Engagement and Education. Claude-3-Opus
achieved an overall score of 4.93, while GPT-4-
Turbo scored a perfect 4.99.

6.4 Human Evaluation Results

The human evaluation of our system for generating
Arabic clinical conversations from English clinical
notes using a Multi-Agent Large Language Model
(LLM) showed strong performance (see Figure 1).
Most evaluators (36 strongly agree, 9 agree) con-
firmed that the conversations accurately reflected
the clinical notes. The structure and flow were
highly rated, with 40 strongly agreeing and 4 agree-
ing. In terms of comprehensiveness, 46 evalua-
tors strongly agreed that the conversations provided
thorough answers and appropriate advice. Adher-
ence to ethical guidelines was confirmed by 42
strongly agreeing and 5 agreeing. Language and
medical terminology were deemed appropriate by
35 strongly agreeing and 5 agreeing, though a few
indicated room for improvement. Effective com-
munication and rapport were also strong points,
with 44 strongly agreeing and 2 agreeing. These re-
sults highlight the efficacy of our multi-agent LLM
system while identifying areas for refinement to
ensure greater consistency and quality
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Claude-3-Opus GPT-4-Turbo
Medical Accuracy and Completeness 4.77 4.99
Communication and Rapport 5.00 4.99
Structure and Flow 4.91 5.00
Language and Terminology 5.00 5.00
Patient Engagement and Education 4.97 5.00
Overall Score 4.93 4.99

Table 5: Comparison of Claude-3-Opus and GPT-4-Turbo Evaluation Results

Based on Clinical Note
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Figure 1: Human Evaluation Results of Arabic Clinical Conversations

7 Discussion

The results demonstrate the performance of our
multi-agent LLM system in generating Arabic med-
ical dialogues when compared to English dialogues
from the ACI-Benchmark dataset.

7.1 ROUGE Scores Analysis

The lower ROUGE-2 scores in both languages in-
dicate challenges in generating precise bi-gram
matches, which might be attributed to the com-
plex medical terminology and the structure of di-
alogues. The significant gap between ROUGE-1
and ROUGE-2 suggests that while the system can
generate relevant words, it struggles with the ac-
curate construction of phrases. The disparity be-
tween ROUGE-L and ROUGE-Lsum scores for
both languages also suggests that while individual

sentences may be relatively well-constructed, the
overall summary coherence is lacking. Although
ROUGE is the de facto metric for similar tasks, it
has several limitations (Schluter, 2017). Achiev-
ing optimal extractive summarization with respect
to ROUGE is NP-hard, making it difficult to find
the perfect summary. Additionally, perfect 100%
ROUGE scores are unattainable for higher-quality
datasets because of averaging across multiple ref-
erence summaries, and there is no clear under-
standing of what constitutes a perfect score with
ROUGE. Furthermore, humans cannot achieve per-
fect ROUGE scores due to diversity in content
selection among different human-generated sum-
maries. Therefore, ROUGE should be used with
caution and in conjunction with other evaluation
metrics to provide a more comprehensive assess-
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ment of generation quality.

7.2 BERT Scores Analysis
The BERT-Scores highlight the Multi-Agent
LLM’s ability to generate internally consistent dia-
logues within Arabic, with the Arabic-Arabic score
being the highest among the comparisons. This in-
dicates that the model is adept at maintaining con-
textual relevance and semantic coherence within
the same language. The cross-language compari-
son score (Arabic-English) indicates that while the
model can translate and adapt dialogues, there is
a notable decrease in similarity, suggesting room
for improvement in cross-linguistic translation and
contextual understanding. This decrease in similar-
ity may stem from differences in linguistic struc-
tures, idiomatic expressions, and cultural context
that are not perfectly captured by the model.

7.3 Evaluation Using LLM Results
Comparison

The evaluation results comparing Claude-3-Opus
and GPT-4-Turbo further underline the strengths
and areas for improvement of the multi-agent
LLM system. Claude-3-Opus achieved high scores
across all categories, with an overall score of 4.87,
indicating a strong performance in generating med-
ical dialogues. However, GPT-4-Turbo achieved a
perfect score in all categories, highlighting its supe-
rior performance in generating accurate, engaging,
and contextually appropriate medical dialogues.

Medical Accuracy and Completeness: Claude-
3-Opus scored 4.71, while GPT-4-Turbo scored
4.99 in this category. This difference indicates that
while both models perform well in ensuring med-
ical accuracy, GPT-4-Turbo has a slight edge in
the completeness and precision of the medical in-
formation provided. This could be attributed to
GPT-4-Turbo’s larger training dataset or more so-
phisticated algorithms for medical information re-
trieval and synthesis.

Communication and Rapport: In the Com-
munication and Rapport category, Claude-3-Opus
scored 4.94, compared to GPT-4-Turbo’s 4.99.
Both models show strong performance in this area,
indicating their capability to generate dialogues
that foster a positive patient-provider relationship.
However, GPT-4-Turbo’s slight advantage may be
due to better handling of empathy, tone, and con-
versational flow, which are critical in medical dia-
logues.

Structure and Flow: Claude-3-Opus scored

4.86 in Structure and Flow, while GPT-4-Turbo
achieved a perfect score of 5.00. This indicates
that GPT-4-Turbo produces more logically struc-
tured and smoothly flowing dialogues. The multi-
agent LLM system could benefit from enhance-
ments in maintaining the narrative structure and
logical progression of medical dialogues to match
GPT-4-Turbo’s performance.

Language and Terminology: Both models per-
formed exceptionally well in the Language and Ter-
minology category, with Claude-3-Opus scoring
4.94 and GPT-4-Turbo scoring 5.00. This suggests
that both models are adept at using appropriate
medical terminology and maintaining clarity and
precision in language. GPT-4-Turbo’s slight advan-
tage could be due to more extensive training on
medical texts and better contextual understanding.

Patient Engagement and Education: Claude-
3-Opus scored 4.91 in Patient Engagement and
Education, while GPT-4-Turbo scored 5.00. This
category assesses how well the models can engage
patients and provide educational information. GPT-
4-Turbo’s perfect score indicates a superior ability
to generate dialogues that are not only informative
but also engaging and reassuring for patients.

7.4 Human Evaluation Analysis
The human evaluation of our system for generating
Arabic clinical conversations from English clinical
notes using a Multi-Agent Large Language Model
(LLM) revealed several strengths and areas for im-
provement. Evaluators confirmed that the conver-
sations accurately reflected the clinical notes, with
most strongly agreeing or agreeing on this aspect.
The conversations were generally perceived as hav-
ing a clear structure and flow, and they provided
comprehensive answers and appropriate advice.

However, evaluators identified specific areas for
improvement. For instance, there were instances
of inaccuracies, such as a patient mentioning that
their right knee hurt more, whereas the notes indi-
cated bilateral pain. Another significant area for
improvement is the simplification of medical ter-
minology. Evaluators noted that some terms were
difficult for patients to understand and needed sim-
plification in three generations. This complexity in
language likely stems from the model’s translation
process, which wasn’t trained on the real-life usage
of these terms. Despite these challenges, the system
demonstrated effective communication and rapport,
particularly in listening to and addressing patient
concerns accurately. The brief and to-the-point na-
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ture of the conversations was appreciated, though
some evaluators suggested that additional context,
such as mentioning the potential need for antibi-
otics depending on test results, would enhance the
usefulness of the conversations.

Overall, while the system shows promise in
generating accurate and contextually appropriate
Arabic medical dialogues, attention to simplifying
medical terminology and ensuring consistent and
comprehensive information throughout the conver-
sation is essential. Addressing these issues will
help enhance patient understanding and improve
the overall effectiveness of the generated dialogues.

8 Conclusion

The study explores using a multi-agent LLM sys-
tem to generate Arabic medical dialogues from En-
glish clinical notes. While promising in generating
accurate and engaging dialogues, further refine-
ment is needed. Comparing these dialogues with
English ones from the ACI-Benchmark dataset and
evaluation results from Claude-3-Opus and GPT-4-
Turbo highlights areas for improvement, especially
in translation and contextual consistency. A limita-
tion is the synthetic nature of the ACI-Benchmark
dataset, which may not reflect real-world clinical di-
versity. Future research should address these issues
by developing a cross-lingual similarity measure
for longer texts and medical terms in Arabic. We
are making the dataset publicly available and ex-
panding it with other clinical notes to ensure a more
comprehensive and representative dataset. Improv-
ing these aspects will enhance patient-provider
communication in Arabic-speaking regions.
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A Appendix

A.1 Generation Prompt

Generate a 20-minute conversation in Arabic with a Saudi Najdi accent between a doctor and a patient
based on the provided clinical note. The conversation should consist of approximately 50 exchanges and
3000 words. The clinical note includes details about the patient’s chief complaint, history of present
illness (HPI), current medications, past medical history, past surgical history, examination findings, results
from any diagnostic tests, and the planned treatment or follow-up.

The conversation should begin with a warm greeting from the doctor, followed by an inquiry into the
patient’s current condition and specific concerns. The doctor should discuss the key aspects of the clinical
note, explaining any medical terms or findings in a way that is understandable to the patient, avoiding
medical jargon. This includes reviewing the results of physical examinations and any tests, discussing the
significance of these findings, and outlining the proposed treatment plan. Ensure that all the information
in the clinical note is included in the conversation without missing any details.

Instructions for the doctor in the conversation should include:

• Establishing a connection with the patient by asking about their overall well-being and specific
symptoms in layman’s terms.

• Encouraging the patient to express feelings, uncertainties, or the need for clarifications about the
medical terms or procedures mentioned. Phrases like " @ 	YîE. Y��®�K ��ð Y»


A�JÓ ñÓ A 	K


@" (I’m not sure

what you mean by that) or "?Q��»

@ l� 	�ñ�K 	áºÜØ" (Could you explain that further?) should be included

to enhance realism.

• Delving into the patient’s medical history and any relevant details that could impact their current
health issue, ensuring all responses are directly related to and consistent with the clinical note
provided.

• Explaining the results of any examinations or tests and their implications for the patient’s health in
simple terms.

• Discussing the treatment options, including medications, physical therapy, or any procedures if
applicable, and explaining why each is recommended using layman’s terms.

• Providing clear instructions for home care, lifestyle adjustments, and medication management.

• Setting up a follow-up plan to monitor progress or further evaluate the condition.

• Ensuring that the patient has a chance to ask questions and clarifying any doubts they may have,
responding in a manner that respects the patient’s understanding and concerns.

• The conversation should be engaging, empathetic, and informative, reflecting a professional and
caring interaction between the doctor and the patient.

• Ensure all the clinical information provided is included in the conversation.

• Integrate modal particles like "Õ×

@" (hmm), " èñK



@" (yes), "I. J
£"(okay), and " é<Ë @ Z A �� 	à@" (God willing)

to mimic natural conversational flow.

• Show empathy and understanding using phrases like "½�®Ê�̄ Ñê 	®�JÓ A 	K

@" (I understand your concern),

"¼Y«A�	� 	àA ��« A 	Jë A 	Jk@" (We are here to help you), and "ø
 ñ
�̄ �I	K


@" (You’re strong).

• If the clinical note mentions Labor Day, change it to Saudi National Day to reflect the local culture.
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• Include culturally relevant greetings and expressions like "ÕºJ
Ê« ÐC�Ë@" (Peace be upon you),

" é<Ë YÒmÌ'@" (Praise be to God), and " é<Ë @ Z A �� AÓ" (God has willed it).

• Incorporate references to Islamic beliefs and practices where appropriate, such as mentioning prayer
or seeking guidance from Allah.

• Use Saudi Najdi dialect expressions and vocabulary to enhance the authenticity of the conversation.

clinical note: {clinical_note}
output should start with <conv> and end with </conv>
\n \n Assistant:

A.2 Improvement Prompt

Enhance the depth and educational value of the following clinical simulation conversation between
a patient and physician, conducted in Arabic using the Najdi dialect. The conversation should model
effective communication, medical professionalism, cultural sensitivity, and be accessible and engaging for
the patient over a span of approximately 20 minutes (3000-4000 words). Guidelines for Conversation
Enhancement:

• Clarify medical terms and diagnostic results comprehensively, providing detailed explanations and
care instructions.

• Integrate modal particles like "Õ×

@" (hmm), " èñK



@" or "Ñª	K" (yes), and " A�	J�k" or "I. J
£" (okay) to

mimic realistic conversational flow.

• Encourage the patient to describe their medical history, symptoms, and current medications in an
accessible manner.

• Use transitional phrases to connect topics naturally and ensure the conversation flows logically.

• Structure the dialogue to explore each medical topic thoroughly, allowing both the physician and
patient to discuss issues in-depth.

• Organize the conversation into sections based on the clinical scenario, each lasting a few minutes.

• Demonstrate empathy and professionalism consistently, making the patient feel understood and
supported.

• Ensure the dialogue builds logically, with each response adding to the narrative or providing new
insights.

• Address the patient in a culturally sensitive manner, respecting their background and experiences.

• Expand on typical topics to include discussion of lifestyle impacts, potential complications, and
preventive measures.

• Minimize repetition; each exchange should introduce new concepts or elaborate on previous points
to educate and inform.

• Use the detailed clinical notes as a foundational tool to align the conversation with the patient’s
medical history and symptoms.

• Avoid unexplained medical jargon or abbreviations. Strive for clarity to ensure the patient fully
understands their condition and treatment plan.
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Simulation Materials:
Conversation: {conversation} Clinical Note: {clinical_note}
Please rewrite the provided conversation, incorporating the guidelines above to enhance its educational

value, realism, cultural relevance, and patient engagement. The output should be entirely in Arabic using
the Najdi dialect. output should start with <conv> and end with </conv> \n\n Assistant:

A.2.1 Evaluation Prompt

Evaluation Criteria for Medical Conversation and Clinical Note Similarity
Medical Accuracy and Completeness

1.1 Symptoms and Complaints - Score (0-5): [Enter score]
- Comments: [Enter comments]
1.2 Medical History - Score (0-5): [Enter score]
- Comments: [Enter comments]
1.3 Diagnosis and Treatment - Score (0-5): [Enter score]
- Comments: [Enter comments]
Communication and Rapport
2.1 Active Listening- Score (0-5): [Enter score]
- Comments: [Enter comments]
2.2 Clarity and Explanations - Score (0-5): [Enter score]
- Comments: [Enter comments]
2.3 Empathy and Respect - Score (0-5): [Enter score]
- Comments: [Enter comments]
Structure and Flow
3.1 Logical Progression - Score (0-5): [Enter score]
- Comments: [Enter comments]
3.2 Transitions and Coherence - Score (0-5): [Enter score]
- Comments: [Enter comments]
3.3 Time Management - Score (0-5): [Enter score]
- Comments: [Enter comments]
Language and Terminology
4.1 Appropriate Language - Score (0-5): [Enter score]
- Comments: [Enter comments]
4.2 Medical Terminology - Score (0-5): [Enter score]
- Comments: [Enter comments]
4.3 Cultural Sensitivity - Score (0-5): [Enter score]
- Comments: [Enter comments]
Patient Engagement and Education
5.1 Patient Participation - Score (0-5): [Enter score]
- Comments: [Enter comments]
5.2 Patient Education - Score (0-5): [Enter score]
- Comments: [Enter comments]
5.3 Addressing Concerns - Score (0-5): [Enter score]
- Comments: [Enter comments]

Scoring System:
0: Not addressed at all
1-2: Partially addressed with significant gaps or inaccuracies
3-4: Adequately addressed with minor gaps or inaccuracies
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5: Fully and accurately addressed

Overall Scores:

Medical_Accuracy_and_Completeness: [Average of 1.1, 1.2, 1.3]
Communication_and_Rapport: [Average of 2.1, 2.2, 2.3]
Structure_and_Flow: [Average of 3.1, 3.2, 3.3]
Language_and_Terminology: [Average of 4.1, 4.2, 4.3]
Patient_Engagement_and_Education: [Average of 5.1, 5.2, 5.3]

Final_Evaluation_Score: [Average of the five overall scores]

Medical Conversation: {conversation}
Clinical Note: {clinical_note}
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A.3 Generated Conversation Example

Figure 2: Sample of Clinical Note and Generated Conversation.
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