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Abstract

Arabic banking intent detection represents a
challenging problem across multiple dialects.
It imposes generalization difficulties due to the
scarcity of Arabic language and its dialects re-
sources compared to English. We propose a
methodology that leverages contrastive train-
ing to overcome this limitation. We also aug-
mented the data with several dialects using a
translation model. Our experiments demon-
strate the ability of our approach in capturing
linguistic nuances across different Arabic di-
alects as well as accurately differentiating be-
tween banking intents across diverse linguistic
landscapes. This would enhance multi-dialect
banking services in the Arab world with limited
Arabic language resources. Using our proposed
method we achieved second place on subtask 1
leaderboard of the AraFinNLP2024 shared task
(Malaysha et al., 2024) with micro-F1 score of
0.8762 on the test split.

1 Introduction

With the increase in virtual assistants’ popularity, it
is crucial to maintain a high level of quality and ef-
ficiency while fulfilling the objectives and serving
the users. This highlights the importance of spo-
ken and natural language understanding systems in
identifying a users’ goal from their utterances and
provide assistance to achieve this goal.

Intent detection is one of the core and essential
tasks of natural language understanding (NLU) (Al-
shahrani et al., 2022). The goal is to extract syntac-
tic and semantic information from utterances to be
used in different downstream tasks such as conver-
sation management (Hefny et al., 2020), question
answering (Uva et al., 2020), etc.

This problem can further be classified based on
the targeted semantic granularity. First, domain
classification that identifies the topic the user is talk-
ing about such as banking, education, ...etc. The in-
tent identification determines the specific outcome

the user expects. At the lowest level comes the slot
filling problem, where each word or span of words
in the sentence is labelled based on the semantic
information it provides relevant to the user’s intent.
Intent detection and slot filling are usually tightly
coupled and can be embedded jointly together es-
pecially in conversation pipelines (Gangadharaiah
and Narayanaswamy, 2019; Zhang et al., 2019).

Our research focuses on the banking domain in
the Arab world where users’ commands need to
be accurately classified into a set of pre-defined
supported services. This would benefit customer
services and automatic query execution, especially
after the increase in online banking usage in Arabic-
speaking countries. While this increase is spanning
across multiple countries, the need to handle differ-
ent dialects has become more and more crucial.

While Arabic is recognized as the 4th most used
language on the internet (Boudad et al., 2018;
Guellil et al., 2021). Its dialects spanning, Classi-
cal Arabic (CA), Modern Standard Arabic (MSA),
and Dialectal Arabic (DA), imposes difficulties in
acquiring data at scale that is enough for building
robust and efficient models that understand linguis-
tic nuances while covering several domains.

In this paper, we present our submission to
subtask-1 of the shared task AraFinNLP2024. Our
main contribution lies in applying contrastive learn-
ing on a pre-trained BERT-based model to enable
it to capture linguistic differences and similarities.
This will improve the separation between different
banking intents while being robust against dialectal
nuances. Furthermore, we augmented the shared
task’s data through a secondary translation model,
which will enable our model to understand dialects
that are not available in the training split.

2 Related Work

In the deep learning era, different variants of CNNs
and RNNs were heavily used in intent detection
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task (Ravuri and Stolcke, 2016; Liu and Lane,
2016; Ali et al., 2020). In 2017, the Transformer
architecture (Vaswani et al., 2017) has emerged and
quickly become the baseline of most of NLP prob-
lems. Many studies used fine-tuned BERT (Devlin
et al., 2019) and its variations for sequence clas-
sification tasks such as sentiment analysis (Araci,
2019) and intent detection (Casanueva et al., 2020).

To overcome challenges presented specifically
by the Arabic language, multiple approaches are
adapted. Back-translation was used to solve the
dialectal imbalance problem in many tasks such as
(Tahssin et al., 2020). (Duwairi and Abushaqra,
2021) tries to solve the data scarcity problem
by augmenting the existing data with synonym-
replaced sentences or negated sentences with their
appropriate labels. Contrastive learning was used
by (Shapiro et al., 2022) to overcome the problem
of overfitting when finetuning large language mod-
els on small-sized datasets.

In the financial domain, Finbert (Liu et al., 2021)
was developed by pre-training a BERT model on
financial text corpus. It was then used in many
tasks such as stock prediction (Chen, 2021). Ef-
forts in the financial Arabic domain are still lacking.
This is due to the lack of large annotated datasets.
Hence many solutions applied in the English do-
main are still to be investigated and adapted for
Arabic domain.

3 Dataset

We were provided with the ArBanking77 dataset
(Jarrar et al., 2023) by the organizers of the shared
task AraFinNLP2024 (Malaysha et al., 2024). This
dataset is a translated version of the Banking77
dataset introduced in (Casanueva et al., 2020). The
data includes MSA and Palestinian (PAL) dialects
only in the train and validation splits. The test
split, on the other hand, contains 11,721 samples
with added Moroccan (MOR), Tunisian (TUN),
and Saudi (SAU) dialects. To overcome this issue,
we augmented our training data with these three
dialects by translating the MSA part of the training
data to these dialects using NLLB (No Language
Left Behind) translation model (Costa-jussà et al.,
2022) which is good in translating low-resource
languages. Table 1 shows the distribution of the
dialects in the train and the validation split. After
adding the translated data the dialects are almost
equally distributed.

The dataset consists of 77 banking intents that

Split MSA PAL MOR TUN SAU
O-Tr 10,733 10,821 0 0 0
O-Val 1,230 1,234 0 0 0
A-Tr 0 0 9,694 9,694 9,694
A-Val 0 0 1,039 1,039 1,039
Tr 10,733 10,821 9,694 9,694 9,694
Val 1,230 1,234 1,039 1,039 1,039

Table 1: Distribution of dialects in the train (Tr) and
validation (Val) splits of the original (O) data and the
augmented dataset (A) that we translated using NLLB.

are not equally distributed. Both training and vali-
dation split have similar label distribution. Intents
related to payments are the most dominant (above
2%) such as card_payment_wrong_exchange_rate
and transfer_not_received_by_recipient classes.
Most of the other classes range between 1-2%
and some classes are very underrepresented (un-
der 0.5%) such as contactless_not_working and
card_acceptance. This imbalance can cause the
model to be biased to dominant intents. To tackle
this issue we weighted each class during the train-
ing of the classification model so that the error
in each intent would have the same effect on the
training process.

4 System Overview

4.1 Backbone

After the emergence of the Transformer architec-
ture (Vaswani et al., 2017) in 2017, it has quickly
become the baseline of most of NLP problems.
BERT model (Devlin et al., 2019) and its variations
represent the state-of-the-art in the intent detection
problem. Many studies (He et al., 2019; Casanueva
et al., 2020; Abro et al., 2022) fine-tuned them on
domain-specific datasets using different learning
techniques.

We relied on MARBERT (Abdul-Mageed et al.,
2021). Our choice was based on MARBERT ro-
bustness against dialectal Arabic as it was pre-
trained on 15.6B tokens mainly tweets of multiple
dialects. We use MARBERT as a sentence encoder
to get an embedding that captures the semantic
features of the text. We use the start token [CLS]
vector as a representative of the entire sequence.

4.2 Contrastive Learning Phase

We apply a supervised contrastive learning ap-
proach similar to the on used for Natural Language
Inference in (Gao et al., 2021).

First, we train our backbone on a contrastive
objective. We adopted a supervised contrastive
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Figure 1: The triplet loss in action. The anchor and the
positive samples are from card_arrival class and the
negative sample from card_linking class.

approach to identify positive and negative samples
during the training process.

We created a sampling dictionary that maps each
intent label to all queries of this intent in the train-
ing splits regardless of its dialect.

We used the triplet loss (Balntas et al., 2016) as
our objective during training in this phase. This
loss acts on three examples in each training step,
namely, an anchor, a positive sample and a neg-
ative sample. The anchor is the current training
sample. Positive sample is a random example from
the anchor’s class/intent. Negative sample is a ran-
dom example from any class/intent other than the
anchor’s. The goal is to reduce the distance be-
tween the embedding of the positive sample and
the anchor and increase it between the anchor and
the negative sample in the feature space regardless
of the dialect of each of them. Figure 1 demon-
strates this procedure during training. Equation 1
shows how this loss is computed over a batch of N
samples:

Ltriplet =
1

N

N∑

i=1

Max(0, d(ai, pi)− d(ai, ni) + ϵ) (1)

Where ai, pi and ni are the anchor, positive, and
negative samples respectively. d(a, p) is the dis-
tance between a and p. ϵ is a non-negative margin
representing the minimum difference between the
positive and negative distances required for the loss
to be 0.

4.3 Classification Model
After training the MARBERT encoder on the con-
trastive objective, we added feed-forward layers
to map the output sentence embedding to one of
the available intents. We used 2 linear layers with

Figure 2: Our model architecture.

output dimensionality 256 and 77 and applied layer
normalization (Ba et al., 2016) with GELU ac-
tivation (Hendrycks and Gimpel, 2016) as non-
linearity. Figure 2 illustrates our architecture. This
phase is trained using Cross-Entropy loss, equation
2, with class weights to ensure that the model will
not be biased to dominant intents.

LCE = − 1

N

N∑

i=1

C∑

c=1

wclog
exp(xn,c)∑C

k=1
exp(xn,i)

yn,c (2)

4.4 Training Details

In the contrastive training phase, we trained the
encoder for 200 epochs with a learning rate of 1e-
5 and a 32 batch size. We tested the L2 distance
and the cosine similarity as the distance function
of the triplet loss. We set the margin ϵ to 1. After
the training of this phase completes, we fine-tuned
the model after adding the classification head for
another 20 epochs using a batch size of 64 and a
learning rate of 4e-6. We used reduce on plateau
scheduler in both phases with a patience of 5 and a
reduction factor of 0.5. All our training is done on
a single NVIDIA V100 GPU.

5 Experiments

We report our experiments with the macro-F1 score,
that treats every class equally, over all dialects avail-
able in the validation split. We will also report the
micro-F1 score on the shared task’s test split.

5.1 Number of Trainable Encoder Layers

We tested different number of trainable layers of
MARBERTv1 model. We tested training only the
classification layer [CLS], the last two encoder lay-
ers [2Ls], four layers [4Ls], and fine-tuning all the
layers [Tot]. We applied this test with and with-
out the contrastive pre-training phase and we used
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Layers w/o Contrastive w/ Contrastive
CLS 0.8272 0.9090
2Ls 0.9088 0.9268
4Ls 0.9216 0.9263
Tot 0.9263 0.9308

Table 2: Macro-F1 score on the original validation
split (MSA + PAL) when training different number of
encoder layers with and without the contrastive pre-
training phase.

Aug. MSA PAL MOR SAU TUN
w/o 0.94 0.93 0.80 0.91 0.66
w/ 0.95 0.95 0.95 0.94 0.90

Table 3: Per-dialect macro-F1 score before and after
using the augmented part of the data.

the original data provided by the shared task. Ta-
ble 2 shows the results on the validation split that
contains MSA and PAL dialects only.

5.2 Effect of Data Augmentation
To assess the effect of the data augmentation, we
retrained the entire encoder model using both con-
trastive and classification phases on the augmented
dataset. This experiment is evaluated on the aug-
mented validation split as well. The overall score
across all dialects has improved from 0.86 to 0.94.
We can see that the model had the worst perfor-
mance on MOR and TUN dialects due to the huge
dialectal differences they had with MSA compared
to SAU that the model already had a good perfor-
mance on. Detailed results are shown in table 3.

5.3 Distance Function Selection
The prior experiments used L2 distance in the
contrastive pre-training phase. We tested the co-
sine similarity as well. We found that the new
model performed better on some of the 77 intent
classes. Hence we made a weighted average ensem-
ble model using these two variants. Table 4 shows
the difference between the two distance functions
and the ensemble model.

5.4 Effect of Applying Pre-Processing
We tested whether applying some data cleaning
techniques would improve our model performance.
We mainly applied normalization and punctuation
and diacritization removal. We retrained the same
models again on the cleaned version of the data
and compared the macro-F1 on the validation splits.
The results are in Table 4.

Backbone
Cleaning L2 Cos.

Ensemble
Pipeline Dist. Dist.

MARBERTv1
w/o 0.9377 0.9331 0.9429
w/ 0.9370 0.9355 0.9428

MARBERTv2
w/o 0.9357 0.9347 0.9413
w/ 0.9349 0.9368 0.9417

Table 4: Macro-F1 scores on our validation split of dif-
ferent variants of our method when using MARBERT
v1/v2 and when analyzing the effect (with/without)
data cleaning using two different distance functions and
when combining the two distance functions models in
an ensemble model.

Figure 3: Percentage of intent classes where each model
variant performs best.

5.5 Effect of Using MARBERTv2

Applying our cleaning pipeline didn’t improve our
performance. We tried using MARBERTv2 as our
backbone instead of the first verison to enhance our
model capabilities. This version was pre-trained on
a larger corpus of data and longer sequence length.
We trained the two versions using both the cleaned
data and the original one and compared between
the two versions in Table 4. This experiment has
shown that using MARBERTv2 didn’t improve the
performance as expected.

According to table 4, we have eight variants of
our model. We evaluated their performance by
computing the per-class F1 score of each model
and registered the best performing model for each
intent. Figure 3 shows the percentage of intent
classes which each model variant is best perform-
ing on. This indicates that an ensemble of all these
model would have a better performance than using
each model separately. We applied this ensemble
and got 0.9487 on the validation split, outperform-
ing our best result so far.

5.6 Qualitative Analysis

Table 5 shows some examples of misclassification
in the validation splits. In the first example the
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Example Dialect Input Query Input Dialect GT Intent Prediction

Ex.1 MSA Qå��AJ. ÖÏ @ Õæ�	mÌ'@ úÎ« 	©ÊJ. ÖÏ @ X @XQ���@ YK
P

@ SAU direct debit payment

not recognised request refund
SAU ú
G. A�k úÎ« 	©ÊJ. ÖÏ @ ¨Ag. Q���@ ù 	ªK. @
ENG I want a refund on a direct debit.

Ex.2 MSA
Ðñ�P ÉJ
�m��' Õç�' @ 	XAÖÏ

? ú
G. �A	mÌ'@ ÉK
ñj�JË @ úÎ« TUN transfer fee charged card payment
fee charged

SAU ? �é 	®Ê¾�K ú 	æÓ @ñJ. Ê¢�
 @ðPA� ��C«
ENG Why was my transfer charged a fee?

Ex.3 MSA ÉJ. �®�J�ÖÏ @ ú

	̄ Ðñ�QË@ I. 	Jm.�

�'@ 	J
» TUN card payment
fee charged

direct debit payment
not recognised

TUN
I. 	Jj.

�� 	K Ñm.�
	' ��A 	®J
»

?ÉJ. �®�J�ÖÏ @ ú

	̄ �HAÓAî�E@

ENG how do i avoid charges in the future

Table 5: Misclassified samples from our validation split.

translated query didn’t specify the card type being
debit as in the original query, hence the model is
correct for the given meaning that was changed
from the ground truth. Also, in this example the
ground truth didn’t specify the refund intent of the
user, which can be a take on the data annotators. In
the second example the Tunisian translation didn’t
specify the type of fees charged, which are transfer
fees. Lastly, the final example’s translated query
has a completely different meaning from the orig-
inal one, which leads to misclassifying the user’s
intent.

5.7 Test Split Results

In this section, we are comparing different variants
of our model that are pre-trained contrastively on
the shared task test split. Table 6 shows the micro-
F1 score of the different models we developed. The
first row represent our first approach before adding
the translated data. Data augmentation improved
the model performance by 4.46% using the same
modelling configuration. Changing the distance
function to cosine distance decreased the micro-F1
by 0.6%. Then, we submitted using each ensemble
model stated in table 4 and they all achieved close
results. Finally, we used all versions in Table 4 in
a single ensemble model and got our best result,
0.8763 micro-F1.

6 Discussion

Arabic is a morphologically rich language that has
a large variation of dialects. This work shows the
effectiveness of MARBERT pre-trained model as
an Arabic dialect-agnostic model for intent classifi-
cation. The implementation of contrastive learning
further enhanced the model’s ability to learn use-
ful representations. Ensemble modelling further

Model Aug. Clean. Version micro-F1
L2.dist x x v1 0.8036
L2.dist

√
x v1 0.8482

Cos.dist
√

x v1 0.8422
Ens.1

√
x v1 0.8586

Ens.2
√ √

v1 0.8588
Ens.3

√ √
v2 0.8696

Ens.4
√ √

v2 0.8721
Ens.All

√ √
both 0.8763

Table 6: Our results on the shared task’s test split.

improved the performance. We can suggest using
knowledge distillation to reduce model size while
maintaining the high performance of the ensemble.
The main limitation of this work is the dialect mis-
match between the training and testing data and
the absence of human annotated data. Hence, our
model performance would be bound to the qual-
ity of the machine translation model we used to
augment the data as seen in section 5.6.

7 Conclusion

This work investigated our work in subtask-1 of
the AraFinNLP shared task 2024 by applying of
contrastive learning for intent classification using
two distance metrics. We used MARBERT as a
backbone encoder model for Arabic dialects. Then,
we added a classification module for intent pre-
diction. Additionally, we explored the impact of
enriching the data by translating MSA training data,
applying data cleaning pipeline and using different
versions of the backbone model. Lastly, outcomes
of different model variants were combined in an
ensemble model that achieved micro-f1 score on
the competition’s test set of 0.8762.
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