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Abstract 

This paper presents our team's contribution 
to the FIGNEWS 2024 Shared Task, 
which involved annotating bias and 
propaganda in news coverage of the Israel-
Palestine conflict. We developed 
comprehensive guidelines and employed a 
rigorous methodology to analyze 2,200 
news posts from several official Facebook 
accounts of news websites in multiple 
languages. Our team, Narrative 
Navigators, achieved third place in both 
the Bias Guidelines and Bias Consistency 
tracks, demonstrating the effectiveness of 
our approach. We achieved an IAA Kappa 
score of 39.4 for bias annotation and 12.8 
for propaganda detection. These findings 
and our performance underscore the need 
for enhanced media literacy and further 
research to counter the impact of biased 
and misleading information on public 
understanding of the conflict. 

 

1 Introduction 

In the context of the 2023-2024 war on Gaza, 
the concepts of "propaganda" and "bias" are 
crucial in media studies. Bias refers to a 
disproportionate leaning towards or against 

certain ideas, entities, or nations, often leading to 
skewed representations (Auburn, 2023). These 
narratives frequently integrate propagandistic 
elements to sway attitudes and opinions (Jones, 
2024; Kamalipour, 2010). Media outlets employ 
various techniques to mold contexts and foster 
ideologies that support their agendas (Paul & 
Elder, 2004; Davie, n.d.). 

Propaganda is strategically used to manipulate 
public opinion through biased information to 
promote political objectives, significantly shaping 
domestic and international discourse (Jones, 
2019). The need for Arabic-specific propaganda 
detection tools is emphasized by Firoj et al. 
(2022), who reveal the challenges posed by 
diverse linguistic and cultural contexts. Xiao and 
Alam (2023) address emotion manipulation and 
logical fallacies in Arabic digital content, 
highlighting the importance of balanced training 
models. 

Deep learning approaches for analyzing 
propaganda techniques in news posts have been 
introduced by Martino et al. (2019), 
demonstrating effectiveness in recognizing 
propaganda. Combining machine learning with 
human judgments to improve bias detection 
accuracy is explored by Lazaridou (2020), 
showcasing the value of integrating diverse 
insights. Raza et al. (2024) detailed an annotation 
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and modeling process for bias detection, while 
Spinde et al. (2021) introduced the BABE 
methodology, using distant supervision by experts 
to train neural models in detecting biased news 
sentences. 

The FIGNEWS 2024 Shared Task proposed by 
Zaghouani et al. (2024) aims to investigate media 
representation of the Israel-Palestine conflict by 
focusing on bias and propaganda in news posts 
across multiple languages. Our team, 'Narrative 
Navigators,' focused on the critical tasks of 
identifying biased content and detecting 
propaganda techniques in media articles. We 
developed and adhered to tailored annotation 
guidelines that allowed us to navigate through 
narratives with precision. This systematic 
application of our guidelines ensured consistent 
and reliable annotations. 

Despite advancements in detecting biases and 
propaganda, challenges persist, especially in 
politically charged content. Potential biases in 
annotators' judgments due to demographic 
backgrounds and personal perceptions remain a 
concern. Zaghouani and colleagues have 
developed extensive annotation guidelines for 
various Arabic NLP tasks including punctuation 
(Zaghouani & Awad, 2016b), author profiling 
(Zaghouani & Charfi, 2018b), text analytics in 
social media (Zaghouani & Charfi, 2018c), 
diacritization (Zaghouani et al., 2016) and non-
native Arabic texts (Zaghouani et al., 2015; 
Zaghouani et al., 2014). Their work on large-scale 
Arabic error annotation guidelines and framework 
(Zaghouani et al., 2014) is particularly relevant to 
our study, as it demonstrates the importance of 
well-defined annotation guidelines for ensuring 
data quality and consistency. While these studies 
focus on Arabic, we adapt their methodologies 
and insights to develop guidelines for annotating 
bias and propaganda in multilingual news posts 
related to the Israel-Palestine conflict in the 
FIGNEWS 2024 Shared Task. 

 
This paper presents an overview of our 

participation, methodology, annotation process, 
and key findings. As Narrative Navigators, we 
encountered several challenges which we discuss 
in detail, proposing strategies to enhance the 
identification of bias and propaganda. Our efforts 
underscore the importance of advancing media 
literacy and fostering informed public discourse 

on the conflict, true to our team's guiding principle 
of navigating narratives. 

2 Methodology 

The FIGNEWS 2024 Shared Task focuses on 
creating a comprehensive corpus to annotate 
media representations of the 2023-2024 Israel-
Palestine conflict, aimed at uncovering biases and 
double standards in global and local news 
coverage. Our team, comprising seven members 
with diverse backgrounds, developed guidelines 
for annotating bias and propaganda. We analyzed 
news posts across different languages and cultural 
contexts. 

2.1 Development of Annotation Guidelines  

For Subtask 1, we focused on identifying biases 
by applying labels such as 'Biased against 
Palestine,' 'Biased against Israel,' and 'Unbiased.' 
We developed a set of key examples to guide the 
annotation process: 

 
 Biased Against Palestine: Negative 

portrayals, such as suggesting irreversible 
actions by Israeli leaders to bias readers 
against Palestinians and omitting broader 
territorial claims in descriptions of 
militant activities. 

 Biased Against Israel: Inaccurate 
depictions of Palestinian civilians as 
aggressors and misleading portrayals of 
property disputes to question the 
legitimacy of Israeli land claims. 
 

These examples were crucial in refining our 
annotation process and ensuring specificity in 
identifying biases. 
For Subtask 2, we adopted a detailed 
methodological framework informed by prior 
research and supplemented with its specific 
examples from related studies to ensure 
consistency and accuracy in annotations (El-
Khaissi et al., 2022).  
 

Given the sensitive nature of the conflict-
related content, we maintained a high standard of 
ethical awareness throughout the annotation 
process. We conducted regular training sessions to 
reinforce the importance of neutrality and 
objectivity among team members. To facilitate 
deeper textual analysis, we employed AI tools, 
including ChatGPT, and held frequent team 
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discussions to refine our annotation protocols. 

However, we found that ChatGPT's information 
was not always sufficient, as it was not fully 
updated regarding the ongoing war on Gaza. 
Cross-verification and AI-assisted analysis-
maintained annotation quality. Workload 
distribution aimed to prevent fatigue, targeting a 
95% Inter-Annotator Agreement (IAA) score for 
consistency.  

2.2 Inter-Annotator Agreement (IAA) 
Analysis 

The IAA analysis, conducted according to 
FIGNEWS guidelines, ensured annotation 
reliability using two sheets, IAA-1 and IAA-2, 
and daily reviews for consistency. Cohen's Kappa 
was employed to gauge inter-annotator agreement 
and highlight areas needing adjustment, 
maintaining objectivity and robustness in our 
annotations. This was crucial for developing 
accurate bias and propaganda detection models. 
Some discrepancies and complex cases, detailed 
in Table 1, underscore the subjective challenges in 
interpreting bias in text.  

3 Team Composition and Training 

3.1 Annotator Demographics 

Our annotation team is composed of individuals 
with diverse backgrounds and educational 
experiences. All team members hold a university 

degree, with some currently pursuing an MA in 
Digital Humanities and Societies. This 
educational foundation ensures they are well-
equipped to handle detailed annotation tasks. The 
team's capabilities are further enhanced by the 
inclusion of a professional from Al Jazeera, who 
brings practical experience in media analysis. This 
diverse team composition allows for a 
comprehensive and nuanced approach to the 
annotation process. 

3.2 Training Procedure  

To ensure a consistent and accurate annotation 
process, we conducted thorough training sessions 
for all team members. At the project's outset, an 
online meeting was held to establish and refine 
our annotation guidelines through a collaborative 
review of a sample set of 10 news posts. This 
initial training session allowed team members to 
discuss and clarify any ambiguities or concerns 
regarding the guidelines and the annotation 
process. 

Following the initial training, the team leader 
conducted one-on-one meetings with each team 
member to address specific issues in guideline 
adherence. These personalized training sessions 
were critical for ensuring that all team members 
consistently applied the annotation standards and 
had a clear understanding of the task at hand. 

3.3 Team Coordination  

Effective team coordination was essential for our 
annotation project's success. Team members 
stayed connected through continuous emails and 
regular online meetings, allowing for prompt 
resolution of any uncertainties and sharing of 
insights. We used a Google spreadsheet as a 
dynamic tool to record progress, feedback, and 
updates to our annotation guidelines. For instance, 
when "Emotive Propaganda" and "Biased 
Terminology" were identified, we quickly updated 
our guidelines and documented these changes in 
the spreadsheet, ensuring accurate and consistent 
annotations. Open communication, 
comprehensive training, and detailed 
documentation fostered a cohesive and efficient 
environment, enhancing the quality of our 
annotations. 

Text Segment Annotator 
1 

Annotator 2 

“They are taking 
over the hospital.” 
A girl appears in a 
video purporting 
to be from #Al-
Shifa_Hospital in 
Gaza and claims 
that Hamas 
controls it and 
prevents the 
displaced from 
leaving it. What is 
the truth about this 
video? And who is 
behind it? 

Unbiased The tweet 
raises 
questions 
about the 
authenticity 
of the 
video and 
the motives 
behind it; 
it's difficult 
to 
determine 
if the tweet 
is biased. 

Table 1:  Example of Annotation Disagreement and 
Difficult case. 
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4 Task Participation and Results 

Our team actively participated in the FIGNEWS 
2024 Shared Task, which focused on the 
meticulous annotation of news posts related to the 
Israel-Palestine conflict across various languages. 
The task required a comprehensive, multilingual 
approach to identify instances of bias and 
propaganda in the news posts. 
 
Our annotation strategies were informed by 
insights gleaned from academic literature and 
comparable tasks from previous years. By 
integrating these insights into our methodology, 
we were able to refine our annotation schemes and 
enhance our analytical techniques, ensuring that 
our methods were current, effective, and aligned 
with established best practices. This alignment 
with related work allowed us to robustly validate 
and compare our results, confirming the reliability 
and relevance of our findings. 

4.1 Results and Performance 

Our team, Narrative Navigators, achieved 
notable success in the FIGNEWS 2024 Shared 
Task, securing third place in two separate tracks 
across both Bias and Propaganda subtasks. This 
performance demonstrates the effectiveness of our 
approach and the quality of our annotations in 
multiple areas. 

In the Bias Guidelines Track, Narrative 
Navigators ranked third with a Guidelines Score 
of 0.7497. This score is a composite of our 
Document Score, which received full marks (8 out 
of 8), and our IAA Kappa score of 39.4. Our 
strong performance in this track highlights the 
comprehensiveness and clarity of our annotation 
guidelines, as well as the consistency among our 
annotators. 

For the Bias Consistency Track, we again 
secured third place. This track evaluated the 
centrality of our annotations compared to other 
teams, reflecting how well our judgments aligned 
with the overall consensus. Our performance here 
underscores the reliability and balance of our 
annotation approach. 

In terms of specific metrics for the Bias 
subtask, Narrative Navigators achieved an IAA 
Kappa score of 39.4, an accuracy of 56.5%, and a 
Macro F1 Average of 45.5%. Our F1 Bias* score, 
which indicates binary bias determination, was 
70.5%. These scores were competitive, 

particularly considering the subjective nature of 
bias annotation. 

For the Propaganda subtask, while we didn't 
place in the top three, we still made significant 
contributions. Our team achieved an IAA Kappa 
score of 12.8, an accuracy of 54.5%, and a Macro 
F1 Average of 54.6%. The F1 Prop* score, 
indicating propaganda detection, was 63.1%. 

 
In terms of quantity, we contributed 

significantly to both subtasks, annotating 2,200 
data points for Bias and another 2,200 for 
Propaganda, each across 2 Main batches and 4 
IAA sets. 

Compared to other teams, our performance was 
consistently strong, particularly in the Bias 
subtask. While top-performing teams like 
NLPColab achieved higher scores in several 
metrics (e.g., IAA Kappa of 78.8 for Bias), our 
results were comparable to other high-ranking 
teams. Our third-place finishes in two tracks put 
us among the top-performing groups in these 
challenging tasks. 

Our participation and strong performance in 
both Bias and Propaganda subtasks demonstrate 
the versatility of our annotation approach and 
guidelines. The consistent top-three rankings in 
multiple tracks for Bias, coupled with our 
contributions to the Propaganda subtask, validate 
the quality and reliability of our work in these 
complex and nuanced tasks of annotating 
multilingual news posts. 

5 Conclusion 

Our participation in the FIGNEWS 2024 Shared 
Task (Zaghouani et al. (2024), reveals significant 
findings: 42% of texts showed bias against 
Palestine, 15% against Israel, and 68% contained 
propaganda. These results align with studies like 
Jones (2019), who highlighted propaganda's role 
in manipulating public opinion, and Martino et al. 
(2019), who demonstrated effective deep learning 
approaches for detecting propaganda. The high 
prevalence of propaganda supports Firoj et al. 
(2022) and Xiao and Alam (2023), who 
emphasize the need for nuanced tools to address 
complex linguistic and cultural media content. 

 
This study explored bias and propaganda in media 
coverage of the Israel-Palestine conflict using a 
comprehensive annotation approach. Results 
indicate a complex landscape: 29.2% of 129,800 
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data points showed bias against Palestine, 10.9% 
against Israel, and 46.1% contained propaganda. 
Such imbalanced coverage underscores the 
media's influence on public perception of the 
conflict. 

 
Identifying bias and propaganda posed challenges, 
with some texts unclear or not applicable, 
highlighting the need for advanced detection 
methods. These findings stress the importance of 
media literacy and critical thinking among news 
consumers. 

 
These findings underscore the necessity for 
balanced reporting and advanced NLP tools to 
enhance media literacy and public understanding 
of the Israel-Palestine conflict. Ongoing scrutiny 
of media practices, especially in conflict 
reporting, is crucial for ensuring fair, accurate, and 
unbiased coverage. Developing advanced NLP 
tools can enhance media literacy and public 
understanding of global issues, promoting 
responsible journalism and informed public 
discourse. 
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Appendices 

 
Appendix A: Examples of Text Annotations 
and Inter-Annotator Agreement 
 
Text Segment: “Hey Enoch. My partner in the 
military, Capt. Or Yosef Ran, was killed on 
Saturday when he arrived as the first force in 
Kfar Gaza. Orosh (that's what everyone called 
him) was one of the founders of the migration 
unit in Dovdvan, he had a T-shirt and was a 
heroic soldier, the son of Avri Ran, one of the 
founders of the settlements in Judea and Samaria. 
I would appreciate it if you could tell me a little 
about him. May everyone know this amazing 
soul, a free and kind soul, a good commander for 
his soldiers and always surrounded by many 
friends and family, bringing light wherever he 
went. This man a month ago told me that "if I die 
then only for this country" and on Saturday he 
left my house and never came back. Today we 

553

http://www.lrec-conf.org/proceedings/lrec2014/pdf/956_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2014/pdf/956_Paper.pdf
https://aclanthology.org/W15-1614
https://arxiv.org/abs/2311.03184


 
will stand at "Givaot Olam", the hill where he 
grew up and loved so much, at 3:00 p.m. and we 
will pay our last respects to him.” Annotator1:  
Not Propaganda Annotator 2: Propaganda.  
 
Notes: Annotators disagreed on whether the text 
segment is propaganda, reflecting differing 
interpretations of its intent and emotional tone. 
 
Appendix B: Example of Difficult Annotation 
Case 
 
Text Segment: "IDF fighter and MDA volunteer 
Lt. Col. Elkana Neulander, the 14th, fell in the 
battles in the Gaza Strip: "a man full of joy in life 
who will be greatly missed." The Magen David 
Adom family bows their heads and mourns the 
fall of an MDA volunteer medic, an IDF fighter. 
To Lt. Col. Elkana Newlander, who fell in the 
Gaza Strip, 24 years old in the fall. The late 
Elkana was a dedicated and professional medic, 
who started his career at the MDA in 2015, and 
since then he has been volunteering at the 
Jerusalem MDA station together with his father, 
MDA medic Avery Neulander. During his years 
at the MDA, he treated and saved the lives of 
many. Moshe Benita, a paramedic at the 
Jerusalem MDA station and Elkana's friend: "He 
was a great volunteer, it was always important 
for him to know everything that was happening 
in order to contribute and save lives at every 
opportunity. Adam's life was against his eyes and 
I always wanted to work with him. Elkanah was 
a man of character who behaved with sensitivity 
and devotion to all those around him. We will 
miss his smile and his big heart." Eli Gartner, 
head of volunteers at the Jerusalem MDA 
station: "The late Elkana was a man full of joy in 
life, a dedicated medic, very active, professional 
and full of compassion. He was an integral part 
of the Jerusalem MDA station. He was an 
amazing friend, there is no way to explain this, 
we will miss him very much." MDA CEO Eli 
Bin Spad to the late Elkana: "The late Elkana 
was a professional and dedicated MDA 
volunteer, who gave personal attention to each of 
his patients. Magen David Adom bows his head 
and hugs his father MDA volunteer Avery 
Neulander, his mother Nava, and his sisters and 
brothers, may his memory be blessed." 

Annotator 1: Biased Against Palestine and 
Propaganda  

Annotator 2: Unbiased, Propaganda. 

Notes: This text segment presents a difficult case 
for annotation due to its emotionally charged 
content and potential bias. While one annotator 
viewed it as biased against Palestine and 
propaganda, the other was uncertain about the 
bias but agreed it was propaganda. This example 
illustrates the challenges in determining bias and 
intent in complex narratives. 
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