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Abstract

This paper outlines the University of Tripoli’s
initiative in creating annotation guidelines to
detect bias in news articles concerning the
Palestinian-Israeli conflict. Our team partic-
ipated in the Framing of Israeli Gaza News
Media Narrative (FIGNEWS 2024) shared task.
We developed annotation guidelines to label
bias in news articles. Using those guidelines
we managed to annotate 3,900 articles with the
aid of our custom-developed annotation tool.
Among 16 participating teams, we scored 48.7
on the macro F1 measure in the quality track
in which we ranked 4th. In the centrality track
we were ranked at the 6th position using the
macro F1 avg measure, however, we achieved
the 4th best kappa coefficient. Our bias annota-
tion guidelines was ranked in the 9th position.

1 Introduction

Framing can be defined as the process of selecting
certain elements of perceived reality and construct-
ing a narrative that emphasizes their connections
to promote a specific explanation (Entman, 2007).
News framing involves emphasizing certain aspects
of specific issues in news reports to encourage a
particular interpretation.

While recent NLP studies have examined fram-
ing in English news, there has been limited explo-
ration of how this analysis can be applied to other
languages and in a multi-label context (Akyürek
et al., 2020). This paper is a contribution to the
creative Shared Task on News Media Narratives
(Framing the Israel War on Gaza)(Zaghouani et al.,
2024) to explore into the complex intricacies of
bias and double standards evident in news coverage.
The main goal is to create a common database for
thorough annotation across different levels, shap-
ing annotation rules based on the various and some-
times conflicting discussions on this delicate sub-
ject. This effort aims to highlight both difficulties
and positive aspects within the data and to encour-

age a cooperative environment. By dissecting news
articles in various languages, this joint endeavor
aims to uncover the underlying biases and propa-
ganda, encouraging a collective investigation into
the media narratives surrounding this significant
historical period (Zaghouani et al., 2024).

Text annotation is a crucial activity across var-
ious fields that involves several essential steps in-
cludes: formatting the text, defining annotation cat-
egories, organizing large volumes of documents for
annotation, assessing inter-annotator agreement on
the same documents, and preparing annotated doc-
uments in formats compatible with NLP software
(Grosman et al., 2020). In Natural Language Pro-
cessing (NLP) research, text annotation plays a fun-
damental role in generating datasets used to train
and assess automated techniques (Spinde et al.,
2021b). In the realm of news reporting, it’s crucial
for both writers and audiences to uphold principles
of fairness, accuracy, and impartiality by presenting
a balanced array of viewpoints. Nevertheless, bias
in news articles has emerged as a significant con-
cern. Despite numerous news outlets asserting their
commitment to objectivity, individual sources often
harbor distinct perspectives on societal, political,
and other subjects. Additionally, the imperative to
engage readers to ensure profitability can inadver-
tently foster biased reporting practices, potentially
yielding harmful outcomes(Lim et al., 2018).

This task focuses on examining how journalists’
reporting of important events can shape consumers’
views on political matters (Spinde et al., 2021b).
The inherent bias of news media is a fundamen-
tal flaw in the entire news production process, en-
compassing stages from gathering to writing and
editing. At each step, the subjective judgments of
producers and external pressures from owners and
advertisers likely influence the news content. These
influences often lead to diverse framings of reality,
as producers emphasize different aspects, employ
varied tones, and present stories in distinct styles.
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Consequently, this bias exacerbates political po-
larization and contributes to misunderstandings of
crucial issues. It becomes challenging for readers
to attain a balanced perspective on realities, espe-
cially when they primarily access news through
limited channels, often just one (Park et al., 2009).
Thus, recognizing and addressing news bias is cru-
cial, not only for informing readers but also for
guiding authors in maintaining a neutral writing
style (Lim et al., 2020).

The importance of detecting bias in media news
has been recognized and studied by several re-
searchers(Vaagan et al., 2010; Al-Sarraj and Lub-
bad, 2018; Morstatter et al., 2018; Varacheva and
Gherghina, 2018). Advanced bias detection tech-
niques rely on artificial intelligence and machine
learning (Budak et al., 2016; Spinde et al., 2021b),
thus requiring a well-annotated datasets to train AI
models. existing datasets often suffer from limita-
tions such as lack of representativeness, insufficient
diversity, and inadequate information about annota-
tor characteristics. Addressing these challenges is
crucial for contextualizing and interpreting bias an-
notations accurately. Previous research efforts have
contributed to the development of datasets for bias
detection, such as those by (Lim et al., 2018, 2020),
(Baumer et al., 2015), (Hamborg et al., 2019), and
(Fan et al., 2019). However, these datasets often
have limitations such as small topic coverage, fo-
cus on specific framing effects, one-language news
source, or lack of annotations at the word level.
Spinde et al. (2021a) addressed the data gap by pre-
senting the MBIC (Media Bias Including Charac-
teristics) dataset, which contains 1,700 statements
annotated by ten annotators each. This dataset rep-
resents various instances of media bias, including
framing and epistemological bias, and provides la-
bels for bias identification at both the word and sen-
tence levels. Notably, MBIC is the first dataset to
include detailed information about annotator char-
acteristics and their individual backgrounds, en-
hancing the reliability and interpretability of bias
annotations. In the context of Israeli-Gaza war,
there exist few reliable dataset that can be used to
train AI models effectively. Most existing datasets
are sourced from one language and use two to three
annotation labels.

The co-authors of this paper focus their effort
in establishing comprehensive guidelines for anno-
tating biased news reports concerning the current
conflict in Gaza as pointed out in FIGNEWS 2024
shared task(Zaghouani et al., 2024).

section 2 describes the process of annotation
including the annotators training and team coordi-
nation, Section 3 discusses the team contributions
and Section 4 provides some concluding remarks
and points to future work.

2 Annotation Methodology

2.1 The Task
The FIGNEWS 2024 shared task aim is to deter-
mine bias and propaganda within news articles in
multiple languages. Participant teams have to de-
velop guidelines to annotate news articles about the
2023-2024 war between Gaza and Israel. A dataset
of 15000 news articles was provided by the orga-
nizers. It has been divided into 15 batches. Each
batch contains 1000 news articles collected from
different sources in five languages namely: English,
Arabic, Hebrew, French, and Hindi. Each batch has
been further divided into a 100-subset called Inter
Annotation Agreement (IAA), and a 900-subsets
called (MAIN). The IAA subset has to be annotated
by all Annotators in the team, while the 900-subset
can be annotated collaboratively by the team mem-
bers. Each team is required to annotate a minimum
of two batches to enter the shared task. All articles
are machine translated into English and Arabic, an-
notators should specify the language they are using
to read articles they are annotating.

“Teams must provide well-documented
annotation guidelines including exam-
ples, and must provide inter-annotator
agreement (IAA) numbers for at least
200 posts (40 from each language) from
Batch 1 and Batch 2. We expect the IAA
to be competitive (e.g. Cohen Kappa of
0.6+) in the target space. The best guide-
lines will be selected by the organizers.”

Our Team choose to participate in the bias task.
This document will present guidelines for annotat-
ing bias in the provided subset.

2.2 Team Composition and Training
Eight academic staff members from the the depart-
ment of software engineering, faculty of informa-
tion technology at the University of Tripoli partic-
ipated in this task. Participants are native-Arabic
speakers with strong command of English language.
Two of the participants are experts in the annota-
tions process while the rest had no experience about
the task. Participants were divided into two teams
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lead by the two senior experts. Initial meeting were
made to introduce participants about the task, the
dataset and the annotation process. At the begin-
ning, the two teams were interested in participating
in Bias and Propaganda annotations, however, later
on a decision made that each team participates in
one annotation task. In our case, we participated
in the Bias annotation which is the focus of this
paper.

The team was initially trained on how to use
the annotation sheet provided by the organizers,
however, using the sheet to read long articles was
cumbersome. As a result, an in-house annotation
tool specifically developed to facilitate the annota-
tion process where articles are presented based on
the language chosen by teams for annotation, with
Arabic being the focus in their case. Annotators
can review the Arabic version of the article and
annotate it using the specified task, selecting the
most appropriate label for each article. The focus
of training was on familiarize inexperienced team
members on the task and to reach a consensus on
annotation labels.

2.3 Annotation Guidelines
Initially adopted labels provided by the organizers
however, we added two more labels after the first
round of training. The labels used to annotate bias
in the news articles are:

• Unbiased

• Biased against Palestine

• Biased against Israel

• Biased against both Palestine and Israel

• Biased against others

• Unclear

• Not Applicable

2.4 Annotation Process
The annotation process started by asking annota-
tors to use the initial labels and examples found in
the shared task detailed page 1. Each annotator has
to annotate the first batch of IAA articles. They
were asked to write down comments and to discuss
any differences in annotations in a second meeting.
They used the in-house tool to view their annotation

1https://sites.google.com/view/fignews/
shared-task-details

agreement visually. They were also asked to raise
any questions regarding ambiguous articles. Once
the first round was done, the team discussed diffi-
culties they faced in annotating articles, especially
using the "Unclear" label. Another issue was raised
is that there are articles which cannot be labeled
as "Unclear" as it serves one side in the conflict
than the other. For example: the article “Golani Ba:
The fighters in the Hamas parliament building in
Gaza. May God protect them!” cannot be labeled
as "Bias against Palestine" nor "Unclear", however
it is biased in favor of Israel. Similarly, the article
"Erdogan: Hamas is not a terrorist organization.
Rather, they struggle to defend their people and
their land. They are a group of mujahideen and
a liberation organization." is not "Biased Against
Israel" nor "Unclear" but it is in favour of Palestine.
As a result of the first annotation round, two new
labels were added:

• "Biased in Favour of Palestine"

• "Biased in Favour of Israel"

Another session is made to annotate a group of
articles together. This clarifies several differences
found in the first round. For example, it has been
agreed on the exact meaning of "Not-applicable"
and "Unclear" labels.

2.5 Inter-Annotator Agreement (IAA)
Analysis

During the annotation process, annotators could
visually view the annotators agreement through the
dashboard of the annotation tool. We did not use
any measures to compute team agreement, but both
annotators and team leader were able to view the
agreement in any batch using the dashboard of the
annotation tool as shown in Figure 1.

Annotators are left with their choice of annota-
tions, but they can go back and update their annota-
tion label. Based on the initial annotation results,
there is a moderate disagreement between annota-
tions in the IAA batches. Despite using clear ex-
amples, annotators in many cases do not agree on
labeling articles. The most agreed articles between
annotators are those labeled "Unbiased" followed
by "Biased against Palestine" labels. The number
of annotations made by team members are shown in
the dashboard and can be viewed by all. This made
as a motivation to compete in annotating articles.

Annotating the "MAIN" subset is made by the
whole team. The annotation tool has been adjusted
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Figure 1: IAA agreement visual view: Annotators can view team annotations on a specific batch.

to show only un-annotated articles to team mem-
bers and automatically hide articles once they are
annotated.

The team managed to completed annotating the
first three batches. final annotations were exported
by the tool and copied to the google sheet prepared
specifically by the organizers for the task.

3 Results

The shared task included 23 participating teams.
only 17 teams qualified by finishing the required
batches. Results were published by the organizers
and made public2. Different measures were cal-
culated to assess the quantity, quality, and central-
ity (consistency). Our rank in the three measures
ranges from 4th to 8th position across all measures.
In the quantity track, we were placed at the 7th

position with 3900 points. We believe that teams
would have been ranked better in this measure if
effort per an annotator is considered as team size
ranges between 2 to 21 annotator. In the quality
track, we were ranked 4th using the macro F1 av-
erage measure and in the centrality track we were
ranked 4th using the kappa measure. Our average
rank is 6 cross all ranks. If applied to all teams, we
could have been ranked in the second position.

2https://docs.google.com/spreadsheets/d/1HZ_
fGaJkbZvEdFM8Gwghd2mn-6mE8u2cXYCcBwfp9ao/edit?
gid=1947761727#gid=1947761727

4 Discussion

Annotating bias in news articles is a complex and
meticulous task that requires careful execution. De-
spite the design of labels and provision of examples,
annotators encountered several challenges that led
to mistakes in labeling articles correctly.

Firstly, the annotation process itself is tedious,
demanding both patience and concentration. The
progress of annotators was notably faster during the
initial rounds compared to the subsequent rounds,
indicating the need for sustained effort and focus
over time.

Secondly, the reliance on translation introduced
additional difficulties. For example, the term
"Hamas," which refers to a leading Palestinian or-
ganization in the conflict, also means "enthusiasm"
in Arabic. This dual meaning led to misleading
annotations in some cases. For instance, in an arti-
cle translated from English titled "Cheering Hamas
because a released hostage smiled is a pretty low
bar for humanity | Haaretz Today,"
h. Q

	®ÖÏ @ �é 	JJ
ëQË@ �éÓA���K. @ I. �.��. �AÒm�'.
	¬A�JêË @ 	à@

. . . �éJ
 	K A�	�C Ë @ �Yg. 	� 	® 	j	JÓ øñ�J�Ó ñë Aî 	D«
the term "Hamas" was misinterpreted as "enthusi-
asm" in the Arabic version, resulting in annotation
discrepancies.

To address some of these challenges, we initially
added two more labels to better capture the nuances
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in the text. However, we were later instructed by
the organizers to remove these additional labels and
re-annotate the articles using the original labels
specified in the shared task. This re-annotation
process underscored the importance of adhering
to standardized guidelines to maintain consistency
and accuracy in the annotations

5 Conclusions

The University of Tripoli’s initiative to develop
guidelines for annotating bias in news articles about
the Palestinian-Israeli conflict has yielded signifi-
cant progress in understanding and detecting me-
dia bias. By participating in the FIGNEWS 2024
shared task, we successfully annotated over 3,000
articles and created an annotation tool that non-
experts can use to identify bias effectively. Our
findings underscore the complexities involved in
annotating bias, especially given the challenges
posed by multilingual datasets and translation nu-
ances. This effort highlights the necessity for clear,
detailed guidelines to ensure accuracy and consis-
tency in annotations. The collaborative aspect of
FIGNEWS 2024 has been instrumental in achiev-
ing reliable inter-annotator agreement, which is
crucial for the validity of the annotated data. This
project makes a valuable contribution to Natural
Language Processing by offering new resources
and insights into media bias detection. It lays
the groundwork for future research and innovation,
aimed at promoting balanced and fair news report-
ing. Moving forward, we plan to further refine and
expand our guidelines and tools, enhancing the ca-
pacity of researchers and practitioners to identify
and mitigate bias in media narratives.
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