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Abstract

We describe the findings of the fifth Nu-
anced Arabic Dialect Identification Shared Task
(NADI 2024). NADI’s objective is to help ad-
vance SoTA Arabic NLP by providing guid-
ance, datasets, modeling opportunities, and
standardized evaluation conditions that allow
researchers to collaboratively compete on pre-
specified tasks. NADI 2024 targeted both di-
alect identification cast as a multi-label task
(Subtask 1), identification of the Arabic level
of dialectness (Subtask 2), and dialect-to-MSA
machine translation (Subtask 3). A total of 51
unique teams registered for the shared task, of
whom 12 teams have participated (with 76 valid
submissions during the test phase). Among
these, three teams participated in Subtask 1,
three in Subtask 2, and eight in Subtask 3.
The winning teams achieved 50.57 F1 on Sub-
task 1, 0.1403 RMSE for Subtask 2, and 20.44
BLEU in Subtask 3, respectively. Results show
that Arabic dialect processing tasks such as
dialect identification and machine translation
remain challenging. We describe the methods
employed by the participating teams and briefly
offer an outlook for NADI.

1 Introduction

Arabic is a collection of languages, language vari-
eties, and dialects that can be classified into three
main categories. Classical Arabic (CA) is the lan-
guage of the Qur’an, old literature, and old scien-
tific writing. CA has played a significant role in
the spread of Islamic culture and continues to be
crucial for scholarship in language and religious
institutes. Modern Standard Arabic (MSA) is a
simplified and ‘modernized’ descendent of CA that
is employed in formal education and pan-Arab me-
dia as well as governmental circles in most Arab
countries. Dialectal Arabic (DA) refers to the vari-
ous forms of Arabic spoken in different parts of the
Arab world in informal settings, TV shows, and ev-
eryday life. These three main categories of Arabic

share lexica and grammatical structures to varying
degrees, with some dialects being at one end of the
continuum and CA at the other end.

The Nuanced Arabic Dialect Identification
(NADI) shared task series was launched in 2020 as
a venue for creating resources, affording modeling
opportunities, and building a research community
around the processing of dialectal Arabic. NADI
2024 is the fifth version of the shared task, hosted
by the Second Arabic Natural Language Processing
Conference (ArabicNLP 2024).

Dialect identification is the task of automati-
cally detecting the source variety of a given text
or speech segment. In previous versions of NADI,
dialect identification was cast as a single-label clas-
sification task. That is, the input text can be as-
signed only one dialectal category (usually at the
country level). Arabic dialects, however, can over-
lap significantly. This is especially the case for
dialects spoken in geographically proximate areas
where lexica, grammatical structures, as well as
sound patterns are usually shared to notable de-
grees. While speech language identification mod-
els, e.g., (Kulkarni and Aldarmaki, 2023; Sullivan
et al., 2023; Radhakrishnan et al., 2023), would
typically have access to acoustic features that can
help facilitate teasing apart these neighboring va-
rieties, this is not the case for text-based systems
as the input is intrinsically impoverished. Aligning
with this observation, recent work by Keleg et al.
(2023) analyzed the errors of a single-label dialect
classification system and found that about 66% of
these errors are not true errors. To accommodate
these research findings and open up a space for
further investigation of challenges faced by single-
label models, we design a subtask in NADI 2024
(Subtask 1) as a multi-label classification task in
which the given text can belong to more than a
single Arabic dialect. Since Arabic dialects also
overlap, sometimes significantly, with MSA, we
also introduce a new subtask for estimating the
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level of dialectness of text on a scale between zero
and one (Subtask 2). Due to the challenges posed
by dialects for machine translation (MT) systems,
NADI 2024 continues to offer opportunities for ad-
vancing the translation of Arabic dialects through
Subtask 3. We now review related literature.

2 Literature Review

2.1 Arabic Dialect Identification
Unlike CA and MSA, which have been studied
rather extensively (Badawi, 1973; Brustad, 2000;
Holes, 2004), DA received attention relatively re-
cently. Most early efforts focused on creating re-
gional or country-level dialect datasets (Diab et al.,
2010; Harrat et al., 2014; Jarrar et al., 2016; Khal-
ifa et al., 2016; Alsarsour et al., 2018; El-Haj,
2020) and region-level dialect identification mod-
els from text (Zaidan and Callison-Burch, 2011;
Elfardy et al., 2014; Meftouh et al., 2015; Bouamor
et al., 2018; Humayun et al., 2023). Several
works also introduced larger Twitter datasets cov-
ering dialects from 10-21 countries (Mubarak and
Darwish, 2014; Abdul-Mageed et al., 2018; Za-
ghouani and Charfi, 2018; Abdelali et al., 2021;
Issa et al., 2021; Baimukan et al., 2022; Althobaiti,
2022), with some works such as Abdul-Mageed
et al. (2020b) introducing models targeting coun-
try, province, and city levels. Several benchmarks,
e.g., ORCA (Elmadany et al., 2023b) and DOL-
PHIN (Nagoudi et al., 2023), involve several di-
alectal datasets.

The NADI shared task continues to build on
these previous efforts in offering datasets and af-
fording modeling opportunities for identifying Ara-
bic dialects (Abdul-Mageed et al., 2020a, 2021b,
2022, 2023). This year, we employ a multi-label
setting to take into account (i) suggestions by Keleg
and Magdy (2023) who highlight the limitations of
addressing dialect identification as a single-label
classification problem and propose defining it in
a multi-label setting and (ii) issues of overlap in
identical sentences across different dialects in the
MADAR-26 test set (Bouamor et al., 2018) identi-
fied by Olsen et al. (2023).

2.2 Dialectness Level of Arabic
DA does not exist in isolation from MSA. DI iden-
tification on the sentence level takes a binary view
in distinguishing between MSA and DA. Badawi
(1973) identified five different levels of spoken Ara-
bic in Egypt ranging from Heritage Classical Ara-
bic to Illiterate Colloquial Arabic. He identified

some phonological, morphological, lexical, and
syntactic features of each of these levels. The same
Arabic speaker employs different levels according
to different sociolinguistic factors.

In an early work by Zaidan and Callison-Burch
(2011), they asked crowdsourced annotators to
identify the dialect and the level of dialectness of
online comments to newspaper articles, forming
the AOC dataset. They have only provided four
short descriptive labels for the levels of dialectness
(No dialect, A bit of dialect, Mixed, Mostly Dialect)
and relied on the annotators’ perceptions of these
labels. Notably, their guidelines allow for assign-
ing a high level of dialectness to a sentence having
a highly dialectal word even if the remaining words
are perceived to be less dialectal or in MSA, which
is not the case for previous guidelines.

Recently, Keleg et al. (2023) recycled the dis-
crete level of dialectness labels from the AOC
dataset, transforming them into a continuous vari-
able, Arabic Level of Dialectiness (ALDi), taking
values between 0 and 1, to form the AOC-ALDi
dataset. We decided to use the same operational-
ization of ALDi, while providing more elaborate
guidelines to reduce the variability of the assigned
ALDi levels for the same sentences.

2.3 Arabic Machine Translation

Several studies have addressed dialectal Arabic ma-
chine translation (MT), covering multiple dialects
and translation directions (Abdul-Mageed et al.,
2023). With regards to translation between Ara-
bic variants, throughout the last year, numerous
initiatives have focused on this task. Notably, the
OSACT Dialect to MSA MT shared-task (Elneima
et al., 2024) focused on translating Arabic dialects
(Gulf, Egyptian, Levantine, Iraqi, and Maghrebi)
into MSA. The proposed approaches mostly in-
volved utilizing pretrained large language models
(LLMs) with experimental designs incorporating
zero-shot, few-shot, and fine-tuning setups, as well
as data augmentation. In line with benchmark-
ing LLMs, Alam et al. (2024) presented a bench-
mark with a focus on dialectal languages, includ-
ing translating 25 Arabic dialects to MSA. Other
researchers have focused on translation between
specific Arabic dialects and MSA, including Egyp-
tian (Faheem et al., 2024), Tunisian (Kchaou et al.,
2023), and Algerian (Babaali et al., 2024). De-
spite the growing interest in this MT task, it re-
ceived less attention compared to translation be-
tween Arabic and foreign languages, where sev-
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eral efforts involved evaluating and benchmarking
LLMs (Kadaoui et al., 2023; Nagoudi et al., 2023;
Banimelhem and Amayreh, 2023; Abdelali et al.,
2024; Enis and Hopkins, 2024; Alkhawaja, 2024).
To further advance research in MT across Arabic
variants and build on our previous efforts, we in-
clude DA to MSA MT task again this year.

2.4 The History of NADI Shared Task
NADI 2020, the first NADI shared task (Abdul-
Mageed et al., 2020a) involved two subtasks, one
targeting country level (21 countries) and another
focusing on province level (100 provinces), both
exploiting Twitter data. NADI 2020 was the first
shared task to exploit naturally occurring fine-
grained dialectal text at the sub-country level.
NADI 2021, the second version (Abdul-Mageed
et al., 2021b) targeted the same 21 Arab countries
and 100 corresponding provinces as NADI 2020,
also using Twitter data. However, it improved upon
the previous version by removing non-Arabic data
and distinguishing between MSA and DA. It intro-
duced four subtasks: MSA-country, DA-country,
MSA-province, and DA-province.

NADI 2022 (Abdul-Mageed et al., 2022) contin-
ued the focus on studying Arabic dialects at the
country level, but also included dialectal sentiment
analysis with an objective to explore variation in
socio-geographical regions that had not been ex-
tensively studied before. Finally, NADI 2023, the
fourth edition (Abdul-Mageed et al., 2023), pro-
posed new MT subtasks from four dialectal Arabic
varieties to MSA, in two themes: open-track and
closed-track, as well as a dialect identification sub-
task at the country level.

In this paper, we introduce the fifth edition of
NADI by remodeling the dialect identification task
into a multi-label classification task, introducing
the ALDi estimation subtask, and continuing our
MT subtask.

3 Task Description

NADI 2024 maintains the focus on processing di-
alectal Arabic. More concretely, we target both
dialect identification (DID) and dialectal machine
translation through three subtasks. Subtask 1 fo-
cuses on DID, cast as a multi-label classification
task, and Subtask 2 aims at capturing the Arabic
level of dialectness in texts (ALDi). As translation
of Arabic dialects remains particularly challeng-
ing, we devote Subtask 3 to dialect MT. We now
describe each subtask in detail.

3.1 Subtask 1 – Multi-Label Dialect ID
In this subtask, we propose multi-label dialect iden-
tification (MDID) at the country level. The objec-
tive is to evaluate the feasibility of using single-
label Arabic dialect identification datasets to train
a multi-label system that can predict all dialects in
which a given sentence is valid.

Tranining Data We provide partici-
pants with the training splits of following
datasets: MADAR-2018 (Bouamor et al.,
2019) NADI-2020-TWT, NADI-2021-TWT, and
NADI-2023-TWT (Abdul-Mageed et al., 2020a,
2021b, 2023).

Dev and Test Data We provide a new multi-label
development set: MDID-DEV, henceforth MDID-DEV
for brevity, as explained in §4. This dataset has 120
samples with manually assigned validity labels of
eight different Arab countries: Algeria, Egypt, Jor-
dan, Palestine, Sudan, Syria, Tunisia, and Yemen.
Examples of those sentences are provided in Table
1. We do not restrict systems to these eight dialects.
Hence we include two undisclosed dialects in our
test data and ask participants to develop their mod-
els such that they can predict all valid dialects out
of the 18 country-level ones from NADI 2023. The
undisclosed dialects are Iraq and Morocco. Accord-
ingly, the MDID-TEST set contains 1,000 samples
covering nine dialects.1

Restrictions Subtask 1 operates under a closed-
track policy where participants are allowed to only
use the datasets we provide for system training.

3.2 Subtask 2 – ALDi Estimation
Keleg et al. (2023) define the Level of Dialectness
as the extent by which a sentence diverges from the
Standard Language. We use their operationaliza-
tion to estimate the ALDi of sentences as a continu-
ous value in the range [0, 1]; where 0 means MSA
and 1 implies high divergence from MSA.

Training Data We provided the teams with AOC-
ALDi dataset’s training split (Keleg et al., 2023).

Dev and Test Data The dev and test sets col-
lected for Subtask 1 were extended with a second
layer of annotation for manual ALDi levels, form-
ing ALDi-DEV and ALDi-TEST sets. The annotation
process is outlined in §4.

1We also note that one of the Jordanian annotators did
not complete the labeling process on time, and so we did not
include the labels from Jordanian annotators in the test sets.
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Sentence GEO Valid in ALDi

ZA�ÖÏ @_ ð_ hAJ.�Ë@_ PA¿ 	X@# �Iª	J� AÓ Qå�� 	áÓ ½K. 	Xñ«@ �Iª¢�J�@ AÓ ¼Y«ðð ¼Yê« ú
Î« A 	K @ð ¼YJ.« A 	K @ð ú

	æ�J�®Ê 	g �I	K@ B@ éË @ B ú
G. P

�I	K@ ÑêÊË @ SA DZ, EG, JO, PS,
SD, SY, TN, YE

0.00

ÕËAªË @ �A¿ ú

	̄ Qå�Ó ©Ó I. ªÊË éºK
Q�K ñK. @ ¨ñk. QK. éJ. Ë A¢ÖÏ @ ú
Î« PðY	J 	ªË @# ÈA�̄ @ 	XAÓ YëA �� ÕËAªË @_ �A¿_ ú


	̄
_ éºK
Q�K# EG DZ, EG, JO, PS,

SD, SY, TN, YE
0.15

éËA�P ½J
Ë É�Q�K èAJ
mÌ'@ 	áÖÏ SD PS, SD, YE 0.58

é�J 	® �� AÓ @ 	Yë I. ªÊK
 	áK
ð AE DZ, PS, YE 0.64

ÐAÖÞ�� é 	J�
�K ø
 X@Q
	̄ 	á�
K. Y�ºÓ Èñ�®�K@ ÐñÒ 	ªÓ Yg@ñË@ @ñ�KA 	̄ ú
ÎK


�HAÖß
B@ XQK. ñm.Ì'@ é<Ë YÒmÌ'@ LY DZ 0.83

ú
«
Q�
�̄ éË ú


�æ ���
 ú
ÎË @
�HA 	JJ
ªË@ ø


	Yë é¢J
Ó 	P 	á�kAK
 ¼PA« É 	gX ���
@ YE YE 1.00

Table 1: Sample sentences from MDID-DEV with their geolocated country (GEO), valid dialect labels (Subtask 1),
and ALDi scores (Subtask 2). DZ: Algeria, EG: Egypt, JO: Jordan, LY: Libya, PS: Palestine, SA: Saudi Arabia,
SD: Sudan, SY: Syria, TN: Tunisia, AE: UAE, YE: Yemen.

Dialect Source (Dialect) Target (MSA)
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æ
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A 	K AªÓ Q�
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	æK
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Ë

Table 2: Random examples from MT-2024-DEV dataset spanning the four covered dialects.

Restrictions Subtask 2 operates under an open-
track policy, allowing participants to train their
systems on any additional datasets of their choice,
provided that they explain the sources of the data
and how it is used and that these additional training
datasets are public at the time of submission.

3.3 Subtask 3 – Machine Translation
Similar to NADI 2023, this subtask is focused on
machine translation from four Arabic dialects (i.e.,
Egyptian, Emirati, Jordanian, and Palestinian) to
MSA at the sentence level. Unlike NADI 2023
where we had a close-track version of the MT task,
we exclusively offer an open-track theme this year.

Training Data We do not provide direct train-
ing data. However, to facilitate Subtask 3,
we point participants to the MADAR parallel
dataset2 (Bouamor et al., 2019) for system training

2MADAR dataset can be acquired directly at MADAR Par-
allel Corpus. It comprises parallel sentences encompassing the
dialects of 25 cities from the Arab world, as well as English,
French, and MSA. Participants are permitted to use only the
Train split of the MADAR parallel data for this subtask and
must report on the Dev and Test sets we provide. The use of
MADAR Dev and Test sets is not allowed in this subtask.

and a monolingual dataset3 that participants can
manually translate and use for training.

Dev and Test Data For Subtask 3, we manually
curated and translated completely new develop-
ment and test data that were not used in NADI-
2023. The development split, MT-2024-Dev, com-
prises 400 sentences, with 100 sentences represent-
ing each of the four dialects, while test split, MT-
2024-Test, totals 2, 000 sentences, with 500 from
each dialect. Table 2 shows example sentences
from MT-2024-Dev for each of the four countries.
During the competition, we intentionally kept the
source domain of these datasets undisclosed.4

Restrictions Subtask 3 operates under an open-
track policy, allowing participants to train their
systems on any additional datasets of their choice,
provided these additional training datasets are pub-
lic at the time of submission. For example, par-

3The monolingual dataset is composed of the training splits
of NADI 2020, NADI 2021, and NADI 2023, comprising 20k,
20k, and 18K tweets, repectively.

4Since we typically maintain a live leaderboard for post-
competition evaluation, we not disclose the MT-2024 data
domain here either.
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ticipants were permitted to manually create new
parallel datasets. For transparency and the benefit
of the wider community, we required participants
to submit the datasets they created along with their
test set submissions.

3.4 Evaluation Metrics
The official evaluation metric for Subtask 1 is the
macro-averaged F1 score. More specifically, we
compute the F1 score independently for each coun-
try in the evaluation dataset (eight for the develop-
ment set and nine for the test set), then compute the
average of these individual-country F1 scores.5 Ad-
ditionally, we report system performance in terms
of Precision, Recall, and Accuracy for submis-
sions to Subtask 1. The metric for Subtask 2 is the
Root Mean Square Error (RMSE). For Subtask 3,
we use the BLEU score (Papineni et al., 2002) as
the official metric.6 We calculate the overall BLEU
score over all the samples (i.e., across all dialects)
to rank the submitted systems for Subtask 3. We
also present BLEU scores calculated separately for
each of the four dialects (i.e., Egyptian, Emirati,
Jordanian, and Palestinian).

3.5 Submission Rules
We allowed participant teams to submit up to five
runs for each test set, for each of the three subtasks.
For each team, only the submission with the high-
est score was retained. While the official results
were exclusively based on a blind test set, we re-
quested participants to include their results on Dev
splits in their papers. To facilitate the evaluation
of participant systems, we established a CodaLab
competition for scoring each subtask (i.e., a total
of three CodaLabs).7 Similar to previous NADI
editions, we are keeping the CodaLab for each sub-
task active even after the official competition has
concluded. This is to encourage researchers in-
terested in training models and assessing systems
using the shared task’s blind test sets. A nuance is
that since subtasks 1 and 2 are new to NADI with
limited training data available publicly, we share
the individual labels of the development/test sets
for these two subtasks.8

5Pariticiating teams submitted validity predictions for the
18 countries of the training sets. We plan to rerun the evalua-
tion upon collecting labels for more country-level dialects.

6We plan to consider other MT evaluation metrics in future
versions of the shared task.

7Our CodaLabs are available at the following links:
Subtask 1, Subtask 2, and Subtask 3.

8We will be glad to consider collaborations on extending
the datasets for all our subtasks to other country-level dialects.

4 Evaluation Data for Subtasks 1 and 2

4.1 Samples Curation
We employ the same methods as in Abdul-Mageed
et al. (2023) to collect geolocated tweets, then ran-
domly sample 80 data points for the following ten
countries from which we could recruit annotators:9

Algeria, Egypt, Iraq, Jordan, Morocco, Palestine,
Sudan, Syria, Tunisia, and Yemen, in addition to 80
data points from four other Arab countries Lebanon,
Libya, Saudi Arabia, UAE. These additional sam-
ples are expected to be labeled as invalid in the
dialects of the ten countries from which we re-
cruited the annotators. Including them ensures the
dataset’s samples cover a wider range of dialects.

We use an in-house MSA/DA classification
model (acc=89.1%, F1 score=88.6) introduced
in Abdul-Mageed et al. (2021a) to ensure that for
each country’s 80 geolocated samples, five are in
MSA, and 75 are in DA. The overall dataset size
for the shared task is 1,120 samples. Each anno-
tator labeled the whole dataset. We remove user
mentions, URLs, and emojis from the data, but re-
tain the hashtags, before labeling the samples. We
annotate our dataset on Upwork, incurring a total
cost of $1, 700.

4.2 Annotation Process
For Subtask 1, we follow Keleg and Magdy
(2023)’s proposal for building multi-label ADI
datasets, mainly by asking native speakers of differ-
ent Arabic dialects (on the country level) to check
if each sentence is valid in one of the dialects spo-
ken in their countries or not. For Subtask 2, we
decided to provide more elaborate definitions for
the different levels of dialectness than those in the
guidelines of Zaidan and Callison-Burch (2011).10

For each tweet, we ask two questions:
Q1) Is it possible that the tweet is authored by some-
one who speaks one of your country’s dialects?

Options: (a) Yes, (b) Not Sure/Maybe, or (c) No.
Q2) What is the Arabic Level of Dialectness (ALDi)
of the tweet? We define the following levels:

0. Sound MSA: Tweets written in fluent MSA.
1. Formal Colloquial or Colloquial-influenced

MSA: Tweets written in a language close to
MSA but using some colloquial expressions
(lexemes/ morphemes).

2. Natural/Ordinary Colloquial: Tweets writ-
ten in a colloquial language that is accepted

9As per §3.1, labels from Jordan are only in the Dev set.
10Refer to §A of the Appendix for further details.
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Country Subtask 1 Subtask 2

Fleiss κ N valid N ¬valid Krip. α

Algeria 0.56 333 (205) 787 (666) 0.66
Morocco 0.62 230 (152) 890 (784) 0.74
Tunisia 0.67 189 (129) 931 (879) 0.75
Egypt 0.69 353 (257) 767 (682) 0.82
Sudan 0.67 393 (283) 727 (619) 0.66
Palestine 0.59 375 (245) 745 (587) 0.68
Syria 0.54 475 (305) 645 (543) 0.79
Iraq 0.61 271 (171) 849 (738) 0.73
Yemen 0.52 454 (291) 666 (477) 0.50

Table 3: Interannotator agreement scores – Fleiss’
Kappa (κ) for Subtask 1 and Krippendorff’s Alpha-
interval method (α) for Subtask 2 – for the full dataset.
We also report the number of valid, not valid sentences
out of the 1,120 according to majority voting, while
showing the number of sentences with complete agree-
ment (between brackets). Note: The country-level Krip-
pendorff’s Alpha scores are computed for their respec-
tive country’s valid samples.

and understood by all members of society of
all ages and social/educational levels.

3. Informal (or Vulgar) Colloquial: Tweets
written in a colloquial language having ex-
pressions that are not accepted or understood
by all members of society. It does not have to
be vulgar or weak.

We believe an Arabic speaker identifying the
ALDi of a tweet needs to be familiar with the di-
alect in which the tweet is written. For this reason,
an annotator is allowed to identify ALDi only if
their answer to the first question (validity of tweet
in one of their country-level dialects) is either Yes
or Not Sure/Maybe.11

For each of the ten specified countries, we man-
aged to recruit three native speakers through Up-
work to label all the 1,120 tweets. Before invit-
ing the annotators to the main task, we ask them
to complete an onboarding task to get them ac-
quainted with our objectives and clarify any misun-
derstandings. Afterward, the main task annotation
process is split into five batches, 224 samples each,
where feedback is provided to the annotators after
each batch to ensure high quality. Annotators were
paid $8 after successfully completing each of the
six tasks in addition to a bonus value between $8
and $12 after completing the whole process. After
accounting for the platform fees, annotating the
dataset cost about $1,700.

Interannotator Agreement (IAA) Scores We
use Fleiss’ Kappa (κ) (Fleiss, 1971), and Kripen-

11See §4.2 for information about the annotation process.

dorff’s Alpha (α) (Krippendorff, 2004) for measur-
ing the IAA. The country-level scores in Table 3
indicate moderate to substantial agreement between
the annotators for both subtasks. Moreover, there is
not a noticeable variation among the scores across
the countries, except for the α score for the Yemen
annotators which is slightly lower than those of
the other countries. We noticed the the Yemeni
annotators had different perceptions of what counts
as Sound MSA (Level 0) and what counts as Natu-
ral/Ordinary Colloquial (Level 2).

4.3 Label Aggregation Techniques
Subtask 1 A sentence is considered valid in a
country-level dialect if among the three annota-
tors from the respective countries: a) one of them
answered Yes, and b) another answered Yes or
Maybe. On average, the same-country annotators
fully agreed on the validity of more than 66% of
the valid samples, and the invalidity of more than
85% of the invalid samples, as per Table 3.

Subtask 2 For each sentence, the ordinal ALDi
levels assigned by the annotators from the differ-
ent countries are aggregated into a single numeric
value ∈ [0, 1]. Discrete ALDi levels (0, 1, 2, 3)
are transformed into the following numeric values
(0, 13 ,

2
3 , 1). The mean of these numeric values is

used as the overall ALDi score for the sentence.
As mentioned in §4.2, annotators only assigned

ALDi levels to sentences they rated as valid in their
country-level dialect. Consequently, the number of
ALDi annotations per sentence can range from 0
to 3*N where N is the number of countries from
which annotators are recruited. If a sentence is
deemed invalid according to the majority vote label
( Subtask 1) for a country-level dialect, we discard
the resective ALDi annotations (if any) assigned
by the annotators’ of this country.

4.4 Formation of Development/Test Sets
We used 120 samples from the first batch as the de-
velopment sets (MDID-DEV, ALDi-DEV) shared with
the participating teams. The first batch’s remain-
ing samples and the samples of the 4 succeeding
batches form the test sets (MDID-TEST, ALDi-TEST).
For ALDi-DEV and ALDi-TEST, samples that are not
valid in the considered dialects of the correspond-
ing set have no assigned ALDi scores, and thus are
not released as part of the dataset.

Analysis of the Development Sets Figure 1
shows that 13 samples are labeled as invalid in
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Figure 1: Distribution of the number of valid (country
level) dialects out of 8 countries.
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Figure 2: ALDi-DEV’s scores.

all of the 8 considered countries in MDID-DEV, and
23 samples are valid in only one dialect. We also re-
port that 84 samples are valid in 2 or more country-
level dialects (i.e., 70% of the samples). This per-
centage is only expected to increase when valid-
ity annotations from other country-level Arabic
dialects are collected.

The aggregated ALDi scores have a multimodal
distribution as per Figure 2. The first mode is re-
lated to the automatically identified MSA samples
in the development set (8 in total). All of these
samples are assigned ALDi scores <0.2, and are
judged as valid in all the considered country-level
dialects. Conversely, the ALDi scores for the au-
tomatically identified DA samples are distributed
around a score of 0.66 (the numeric value corre-
sponding to Level 2 (Natural/Ordinary Colloquial).

5 Shared Task Teams & Results

5.1 Participating Teams
We received a total of 51 unique team registrations.
At the testing phase, a total of 76 valid entries were
submitted by 12 unique teams. The breakdown
across the subtasks is as follows: ten submissions
for Subtask 1 from three teams, seven submissions
for Subtask 2 from three teams, and 16 submissions
for Subtask 3 from eight teams. Table 4 lists the 12
teams. We received eight description papers, all of
which were accepted for publication.

5.2 Baselines
We developed baseline (BL) models for each sub-
task for comparison against the teams’ systems, as
described below. These models were not shared

Team Affiliation Tasks

AlexUNLP-STM (Sakr et al., 2024) Alexandria University, Egypt 2
Alson (AlMusallam and Ahma, 2024) -, KSA 3
Arabic Train (Demidova et al., 2024) MBZUAI, UAE 3
ASOS (Nacar et al., 2024) Prince Sultan University, KSA 2, 3
CUFE (Ibrahim, 2024) Cairo University, Egypt 2, 3
dzNLP (Lichouri et al., 2024) USTHB, Algeria 1
Elyadata (Karoui et al., 2024) Elyadata, Tunisia 1
MBZUAI BADG MBZUAI, UAE 3
MBZUAI BLEU MBZUAI, UAE 3
NLP_DI (Kanjirangat et al., 2024) Dalle Molle Ins. of A.I., 1

Switzerland
Shaheen MBZUAI, UAE 3
VBNN MBZUAI, UAE 3

Table 4: List of teams that participated in NADI-2024
shared task. Teams with accepted papers are cited.

Rank System Macro-average

Accuracy (↑) Precision (↑) Recall (↑) F1 score (↑)

1 Elyadata 67.50±3.7 46.48±10.1 57.09±5.1 50.57±7.1
BL I Top 90% 73.40±6.1 60.67±14.5 39.22±14.6 45.09±11.3

2 NLP_DI 71.88±5.6 53.64±10.2 37.42±11.0 43.27±9.4
BL II Random 50.14±1.6 30.43±8.8 50.15±2.1 37.15±7.2
BL III Top 1 73.42±7.6 76.82±10.6 17.77±10.8 27.30±12.6

3 dzNlp 71.38±7.2 63.22±10.7 12.87±3.8 20.98±5.2

Table 5: Systems’ performance on the test set of Sub-
task 1. See Appendix §C for a more detailed analysis.

with participating teams during the competition.

Subtask 1 Baselines We use the softmax of a
fine-tuned single-label DI system’s logits to de-
velop two baselines.12 The first predicts the most
probable labels such that their cumulative probabil-
ity is > 90%. The second assumes the sentence is
only valid in the most probable prediction. Lastly,
we implement a Random baseline that generates
random binary predictions for the validity of the
sentences in the considered dialects.

Subtask 2 Baselines We first use the Sentence
ALDi model developed by Keleg et al. (2023) as
our supervised baseline. The second baseline is
based on the distribution of the ALDi scores for the
development set (Figure 2), where we implement
a model that generates a constant score of 0.67 for
all the sentences. In the third baseline, we use a
Random ALDi generator (∈ [0, 1]).

Subtask 3 Baselines We extract parallel
dialectal-to-MSA data of four dialects from
MADAR-18 for training MT baselines for
Subtask 3. We then fine-tune three baselines on the
extracted data. These are AraT5v2 (Elmadany et al.,
2023a; Nagoudi et al., 2022), mT5 (Xue et al.,
2021), and AraBART (Kamal Eddine et al., 2022).

12The fine-tuned baseline model can be accessed through
huggingface.co/AMR-KELEG/NADI2024-baseline.
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Rank System RMSE (↓)

1 ASOS 0.1403
2 AlexUNLP-STM 0.1406
3 CUFE 0.2001

BL I Sentence ALDi 0.2178
BL II Constant (0.67) 0.2361
BL III Random 0.3521

Table 6: Systems performance on Subtask 2 test set.

Rank System BLEU(↑)

Overall Egy. Emi. Jor. Pal.

1 Arabic Train 20.44 16.57 23.38 21.37 20.62
2 Alson 17.46 16.76 12.53 20.94 18.43
3 ASOS 17.13 14.82 19.39 15.80 18.38
4 CUFE 16.09 14.86 17.35 15.98 16.20
5 MBZUAI BLEU 10.54 8.53 7.61 15.72 11.08
6 VBNN 9.24 8.62 6.30 11.79 10.54

BL I AraT5v2 6.87 9.38 4.61 4.90 8.13
7 MBZUAI BADG 2.78 3.03 1.74 3.91 2.48

BL II mT5 2.81 3.08 2.23 3.11 2.95
BL III AraBART 0.87 0.77 0.81 1.11 0.88

8 Shaheen 0.00 0.00 0.00 0.00 0.00

Table 7: Performance of the systems on the test set of
Subtask 3. Results are sorted by overall BLEU score.

5.3 Shared Task Results
Subtask 1 Elyadata came first with a macro-
averaged F1 score of 50.57%, being the only team
to beat the Top 90% baseline model as per Table 5.

Subtask 2 ASOS, the top-performing team,
achieved the lowest RMSE of 0.1403, while
AlexUNLP-STM achieved a similar RMSE of
0.1406 coming second in the ranking. As shown in
Table 6, all the teams managed to improve over
our baselines, including systems trained on the
AOC-ALDi dataset which has a different nature
(comments on news not tweets) and was annotated
based on less nuanced guidelines than ours.

Subtask 3 Table 7 shows the leaderboard of Sub-
task 3. ArabicTrain won first place, achieving a
BLEU score of 20.44. We observe that six teams
outperform our best baseline on this subtask.

5.4 General Description of Submitted Systems
A summary of approaches employed by the various
teams is provided in Table 8. We briefly describe
the top systems for each subtask here.

Subtask 1 The winning team, Elyadata, ex-
tracted dialectal vocabularies from the training data,
and used them to augment the labels of the single-
label training dataset. They then used a max pool-
ing layer to merge the predictions of a MARBERT-
based ensemble model forming an array of logit

predictions. Lastly, they optimized a threshold us-
ing the development set to convert the logits into
multi-label predictions.

Subtask 2 ASOS fine-tuned a regression head
of multiple layers on top of MARBERT’s [CLS]
embedding. AlexUNLP-STM used the median of
an ensemble of regression heads with sigmoid ac-
tivation on top of AraBERT, trained to minimize
contrastive and RMSE losses. Noticeably, their
model’s performance dropped when non-Arabic
letters were discarded. We observed that code-
switching affected the annotators’ ALDi judgments
differently, which is in-line with the team’s justifi-
cation for the performance drop.

Subtask 3 The winning team, Arabic Train, uti-
lized samples from MADAR (Bouamor et al., 2019)
training set as the one-shot example to prompt
LLM Jais (Sengupta et al., 2023) for translating
Arabic dialects to MSA. Team Alson exploited
ChatGPT to generate parallel data for translating
Jordanian and Palestinian dialects to MSA and
then fine-tuned AraT5 with generated samples and
MADAR dataset.

6 Discussion

Precision of Geolocated Labels Although geolo-
cation can alleviate the need for manually annotat-
ing the samples (Abdul-Mageed et al., 2021b), it
can be error-prone (Abdul-Mageed et al., 2020a;
Abdelali et al., 2021). For the 1,050 DA samples of
the development and test set, we can estimate the
precision of the geolocated labels by comparing
them to the manual validity labels as demonstrated
in Figure 3. Based on this method, we find that the
precision of the geolocated labels could be as high
as 94.6% (71 out of 75 samples) for Egypt, and as
low as 49.3% (37/75) for Tunisia.

Impact of Named Entities ADI models, trained
on single-label data, can make spurious connec-
tions between named entities (e.g.: specific lo-
cations) and country-level labels (Abdul-Mageed
et al., 2020b). In NADI-2021-TWT for example, 52
samples out of the 66 mentioning  Anb� (Lebanon)
are geolocated to and labeled as Lebanon. Such
spurious connections might be the reason why
the following n-grams ��r�,  Anb�, H�w�, �m§ are
among the most discriminative for the dialects of
Iraq, Lebanon, Tunisia, and Yemen, respectively
(AAlAbdulsalam, 2022). Manual annotation can
alleviate this limitation.
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Ta
sk Team Metric Features Techniques

N-gram TFIDF C-ML NNs PLM LLM Ensemble Adapter Post-Poc. Cont. L. D-Aug.
1

Elyadata 50.57
NLP_DI 43.27
dzNLP 20.98

2 ASOS 0.1403
AlexUNLP-STM 0.1406

3

Arabic Train 20.44
Alson 17.46
ASOS 17.13
CUFE 16.09

Table 8: Summary of approaches used by participating teams NADI 2024 shared task. Teams are sorted by their
performance on the official metric of each subtask. C-ML (Classifcal ML) indicates any non-neural machine learning
methods such as naive Bayes and support vector machines. The term NNs refers to any model based on neural
networks (e.g. RNN, CNN, and Transformer) trained from scratch. PLM refers to neural networks pretrained with
unlabeled data such as MARBERT and has less than 1B parameters. LLM refers to neural networks containing
more than 1B parameters. Approaches also included contrastive loss (Cont. L.) and data augmentation (D-Aug.)

Figure 3: The number of DA samples valid in the anno-
tators’ country-level dialects (rows) across the 14 coun-
tries to which the samples are geolocated (columns).
Each row represents the distribution of the geolocated
labels for the sentences valid in the row’s country-level
dialect. Orange columns indicate the countries not rep-
resented by the annotators. The max cell value is 75.

6.1 Lessons Learned

We share our reflections on the creation of evalua-
tion datasets for Subtasks 1 and 2 as per §4.

Subtask 1 Complexity Previous research asking
Arabic speakers to check the validity of sentences
in their native dialects (See Table A1) reported
moderate to high agreement between the annotators
(only two per country) for most of the considered
regional-level and country-level dialects. Unlike
previous works, we recruited three annotators per
country and asked them to judge all samples, rather
than those geolocated to their own respective coun-
tries. Therefore, our annotation task is possibly
harder than previous ones, which is reflected in the

IAA scores in Table 3.

Subtask 1 Labels From a task design perspec-
tive, we observe that the frequency of usage of
the Maybe (Not sure) label varies across annota-
tors. For this reason, including this particular label
(rather than using a binary Valid/Not Valid setup),
needs to be further investigated to understand its
implications on the aggregated validity labels.

Annotation Quality Monitoring Two authors
who are speakers of Egyptian Arabic were respon-
sible for monitoring the quality of the annotations,
providing feedback, and marking the samples with
high disagreement for reannotation. We believe
that having dialect leads who are native speakers of
the different Arabic dialects would allow for better
monitoring of the annotation process. We hope that
our shared task will inspire future collaborative re-
search to extend the labels of our evaluation dataset
to include more country-level dialects.

7 Conclusion

This year, we organized NADI 2024, the fifth edi-
tion of the shared task, having three subtasks: multi-
label dialect identification (MDID), Arabic level
of dialectness (ALDi) estimation, and DA-to-MSA
machine translation. We had 51 registered teams,
out of which 12 submitted their systems’ predic-
tions with eight accepted system description papers.
The results indicate that there is still room for im-
provement across the various tasks. In the future,
we intend to cover more Arabic dialects in NADI
and propose novel ways of modeling that involve
the use of large language models.
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Limitations

Our work has a number of limitations, as follows:

• This edition of NADI focused on only 10
country-level dialects for Subtasks 1 and 2.
This is due to challenges with recruiting an-
notators as well as the lack of high-quality
datasets for countries such as Comoros, Dji-
bouti, Mauritania, and Somalia.

• NADI continues to use short texts for the Ara-
bic dialects. That is, due to the shortage of
dialectal data from other sources, we depend
on posts from Twitter. Although these data
have thus far empowered the development of
effective dialect identification models, it is de-
sirable to afford data from other domains that
have longer texts. This will allow the develop-
ment of more widely applicable models.

• The label aggregation techniques (See §4.3)
used for the evaluation sets of Subtask 1, 2
attempts to reduce the impact of the few in-
evitable inaccurate annotations. However,
they could also inhibit interannotator disagree-
ment that is caused by having different per-
ceptions (i.e., what sentences are valid in their
country-level dialects, or what the level of di-
alectness of sentences are) (Ovesdotter Alm,
2011; Mostafazadeh Davani et al., 2022).

• Our machine translation subtask focuses only
on four dialects without offering a training
dataset. Modern MT systems need much
larger data to perform well. Again, in spite
of our best efforts, parallel datasets involving
dialects remain limited.

• Due to limited resources, we were able to pro-
vide only a single reference annotation for
Subtask 3 test samples. We acknowledge that
machine translation requires multiple evalu-
ation references to ensure a more reliable as-
sessment.

• We acknowledge that the BLEU score for eval-
uating machine translation output has its lim-
itations (Popović, 2017; Kocmi et al., 2021;
Rei et al., 2022). We expect that using more
diverse metrics, such as ChrF (Popović, 2017)
and COMET (Rei et al., 2022), can enhance
the reliability of evaluation results.

Ethical Considerations
The NADI-2024 Subtask 1, 2 datasets are sourced
from the public domain (i.e., X former Twitter),
with user personal information and identity care-
fully concealed. Similarly, the NADI-2024 Sub-
task 3 dataset is manually created. Again, we take
meticulous measures to remove user identities and
personal information from our datasets. As a result,
we have minimal concerns about the retrieval of
personal information from our data. However, it is
crucial to acknowledge that the datasets we collect
to construct NADI-2024 Subtask 1, 2 may contain
potentially harmful content. Additionally, during
model evaluation, there is a possibility of expo-
sure to biases that could unintentionally generate
problematic content.

Finally, we note that the annotation process
we followed for creating the evaluation dataset
of the first two subtasks was approved by the re-
search ethics committee of the University of Edin-
burgh, School of Informatics with reference num-
ber 839548.
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Appendices
A Design of the Annotation Guidelines

In this year’s edition of NADI, we introduced two
new subtasks, MDID, and ALDi Estimation. As
explained in §4, we annotated 1,120 tweets for both
subtasks to build the development and test splits.

Subtask 1 There has been multiple attempts ask-
ing annotators to check if sentences are written
in their Arabic dialect. This was done mainly to
validate dialect labels that are automatically as-
signed using geolocating methods/distinctive di-
alectal cues (Alsarsour et al., 2018; Abdelali et al.,
2021; Althobaiti, 2022) or to perform error anal-
ysis for the predictions of DI systems (Keleg and
Magdy, 2023). Arabic speakers have different per-
ceptions of their country-level dialects that depend
on their backgrounds and exposure to different
speaking communities. Such differences could im-
pact their understanding of the validity of sentences
in their country-level dialects. Moreover, previous
wordings used to check the validity of these sen-
tences shown in Table A1 were used to validate the
labels for sentences that are more probable to be
in the annotator’s native dialect (i.e., not in another
dialect nor in MSA).

Conversely, we asked the annotators to label
1120, uniformly representing 14 country-level di-
alects. Moreover, we are interested in checking
the validity of the sentences in any of the dialects
spoken in the annotator’s country of origin, and not
just in their native Arabic dialect. Consequently,
we used the wording mentioned in §4.2, in addition
to providing some examples as shown in Figure A1.

Wording

(Alsarsour et al., 2018)
Asked annotators to label each tweet as either in:
(their native dialect, MSA, or other).

(Abdelali et al., 2021)
Is this tweet consistent with the dialect spoken in your country?
(Yes, No).

(Althobaiti, 2022)
Is this sentence written in Dialect dialect? (Yes, No);
Dialect is the demonymic form of the annotator’s country.

(Keleg and Magdy, 2023)
Is this sentence valid in your dialect? (Yes, Not Sure, No).

Table A1: Previous wordings for checking the validity
of sentences in an Arabic dialect.

Subtask 2 We follow Zaidan and Callison-Burch
(2011)’s setup in which they asked the annotators

التوسیمعملیةبَدْءقبلبعنایةأدناهالتفصیليالشرحقراءةیُرجى

الأصلیةبلھجتكممتحدثقبلمنالتغریداتكتابةإمكانیة)١س
التغریدات.منمجموعةلكمستظھر●
العربیةبلھجتكممتحدثبواسطةتغریدةكلكتابةالممكنمنكانإذامماالتحققمنكمیُطلب●

الأصلیة.
.متأكدغیراختیاریتملھجتكم،فيالتغریدةصحةمنالتأكدعدمحالةفي●

لھجتكم.منكجزءلدولتكمالمنتمیةوالمناطقالمدنلھجاتاعتباربرجاءملحوظة:

الاختیارات:
أومدینتكملھجة،بلھجتكمالمتكلمینمنخلیطھماأوالفصحىأوبالعامیةمكتوبة(الجملةنعم●

دولتكم)
متأكدغیر●
ھكذا)ویكتبأخرىبلھجاتیتأثرلمدولتيمنشخصأيیوجد(لالا●

مختلفة:عربیةدوللھجاتفيمقبولةالغیرالجمللبعضتوضیحیةأمثلة
(فقطلااختیارتفسیرالتغریدةالدولة

للتوضیح)
غیركلمةھى"كلششش"كلشششبحبووماعااشمالالليناایسعالیمینننالليسوریا

سوریافيمستخدمة

جمالبسیالبیھالجنوبیاتوبعدھاالحجازیاتعلىیاعینيبشھدواناالسعودیة
قشطھالغامدیھولامطرحكلاقعدقومللقمربیقولوحروبصحباتي

#بنات_السعودیھ_الاكثر_جمالاصافيعسلعلى

مطرحك"لاقعد"بیقولو،
مستخدمةغیركلماتھى
السعودیةفي

ھوتعملوھا""كیییف!؟!تعملوھاكیییفبجدبسرعةبتنسىالليالناسبجدمصر
فيمستخدمغیرمصطلح
مصر

وحشتونيفكرة"علىاوياويوحشتونيفكرةعلى؟جماعةیایشرححداخرجلبنان
مصطلحھواوي"اوي
لبنانفيمستخدمغیر

حالة"ملاھكا،"علاهواللهحالةملاھكاعلاهحالھاتسخفبلادخیرمقتليیالطیفالجزائر
غیرمصطلحاتھى

الجزائرفيمستخدمة

Figure A1: The guidelines used for annotating the va-
lidity of the sentences (Subtask 1 - MDID).

to assign a discrete ALDi level to each sentence
as shown in Figure A2. In their setup, we noticed
that Level 3 (Mostly Dialectal (Ty�A� Ahm\`�)) could
not fully separate between sentences having a word
perceived as highly dialectal, and sentences having
a majority of dialectal words that are not perceived
as highly dialectal on the word level. Therefore,
we provide descriptive labels to the 4 levels, and
short descriptions for the sentences of each label
(See 4.2 for the English translation of these la-
bels/descriptions). Moreover, we use two examples
to further explain the concept of ALDi on the word
and sentence level, as per Figure A3. This would
allow for better separation between the different
ALDi levels, and higher IAA scores.

B Evaluation Data Annotation Process

As summarized in §4.2, we asked the annotators to
complete a short onboarding task before joining the
5 main annotation tasks. In this section, we provide
further details about the annotation process.

Onboarding Tasks QADI’s test set (Abdelali
et al., 2021) has 3,303 tweets geolocated to 18
different Arab countries (including the 14 countries
represented in the samples of our dataset). The
geolocated label for each tweet was then validated
by a native speaker from that country, who checked
if the “tweet is consistent with the dialect spoken
in their country". Additionally, the test set has 200
tweets automatically classified as written in MSA.
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Figure A2: A screenshot of the annotation interface of the AOC dataset (Zaidan and Callison-Burch, 2011).

العامیة/الدارجةمستوىتحدید)٢س
اللھجةمستوىتقییمیرجىالأصلیة،بلھجتكممتحدثیكتبھاأنالممكنمنكانالتيللتغریداتبالنسبة-

تغریدة.كلفي(العامیة)

المختلفةالمستویاتخصائصمنلبعضتوضیح
فصیحة.عربیةبلغةمكتوبةتغریداتسلیمة:فصحى●
الفصحىمنتقترببلغةمكتوبةتغریداتبالعامیة:متأثرةفصحىأوفصیحةرسمیة/شبھعامیة●

وتصاریف).(مفرداتالعامیةالتعبیراتبعضتستخدمولكن
المجتمعأفرادكافةمنومفھومةمقبولةعامیةبلغةمكتوبةتغریداتعادیة):(عامیةطبیعیةعامیة●

والتعلیمیة.الاجتماعیةومستویاتھمأعمارھمبمختلف
غیرأومقبولةغیرتعبیراتفیھاعامیةبلغةمكتوبةتغریداتسوقیة):(أورسمیةغیرعامیة●

ركیكة.أومبتذلةتكونأنیشترطلاالمجتمع.أفرادكافةمنمفھومة

لسفارةرسميحسابمعللتحدثالفصحىاستخدمقدسابقًا)،(تویترXمنصةعليالعربیةباللغةكمتحدث
الرأىلإبداء(عادیة)طبیعیةعامیةمستوىلصدیق،التعازيلتقدیمفصیحةشبھعامیةمستوىعربیة،دولة
مقرب.صدیقمعللمزاحرسمیةغیرعامیةومستويمجتمعیة،قضیةفي

الواحدةالكلمةمستوىعلىفقطتوضیحيمثال :
والسرور.بالسعادةالشعورعنللتعبیرتستخدمالآتیةالأفعال

(a) The guidelines for the ALDi Estimation subtask.

الجملةمستوىعلىتوضیحيمثال :
فیھتستخدمالذيالاجتماعيوالسیاقالبعضببعضھاالكلماتعلاقةعلىالجملةفيالعامیةمستوىیعتمد
الجملة.ھذه

(b) An example of different-ALDi variants of a sentence.

Figure A3: Screenshots of the guidelines that were provided to the annotators to determine the ordinal ALDi level
(Subtask 2) for the 1120 sentences of the development and test sets.
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In order to get the annotators acquainted with
our annotation guidelines shown in Figure A1, and
Figure A3, we asked them to label 35 tweets from
QADI as an initial onboarding task. Each country’s
onboarding task had 10 tweets labeled as consistent
with the dialect(s) spoken in the country according
to QADI’s annotations and 5 MSA samples.14 We
included MSA samples to ensure that the onboard-
ing tasks contain tweets of potentially different
levels of dialectness. Additionally, we had 2 DA
samples from 10 other country-level dialects, that
would act as negatives for the first subtask (i.e.,
some of these samples are expected not to be valid
in the considered country of the onboarding task).
For each country’s onboarding task, the compos-
ing samples were randomly shuffled. The annota-
tors were not given information about the samples’
geolocated labels or their distribution across the
different countries/labels.

Quality Assurance and Feedback For each
country’s onboarding task, and thanks to the la-
bels from QADI, we could perform two automatic
checks for assessing the quality of the annotations:

• Check (1) The 10 samples geolocated to an
annotator’s country are expected to (a) be la-
beled as valid, and (b) with an ALDi level > 0.

• Check (2) The 5 MSA samples are expected
to be marked as valid by all the annotators,
with Level (0) Sound MSA as their ALDi.

On inspecting the annotators’ performance on
the onboarding task, we found that these automated
checks are generally satisfied by the annotators, as
per Table B2. The checks also helped us identify
any misinterpretation of the guidelines, and pro-
vide feedback to our annotators before labeling the
samples of the main task. For instance, one of the
Algerian annotators Algeria (C) interpreted ques-
tion (1) as identifying if the tweet matches how an
Algerian typically writes, and consequently marked
all the MSA samples as not valid in Algerian Ara-
bic. For these sentences, he provided an alternative
translation that sounds more natural to him (e.g.,
for the sample zt`� ¤ r�tf� . . ¨t�� �� Yl��¤
�\f�§ ¨�C dy�� �y�, he provided the following
alternative �y� �r`ts� ¤ �¤z� .. ry�� �� ¨t��
�\f�§ ¨�C). Another Syrian annotator Syria (C)

14We noticed that some non-MSA samples of QADI were
flagged as being in MSA by our in-house MSA/DA classifier,
so we relied on the predictions of our model for considering a
sample as MSA.

chose Maybe/ Not Sure for 4 out of the 5 MSA sam-
ples, as she understood the first question as if the
sentence could have only been written by a speaker
of Syrian Arabic. Her explanation for her choice
is: For the MSA sentences, it is hard to accurately
identify the speaker’s dialect, so I chose unsure.

Moreover, we noticed that for the onboarding
task of Algeria, 3 samples geolocated to Algeria
(Table B3), are labeled as not valid in Algerian
Arabic by all the three Algerian annotators. Given
that (a) the members of our team responsible for
the annotation process are native speakers of Egyp-
tian Arabic only, and (b) the labels for the main
task are not validated (i.e., assigned based on ge-
olocation only), we could not judge whether these
are errors in the labels provided by our annotators
or if QADI’s validated labels for these samples
were incorrect. Therefore, we decided not to use
these checks as automatic measures for accepting
or rejecting the labels provided by the annotators
for the main task batches, and resorted to manu-
ally inspecting the annotations by the end of each
annotation batch, as elaborated next.

Main Task Batches Following the onboarding
task, we invited the annotators to label the task’s
data, split into 5 batches, of 224 samples each. We
ran the annotation batches over 5 weeks (1 batch
per week), to ensure a higher annotation quality.

By the end of each batch, and as done for the
onboarding task, we used the 2 aforementioned
checks to inspect the quality of the annotations.
Moreover, we compared the labels provided by the
annotators of each country against each other. We
also kept track of the quality using automatic IAA
metrics namely Fleiss’ Kappa (κ) for Subtask 1,
and Kripendorff’s alpha (α) for Subtask 2. For
the first batch, we flagged all the instances of dis-
agreement, asked the annotators to relabel them
and write comments in case these flagged instances
were deemed as not valid. This allowed us to have
a better assessment of the reasons for disagreement,
and provide the annotators with tailored feedback
accordingly.

For the following three batches, we tried to cate-
gorize clear patterns of disagreement between the
annotators (e.g., an annotator systematically dis-
agreeing with the other annotators) and discussed
them individually with the annotators to rectify
them in future batches. We have only asked them
to relabel the samples of high disagreement in case
we could not determine a pattern for the disagree-
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Samples from Algeria’s Onboarding Task deemed invalid by the three Algerian annotators
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Table B3: Three samples categorically annotated as invalid by the three Algerian annotators, yet are geolocated to
Algeria according to QADI’s test set.

Country Fleiss’ Kappa (κ)
Batch 1 Batch 2 Batch 3 Batch 4 Batch 5

Algeria 0.49 (59) 0.49 (80) 0.54 (65) 0.51 (67) 0.48 (59)
0.58 (59) - - 0.61 (70) 0.59 (59)

Morocco 0.62 (34) 0.42 (28) 0.27 (49) 0.36 (41) 0.48 (43)
- 0.81 (53) 0.5 (50) 0.53 (46) 0.62 (47)

Tunisia 0.43 (28) 0.67 (47) 0.64 (33) 0.53 (31) 0.46 (32)
0.56 (41) - 0.71 (40) 0.7 (31) 0.71 (30)

Egypt 0.58 (62) 0.63 (69) 0.56 (68) 0.64 (81) 0.69 (74)
0.7 (61) - - 0.74 (81) 0.79 (74)

Sudan 0.57 (68) 0.53 (76) 0.58 (84) 0.56 (81) 0.67 (77)
0.72 (74) - - 0.74 (81) 0.79 (78)

Palestine 0.4 (114) 0.41 (59) 0.52 (72) 0.51 (61) 0.54 (71)
0.58 (111) - - 0.69 (67) 0.74 (66)

Syria 0.39 (83) 0.49 (92) 0.49 (87) 0.59 (109) 0.53 (90)
0.56 (89) - - - 0.57 (98)

Iraq 0.59 (58) 0.52 (44) 0.59 (50) 0.61 (51) 0.59 (53)
- - - 0.69 (62) 0.64 (57)

Yemen 0.46 (101) 0.57 (99) 0.52 (81) 0.45 (76) 0.45 (94)
0.55 (104) - - - 0.5 (94)

(a) Subtask 1 - Validity Labels.

Krippendorff’s Alpha (α)
Batch 1 Batch 2 Batch 3 Batch 4 Batch 5

0.745 (59) 0.615 (80) 0.708 (65) 0.513 (67) 0.715 (59)
0.663 (59) - - 0.536 (70) 0.666 (59)

0.823 (34) 0.691 (28) 0.767 (49) 0.768 (41) 0.687 (43)
- 0.76 (53) 0.742 (50) 0.811 (46) 0.742 (47)

0.798 (28) 0.738 (47) 0.8 (33) 0.71 (31) 0.664 (32)
0.787 (41) - 0.808 (40) 0.722 (31) 0.698 (30)

0.845 (62) 0.828 (69) 0.791 (68) 0.791 (81) 0.862 (74)
0.796 (61) - - 0.788 (81) 0.82 (74)

0.765 (68) 0.537 (76) 0.657 (84) 0.696 (81) 0.624 (77)
0.746 (74) - - 0.727 (81) 0.643 (78)

0.731 (114) 0.752 (59) 0.673 (72) 0.633 (61) 0.559 (71)
0.645 (111) - - 0.739 (67) 0.573 (66)

0.845 (83) 0.709 (92) 0.866 (87) 0.751 (109) 0.774 (90)
0.829 (89) - - - 0.796 (98)

0.677 (58) 0.684 (44) 0.724 (50) 0.733 (51) 0.795 (53)
- - - 0.776 (62) 0.816 (57)

0.561 (101) 0.495 (99) 0.457 (81) 0.568 (76) 0.397 (94)
0.498 (104) - - - 0.433 (94)

(b) Subtask 2 - ALDi Labels.

Table B4: The detailed IAA scores for each of the 5 main annotation tasks, computed independently for each
country’s 3 annotators. The second line for each country represents the IAA scores after providing feedback to the
annotators and asking them to reannotate the samples of high disagreement. Note: The number of sentences valid in
each country-level dialect after applying majority voting is shown between (brackets).

ment. For the last batch, we resorted to asking the
annotators to relabel the samples of disagreement,
to get an approximate evaluation of the impact of
this process on the aggregated labels.

Analysis of the IAA Scores Table B4 demon-
strates how the IAA scores (Fleiss’ Kappa for Sub-
task 1, and Krippendorff’s Alpha for Subtask 2)
changed as the annotation process progressed. First,
the values hint at acceptable levels of agreement
between the annotators for both subtasks. How-
ever, we notice that the range of the IAA scores
differs from one country to another, especially for
Subtask 1. The variation in the ranges of the IAA
scores could be attributed to (a) the level of ho-
mogeneity between the dialects spoken in each
country, and (b) the annotators’ representative-
ness/knowledge of the different dialects spoken
in their countries. Recruiting annotators from dif-
ferent regions within the same country (e.g., the
case of the Algerian annotators), could increase the
possibility of disagreement compared to when they

all came from the same region (e.g., the case of the
Egyptian annotators, where all are from Cairo).

Regarding the annotators’ performance, we no-
tice that the agreement between the annotators cat-
egorically increased by asking them to reannotate
the high-disagreement sentences for their validity
in their country-level dialects (Subtask 1). That
said, the impact of this relabeling process on the
number of valid sentences according to the ma-
jority voting is minimal for the last annotation
batches. This increase in the agreement scores
post-relabeling was not as consistent for the ALDi
levels (Subtask 2), in which we sometimes notice
insignificant decreases. This could be attributed to
the subjectivity of the ALDi Estimation task, com-
pared to the Validity task. Lastly, the annotators’
performance, measured by the IAA scores, was
consistent across the different annotation batches,
showcasing the effectiveness of our process.
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Rank System Macro-average

Acc. (↑) Prec. (↑) Recall (↑) F1 score (↑)

1 Elyadata 69.27±4.3 43.07±11.0 62.17±5.6 49.85±8.3
BL I Top 90% 75.99±6.2 57.08±15.4 41.92±14.9 45.21±10.3

2 NLP_DI 74.41±6.2 49.56±11.0 39.70±11.4 43.02±9.3
BL II Random 50.06±1.8 26.09±9.3 49.92±3.3 33.31±8.4
BL III Top 1 77.40±8.0 75.20±11.3 20.52±11.7 30.37±12.8

3 dzNlp 75.42±7.7 61.21±11.7 15.17±5.3 23.61±6.7

(a) DA samples.

Macro-average

Acc. (↑) Prec. (↑) Recall (↑) F1 score (↑)

40.68±9.4 95.92±3.4 39.02±10.6 54.58±9.1
34.23±15.3 96.43±4.2 30.75±16.2 44.65±17.8
33.51±15.2 97.40±3.1 30.56±15.6 44.48±16.1
51.43±5.6 94.36±4.5 51.34±6.0 66.30±5.5
13.26±7.7 100.00±0.0 7.81±7.4 13.71±11.3
10.22±5.3 85.19±31.9 5.22±4.4 9.49±7.7

(b) MSA samples.

Table C5: The performance of the systems submitted to Subtask 1 on the DA and MSA samples of the test set. The
systems are ordered according to their macro-averaged F1 scores on the whole test set as indicated in Table 5.

Rank System Macro-average

Acc. (↑) Prec. (↑) Recall (↑) F1 score (↑)

1 Elyadata 68.02±4.1 52.25±12.0 67.16±5.4 58.18±8.9
BL I Top 90% 73.07±4.7 62.54±14.0 54.28±14.8 56.16±12.3

2 NLP_DI 71.73±4.6 57.50±12.2 49.65±13.3 53.09±12.7
BL II Random 46.91±5.8 35.52±9.8 69.01±15.3 46.19±10.9
BL III Top 1 72.52±7.5 77.74±13.6 28.87±12.5 40.25±14.8

3 dzNlp 69.94±7.6 68.39±10.0 21.85±9.1 32.42±11.5

Individual Region F1 score (↑)

Maghreb3 Nile2 Levant2 Gulf1 Gulf of Aden1

55.42 68.54 67.81 45.21 53.89
61.08 69.58 64.20 51.17 34.76
54.71 67.97 65.65 36.69 40.43
45.59 56.40 58.06 27.91 43.00
50.59 60.45 31.84 40.55 17.80
44.14 44.27 34.09 25.55 14.03

Table C6: The performance of the systems submitted to Subtask 1, in predicting multi-label macro-regional dialects
for the DA samples of the test set. In addition to the Macro-average F1 score, the individual f1 score for each region
is reported. Note: the countries representing the regions are: Maghreb (Algeria, Tunisia, Morocco), Nile (Egypt,
Sudan), Levant (Palestine, Syria), Gulf (Iraq), and Gulf of Aden (Yemen).

C Detailed Analysis of Subtask 1 Results

As described in §4.1, 75 out of the 1,120 samples
used to form the development and test sets for Sub-
tasks 1 and 2 are automatically identified as being
in MSA. For Subtask 1, these MSA samples are
expected to be labeled as valid in all the consid-
ered dialects. On checking the validity labels for
these samples, we indeed found that they are mostly
deemed valid in all the considered country-level
dialects. The developed systems are expected to
accordingly predict that these sentences are valid
in all the considered dialects.

Consequently, we report their performance on
the automatically identified DA, and MSA samples
respectively in Table C5. Since the MSA samples
represent a small proportion of the development
and test sets, we find that the models’ performance
on the DA samples is not different from their over-
all performance reported in Table 5.

For the MSA samples, we notice that the macro-
average Recall needs to be improved. A two-stage
solution could be proposed in which a classifier
first identifies if a sentence is in MSA or DA. MSA
sentences can be predicted to be valid in all the con-
sidered dialects with high accuracy. Conversely, the
validity labels for the DA samples could be identi-
fied using another multilabel dialect identification
system.

Regional Level Performance The results in Ta-
bles 5, C5 indicate that there is room for improve-
ment for the multi-label ADI systems to be reli-
ably able to accurately operate on the country-level.
Consequently, we group the nine country labels of
the test set into macro-regional dialects according
to (Baimukan et al., 2022) as follows: Maghreb
(Algeria, Tunisia, Morocco), Nile Basin (Egypt,
Sudan), Levant (Palestine, Syria), Gulf (Iraq), and
Gulf of Aden (Yemen). For each region, a sample is
considered valid in the region if it is valid in any of
the region’s countries for which we have validity
labels. For example, a sample annotated as valid
in Algeria, Tunisia, and Sudan will be considered
valid in Maghreb and Nile Basin. We similarly
consider the systems’ predictions for the same nine
countries and aggregate them into macro-regional
dialects.

The models’ performance predicting the macro-
regional dialects is higher than that for country-
level ones as per Table C6. However, the improve-
ment is not as high as might have been expected,
indicating that even multi-label macro-regional di-
alect identification is a challenging task. In the
future, we plan to extend the labels in our test set
to cover more countries, especially from the Gulf
region.
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