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Abstract

In NLP, stance detection identifies a writer’s
position or viewpoint on a particular topic or
entity from their text and social media activity,
which includes preferences and relationships.
Researchers have been exploring techniques
and approaches to develop effective stance de-
tection systems. Large language models’ latest
advancements offer a more effective solution
to the stance detection problem. This paper
proposes fine-tuning the newly released 8B-
parameter Llama 3 model from Meta GenAI
for Arabic text stance detection. The proposed
method achieved a Macro average F1 score of
0.7647 in the StanceEval 2024 Task on stance
detection in Arabic language (Alturayeif et al.,
2024).

1 Introduction

The transformer architecture has led to the creation
of vast self-supervised neural networks with tens
to hundreds of billions of parameters, trained on
trillions of tokens, revolutionizing natural language
processing. Recent models based on the trans-
former architecture include GPT series (Brown
et al., 2020), LLaMA (Touvron et al., 2023), and
others. As of late 2024, the release of LLaMA-3
sparked the growth of a thriving open-source com-
munity, resulting in the development of near-state-
of-the-art models like Mistral (Jiang et al., 2023)
and Mixtral (Jiang et al., 2024).

With minimal finetuning, these LLMs can adjust
to new tasks and instructions. The NLP community
utilizes PEFT techniques for cost-effective fine-
tuning instead of full-parameter tuning. These tech-
niques in PEFT can significantly reduce a model’s
computational footprint, as per the study (Houlsby
et al., 2019). LoRA (Low-Rank Adaptation) (Hu
et al., 2021) efficiently balances fine-tuning per-
formance and efficiency using low-rank matrix ap-
proximations. Through quantization techniques,

LLM model weights compression reduces stor-
age and memory usage during training and in-
ference. Using NormalFloat Quantization (Chen
et al., 2023), these methods can maintain model
performance while significantly decreasing LLMs’
resource needs, enabling resource-effective fine-
tuning via integration with PEFT methods such as
LoRA.

LLMs are capable of stance detection and vari-
ous NLP tasks through their adaptable prompting
methods. Their advanced language skills allow
them to accurately align textual context with tar-
get subjects, mirroring the author’s intended stance
(Chowdhery et al., 2023). Traditional NLP model
training methods differ significantly from prompt-
ing strategies. Using these strategies, LLMs can
make predictions with less fine-tuning, demonstrat-
ing their adaptability for various tasks. This change
in approach simplifies the application of LLMs
and broadens their usefulness, excelling at tasks
involving intricate language subtleties like stance
detection (Bang et al., 2023).

In this paper, a 8-Billion parameter LLAMA-3
model was fine-tuned for Arabic stance detection,
the rest of the paper is organized as follows. The re-
lated work is summarized in Section 2. The dataset
used for training and validation was detailed in
Section 3. In Section 4, the system is presented.
Section 5 summarizes the study’s key findings.

2 Related Work

2.1 Arabic Stance Detection

The paper (Alzanin et al., 2023) suggests utilizing a
Genetic Algorithm (GA) and ensemble learning for
an efficient Arabic multilabel classification method.
The study examines the impact of Arabic text rep-
resentation on classification by utilizing Bag of
Words (BOW) and Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) techniques. It compares
the Logistic Regression Classifier with both single
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and ensemble methods, specifically the Extra Trees
Classifier and Random Forest Classifier. Accord-
ing to the experimental findings on the MAWQIF
dataset, the suggested strategy surpasses related
methods with F1 score of 80.88% for sentiment
analysis and 68.76% for stance detection. The F1

score result of the classifier increased from 65.62%
to 68.80% due to data augmentation and feature
selection. The study demonstrates that GA-based
feature selection, in conjunction with ensemble
learning, enhances Arabic stance detect.

The paper (Haouari and Elsayed, 2024) worked
on identifying the stance towards authorities on
Twitter rumors, classifying these as either support-
ing the rumor, denying it, or taking no stance. They
developed the AuSTR (Authority Stance towards
Rumors) dataset, obtained from Arabic Twitter’s
authority timelines for this task. Then, they eval-
uated the effectiveness of using existing Arabic
stance datasets to expand AuSTR and train BERT
models for this task. A model solely trained on
AuSTR with a class-balanced focus loss performs
as well as existing datasets supplemented with
AuSTR, with an average Macro F1 score of 0.84.

The paper (Alturayeif et al., 2023) introduces
novel multi-task learning models, Parallel Multi-
Task Learning (PMTL) and SequentialMulti-Task
Learning (SMTL), for stance detection that include
sentiment analysis and sarcasm detection tasks.
They proposed and showed the effectiveness of
various task weighting methods within theses mod-
els. This work is the initial effort employing sar-
casm detection for enhancing stance detection and
introducing task weighting in a multi-task stance
detection model. The performance difference be-
tween PMTL and SMTL architectures is insignifi-
cant. The advantages of auxiliary tasks is empha-
sized as a solution to data scarcity, but their impact
can fluctuate depending on the dataset and task.
The SMTL with hierarchal weighting (SMTL-HW)
model, which was extensively tested, delivers top-
tier performance. The SMTL-HW model, with its
sequential architecture and hierarchical task weight-
ing, has been empirically shown to be effective.
These features enhance task representations, boost-
ing stance detection performance. The proposed
SMTL-HW achieved a Macro average F1 score of
0.6865 on the MAWQIF dataset, while other meth-
ods like SMTL and PMTL achieves an average
Macro F1 score of 0.6266 and 0.6421 respectively.

2.2 LLM Applications
Currently, LLMs are being extensively used for
various NLP tasks. The optimal use of these models
remains undetermined. Three methods are used for
building applications with LLMs.

• Zero-shot prompting It is querying prompts
that aren’t in LLM’s training data to elicit re-
sponses. These prompts typically consist of
elaborate directions and a major query. Creat-
ing accurate prompts is crucial for optimizing
the performance of large language models.

• Few-shot learning Few-shot learning in-
volves giving LLMs a limited number of
examples to produce appropriate responses.
Zero-shot prompting refers to a method with-
out providing any examples. In few-shot
learning, examples are incorporated into the
prompt template to guide the model’s re-
sponse.

• Fine-tuning. Task adaptation can be achieved
using the methods mentioned above without
requiring additional training on LLMs, while
fine-tuning necessitates further training using
task-specific data. This method is most effec-
tive when using tailored datasets.

According to (Yang et al., 2024), LLMs perform
effectively in most NLP tasks based on their ex-
amination of ’use cases’ and ’no use cases’ for
particular downstream tasks using the mentioned
methods.

3 Mawqif Dataset

The MAWQIF dataset (Alturayeif et al., 2022) was
for fine-tuning the LLama 3 model, this dataset
differs from previously published datasets as it cov-
ers Middle Eastern hot topics beyond, unlike other
previously published datasets that prioritize polit-
ical topics like elections and referendums over a
broader range. the initial considerations. Mawqif
explores three hot topics: COVID-19 vaccine, digi-
tal transformation, and women empowerment. The
Twitter platform was the source of the collected
dataset. Three to seven annotators were responsible
for annotating each tweet–target pair. Annotation
of a row stops when its confidence score exceeds
0.7 or when it already has seven annotations.

The MAWQIF dataset consists of 4,121 tweets
classified under three categories: COVID-19 vac-
cine (1,373), digital transformation (1,348), and

808



women empowerment (1,400). Each tweet in this
dataset is tagged for its stance, sentiment, and sar-
casm. Table 1 presents select examples from the
MAWQIF dataset.

The distribution of labels differs among the three
targets. Digital transformation discussions on Twit-
ter usually express a positive outlook. Women em-
powerment and digital transformation topics ex-
hibit a higher frequency of positive sentiment com-
pared to the COVID-19 vaccine topic, which only
has 25% positive tweets. In COVID19 vaccine
tweets, sarcasm is used more often. 34% of seem-
ingly positive tweets are actually sarcastic, while
31% of negative tweets exhibit a non-negative sen-
timent.

4 Methodology

The Llama-3 model was finetuned using formatted
prompt-response triplets: Target topic [target], Ara-
bic Tweet [text] and Stance [stance]. The dev set,
like the training set, is formatted similarly. This
prompt customizes the model for the DA-MSA
machine translation assignment. The prompt is
formatted as follows:

<s> [INST] «SYS» You are an expert Arabic
stance analyzer! «/SYS» Consider the subsequent
Arabic passage which discusses [target] and deter-
mine if it is Favor, None, or Against, and return the
answer as the corresponding stance label "Favor"
or "None" or "Against". [text] [/INST] [stance]
</s>

The learning rate for finetuning the Llama-3
model was set to 1e-4 with the Adam optimizer
used during training. The evaluation is conducted
every 50 steps with a batch size of 1. The low-rank
approximation rank is set to 64, and its scaling fac-
tor for adaptation is set to 16 in the LoRA configu-
rations. The model trainable parameters are all lin-
ear layers: "q_proj", "up_proj", "o_proj", "k_proj",
"down_proj", "gate_proj", and "v_proj". A 0.05
dropout is applied in the LoRA layer. The model’s
weights are quantized to 4-bit precision and mixed-
precision training with float16 and float32 is en-
abled to reduce memory requirements and acceler-
ate the training process. This model was trained on
Google Colab with a single NVIDIA A100 GPU
with 40GB of memory. The finetuning of the model
and the generation of the test results took almost
one hour. The code used for training and generating
the results can be found on the following GitHub

repository. 1

The proposed system achieved an average Mar-
cro F1 score of 0.7647 on the testing dataset, and
it attained an F1 score of 0.8363 for detecting
stance in women empowerment Arabic tweets, an
F1 score of 0.8038 for detecting stance in Covid-19
vaccine Arabic tweets, and an F1 score of 0.6539
for detecting stance in digital transformation Ara-
bic tweets.

5 Conclusion

Stance detection reveals valuable insights into pub-
lic opinion, trends, and behaviors across various
topics. LLMs’ text processing and analysis skills
make them essential in social media navigation.
Through fine-tuning, these models become more
precise and adaptable, essential for understanding
and engaging with societal discourse in meaningful
ways. In this paper, PEFT methods like quantiza-
tion and LoRA were used to finetune a LLama-3
model with 8 billion parameters model, this model
was adapted to detect stances in Arabic tweets. The
proposed method is efficient and it achieved an av-
erage Macro F1 score in the StanceEval 2024 Task
on stance detection in Arabic language.
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Target Tweet Stance Sentiment Sarcasm
Covid-19 @YK.
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Table 1: Examples from the MAWQIF dataset
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