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Abstract

This paper reports on the argument mining
system submitted to the ArgMining workshop
2024 for The Perspective Argument Retrieval
Shared Task (Falk et al., 2024). We com-
bine the strengths of a smaller Sentence BERT
model and a Large Language Model: the for-
mer is fine-tuned for a contrastive embedding
objective and a classification objective whereas
the latter is invoked to augment the query and
populate the latent space with diverse relevant
arguments. We conduct an ablation study on
these components to find that each contributes
substantially to the diversity and relevance cri-
teria for the top-k retrieval of arguments from
the given corpus.

1 Introduction

Argument retrieval remains a challenging problem
in the natural language processing domain, when
considered jointly with perspectives and diversity.
The problem is defined as the collection of claims
carrying a stance towards a query. A query may
be of various topical widths ranging from an entire
issue or a single statement. Arguments are a widely
utilized discursive tools, and performant systems
of argument recognition will prove useful in further
advancing bias analyses, slant measurement (Deva-
tine et al., 2022), content recommendation, and text
generation tasks (El Baff et al., 2019). Perspectives
can prove a useful clue in the argument retrieval
problem but at the same time bring about an ad-
ditional challenge. Especially with shorter texts,
such as the ones handled in this shared task, the
demographic profile of the argument author may
be of use in trying to extract opinions grounded in
various populations.

In this paper, we present the work conducted by
our team, “XFACT team0331”, for the ArgMining
2024 shared task of perspective argument retrieval.
Our findings indicate feasibility of the system de-
sign across the three scenarios, helping us better

understand the complexities of taking perspectives
into consideration when retrieving arguments.

This shared task involves a unique challenge in
terms of perspectives and socio-cultural variables.
Not only are the systems required to pursue rele-
vance to a given query, but they are also assessed in
terms of the demographic profile of the argument
authors.

2 Related Work

Recent years have seen rapid progress of argument
retrieval along several lines of research.

Teufel et al. (1999) studied argument extraction
in the scientific text domain. Later works extend the
argument retrieval work to arbitrary domains and
eventually the entire world wide web, such as in
Rahwan et al. (2007) and similar systems discussed
in the seminal text (Manning, 2008). Wachsmuth
et al. (2017) designed an argument search engine
involving an indexing process, which takes can-
didate documents over the web and indexes the
assessed arguments therein into a corpus, and a
retrieval process, which, upon arrival of a query,
ranks and presents relevant indices of arguments.
Stab et al. (2018) put together an offline component
and an online component, which account for the
indexing and retrieval tasks, respectively.

In the closely related problem of stance detec-
tion, Hardalov et al. (2021) proposed methods for
recognizing stance across texts from multiple do-
mains, with their design of label embeddings in
the latent space that adapt to the arbitrary topic at
hand. Arakelyan et al. (2023) presented a similar
approach leveraging a topic-guided sampler for al-
leviating inherent imbalance in the data. Then, a
pre-trained language model is fine-tuned against a
contrastive learning objective for recognizing the
in-favor and the against statements.

In news writing, Baly et al. (2018), Baly et al.
(2020a), and Baly et al. (2020b) profiled media
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sources by measuring their bias in terms of factual-
ity reporting and any conveyed political ideology.
Ko et al. (2023) solved a five-scale political stance
prediction problem by incorporating texts from var-
ious sources beyond news articles, such as Reddit
posts, and employs a multi-granularity hierarchy on
the texts to capture any subtleties carrying stance
information. In a related work by Liu et al. (2022),
a triplet loss was imposed on an anchor article with
two same-story versions – one leftist and the other
rightist – to train a language model to identify and
distinguish ideology-informed representations be-
tween articles.

Argumentative language modeling techniques
have also been studied. For instance, Jo et al.
(2021) proposed counterargument generation meth-
ods assisting language models with knowledge
graphs such that the natural language inference
process can determine the entailment/relevance of
a claim more effectively. Holtermann et al. (2022)
studied a similar problem but with an additional
pursuit for fairness in argument generation. For ev-
ery instance deemed biased, a counter-stereotypical
statement is synthesized and used in training.

3 Task

The ArgMining 2024 Shared Task for Perspective
Argument Retrieval consists of the following three
retrieval scenarios:

• Scenario 1 is dubbed the “baseline” scenario
and is a retrieval of top-k arguments from a
corpus given a query alone and no additional
information on the demographic profile on
either of the query or the argument side.

• Scenario 2 is the explicit perspectives scenario
where a demographic property is provided in
addition to the query. This property may be
used explicitly to filter or process arguments
from the corpus.

• Scenario 3 is the implicit perspectives sce-
nario where a demographic property is still
available on top of the query, but it may not be
used explicitly on the corpus-processing step.
Only latent encoded information may be used
to retrieve relevant arguments.

The dataset is originally from Vamvas and Sen-
nrich (2020), where comments in the French, Ger-
man, and Italian language are organized across var-
ious political issues (queries) for the 2019 Swiss
federal elections.

4 Method

We propose a novel approach to retrieve relevant
and diverse arguments. Major components of our
design are as follows:

• an embedding model fine-tuned for two train-
ing objectives

• a large language model instructed to generate
its own arguments given the query

• a topic sampler to filter the vast majority of
the corpus

The overview of the proposed system is pre-
sented in Fig. 1. An embedding model produces la-
tent vectors of arguments and a given query. These
are then spread out in the latent space, to be clus-
tered according to the nearest generated argument.
More details follow in Section 4.5.

4.1 Embedding Model

We choose the PARAPHRASE-MULTILINGUAL-
MPNET-BASE-V2 sentence transformer (Reimers
and Gurevych, 2019), (Reimers and Gurevych,
2020) as our embedding model, given its state-of-
the-art performance and capability to handle mul-
tiple languages. We further train this embedding
model on a weighted combination of two losses,
with the exact weighting as a hyperparameter: a
contrastive loss and a classification loss. (See Ap-
pendix A)

The training of the embedding model incorpo-
rates two desirable directions of the model en-
hancement: we want the model (i) to produce suf-
ficiently different latent representations for “on-
set”(relevant) and “off-set”(irrelevant) arguments
and (ii) to capture any underlying connections be-
tween the query and its on-set arguments suffi-
ciently such that, when presented with a (query,
irrelevant) pair, it is successfully discarded as an
outlier. For these objectives, we detail the training
process below.

For objective (i), we aim to enhance the em-
bedding model’s ability to widen the gap between
relevant arguments and irrelevant arguments with
respect to a query. For this, the multiple negatives
ranking loss (Henderson et al., 2017) was chosen,
and the given corpus dataset was rearranged in
triplets (q, aip, a

j
n), where the query q is followed

by a randomly selected relevant candidate ap and
then by a randomly selected argument not in the
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RELEVANT CANDIDATES list for that query, for all
i in the RELEVANT CANDIDATES list.

For objective (ii), a linear layer is appended to
the embedding model to from a binary classifier be-
tween FAVOR and AGAINST, labels both available
in the given corpus. The corpus is rearranged in
pairs (q, aip), the query and its relevant candidate
for all candidates i in the query’s RELEVANT CAN-
DIDATES list. The classifier outputs a real value
from 0 to 1, trained on binary cross entropy loss.

For Scenario 2, the query is concatenated with
its demographic property, and each corpus argu-
ment is concatenated with its demographic profile
before passing through the embedding model. For
Scenario 3, only the query is augmented with the
socio-cultural variables information.

4.2 Argument Generator Model
We employ several open-source large language
models to leverage argument generation. PHI-3-
MINI-4K-INSTRUCT and GEMMA-1.1-2B-IT have
each been invoked to produce 20 relevant key ar-
guments with respect to a query in their respective
instruction prompt formats: 10 favoring it and 10
against it. The purpose of these LLM-generated
arguments is twofold. One is that, since the corpus
contains comments from individuals who might
have a rather local view on the topic at hand, the
LLM, as a generic knowledge entity can provide
more diverse and holistic takes on the issue. Where
necessary, we make the distinction between the
natural and synthesized arguments as “corpus ar-
guments” and “LLM-generated arguments” hence-
forth. These two sets are produced to form the
augmented corpus. The other purpose of the LLM-
generated arguments is to filter out corpus argu-
ments that are too far from the LLM-generated ar-
guments in the latent space. The mild assumption
underneath is that, if a corpus argument is relevant
enough, it must be close to at least one of the LLM-
generated arguments. The exact cut-off distance
criterion is described in Section 4.5

4.3 Topic Filter Model
At execution time, as a first measure, we invoke a
KeyBERT (Grootendorst, 2020) instance between
the query and the augmented corpus to discard a
large portion of the augmented corpus as irrelevant.
This is a simple filter based on latent encodings
from BERT (Devlin et al., 2019), which takes a
document and find sub-phrases that most closely
resembles a given topic by cosine similarity. The

filter proceeds to retain only the arguments whose
keyword set contains any of the keywords in the
query’s keyword set. That is, all arguments whose
kq ∩ ka = ∅ are screened away.

4.4 Clusterer

The vector representations produced by the embed-
ding model undergo a simple clustering process
equivalent to running a K-Means for one iteration.
The LLM-generated arguments serve as the initial
centroids, and the corpus arguments are each as-
signed a group it belongs to by nearest centroid. In
other words, if an argument can find a cluster it can
belong in, it is considered relevant. Each cluster’s
member argument count is calculated and used for
diversity sampling as explained in Section 4.5.

4.5 Overview

In this section, we describe how the components
tie in together. In Section 4.2, corpus arguments’
proximity to LLM-generated arguments was cho-
sen as a criterion for determining the relevance.
We construct this criterion as a function of the clas-
sifier confidence, as measured in the classifier’s
final layer value. That is, if the learned classifier
from Section 4.1 can barely determine whether an
argument is in favor or against some given query,
then that argument should be allowed to exist in
a generously larger ball from the LLM-generated
arguments in the latent space. The converse also
applies; a confident classifier should indicate the
argument’s high proximity to at least one of the
LLM-generated arguments. In short, the cut-off
criterion is governed by the learned classifier’s de-
cision. The actual cut-off procedure then takes
an indicator function over the respective ball of
rcutoff around each LLM-generated argument em-
bedding ai, that, when evaluated as all off-ball,
considers the corpus argument ac irrelevant:

∏

i

1(dist(ac, ai) > rcutoff) =

{
0, if ac relevant
1, otherwise

(1)
The relevance cut-off criterion above doubles as

a diversity sampling criterion, and we capitalize on
this extension by introducing a per-ai cut-off radius
instead of a uniform radius for all the balls. Each
LLM-generated argument embedding is assigned
its own cut-off radius rcutoff

i that is inversely propor-
tional to its member argument count. In practice,
the base cut-off radius is first calculated with the
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Figure 1: An overview of the proposed stance detector; sections detailing the components are in parentheses

classifier confidence and then is further adjusted by
cluster member count. We re-write Equation 1 with
the generalized cut-off radii. Let Ai denote the set
of corpus arguments belonging to the cluster cen-
tered by the LLM-generated argument embedding
ai:

∏

i

1(dist(ac, ai) > rcutoff
i ) =

{
0, if ac relevant
1, otherwise,

(2)
where rcutoff

i = rcutoff + r
adjustment
i

and r
adjustment
i ∝ 1

|Ai|
Having a cut-off radius may be advantageous

over a ranking method: one that ranks the argu-
ments by the distance from the centroid. First,
ranking takes O(n log n) time whereas cut-off exe-
cutes in linear time. Second, the proposed system
works regardless of whether the k value is known.
That is, it is flexible enough to accommodate an ar-
bitrary downstream ranker of k unknown a priori.

5 Results

Our results are presented in Tables 1 and 2. All
reportings are on the dev sets, averaged across the
three scenarios, due to limited print space.

5.1 Ablation
5.1.1 Effects of Relevance Cut-off
We report the results of applying only the relevance
cut-off radius, as in the uniform criterion in Equa-
tion 1.

Table 3 shows that the absence of the diversity
sampler compromises the diversity scores of the

k ndcg@k precision@k
4 0.694 0.692
8 0.679 0.671
16 0.670 0.660
20 0.677 0.673

Table 1: Relevance scores averaged across the three
scenarios

k alpha_ndcg@k kl_divergence@k
4 0.625 0.151
8 0.618 0.134
16 0.626 0.100
20 0.638 0.091

Table 2: Diversity scores averaged across the three
scenarios

k alpha_ndcg@k kl_divergence@k
4 0.557 0.158
8 0.565 0.140
16 0.579 0.104
20 0.580 0.094

Table 3: System follows Eq. 1. (Diversity component
ablated). Diversity scores averaged across the three
scenarios
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k ndcg@k precision@k
4 0.627 0.617
8 0.625 0.619
16 0.624 0.620
20 0.618 0.613

Table 4: System follows Eq. 2 with rcutoff
i = ∞ (Rele-

vance component removed). Relevance scores averaged
across the three scenarios

system. While KL divergence was measured (om-
mitted for spacing) to be similar as in Table 2,
alpha_ndcg@k values have dropped substantially
and seemingly relies on k value alone for diversity
gains, rather than on the constituent arguments of
the k retrieved passages. Since demographic pro-
file information is latently encoded in the query and
arguments, the decrease in KL divergence scores
indicate that the role of the diversity sampler is
indeed to take into account various demographic
profiles.

5.1.2 Effects of Diversity Sampling
We report the results of applying only the diversity
sampler. This is done by running K-Means on the
augmented corpus for a number of iterations and
then sampling from the resulting clusters inversely
proportionately to each cluster size.

With no relevance cut-off and only clustering
and then sampling for proportionate representation,
Table 4 shows that the ndcg@k and precision@k
values have both fallen by 6-7%p. This supports
that the relevance threshold aids in discarding cer-
tain arguments, however diverse they may be in
constituting their respective cluster.

6 Conclusion

We present an argument retrieval system combin-
ing the strengths of a fine-tuned embedding model
and open-source large language models. The em-
bedding model is trained to tell apart relevant argu-
ments from the irrelevant arguments through triplet
loss signals leveraging hard negatives. At the same
time, the embedding model is also exposed to in-
distribution classification examples, such that it
detects out-of-distribution (irrelevant) arguments
and relays the anomalous finding to the relevance
cut-off criterion. LLMs provide diverse anchors
to which a given corpus argument may be checked
against for membership, and then the member den-
sities are utilized for diverse representation of argu-
ments relevant to a given query.
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A Appendix

A.1 Table of hyperparameters

Table 5 shows our system components and its hy-
perparameters, where relevant.

A.2 Instruction prompt and response
examples

Below is a sample from invoking a PHI-3-MINI-
4K-INSTRUCT.

Prompt Sample:
Can you provide 10 arguments that favor the
following statement and 10 arguments that are
against it?: Faut-il renforcer la protection contre le
licenciement des travailleuses et travailleurs plus
âgé·e·s?

Response Sample:
Arguments in favor of strengthening protection
against the dismissal of older workers:

1. Age discrimination: Strengthening protection
against dismissal helps prevent age discrimination,
ensuring that older workers are not unfairly tar-
geted for layoffs. 2. Experience and knowledge:
Older workers often have valuable experience and
knowledge that can benefit the company, and pro-
tecting them from dismissal helps retain this exper-
tise. 3. Economic stability: Older workers are more
likely to have dependents and financial obligations,
so protecting them from dismissal can help main-
tain economic stability for families. 4. Reduced
turnover costs: Retaining older workers can reduce
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turnover costs, as it is generally more expensive
to hire and train new employees. 5. Diversity and
inclusion: Protecting older workers from dismissal
promotes diversity and inclusion in the workplace,
which can lead to better decision-making and inno-
vation. 6. Social justice: Strengthening protection
against dismissal of older workers can be seen as a
step towards social justice, ensuring that all work-
ers are treated fairly regardless of age. 7. Improved
morale: Protecting older workers from dismissal
can improve morale and job satisfaction, as em-
ployees feel valued and secure in their positions.
8. Reduced unemployment: By protecting older
workers from dismissal, the number of unemployed
individuals may decrease, as they are less likely to
be laid off. 9. Long-term planning: Companies
that protect older workers from dismissal can ben-
efit from long-term planning, as they can rely on
the experience and knowledge of these employees.
10. Legal compliance: Strengthening protection
against dismissal of older workers can help com-
panies comply with existing labor laws and regula-
tions.

Arguments against strengthening protection
against the dismissal of older workers:

1. Merit-based decisions: Some argue that
dismissals should be based on merit and perfor-
mance, rather than age, and that protecting older
workers from dismissal may hinder this process.
2. Job opportunities for younger workers: Critics
argue that protecting older workers from dismissal
may limit job opportunities for younger workers,
potentially leading to higher unemployment rates
among the youth. 3. Innovation and adaptability:
Some believe that companies need to be able
to adapt quickly to changing market conditions,
and protecting older workers from dismissal
may hinder this process. 4. Financial burden:
Strengthening protection against dismissal of
older workers may place a financial burden on
companies, as they may be required to provide
additional benefits or compensation. 5. Workforce
flexibility: Critics argue that protecting older
workers from dismissal may limit a company’s
ability to restructure its workforce and adapt to
changing business needs. 6. Ageism concerns:
Some argue that strengthening protection against
dismissal of older workers may inadvertently
reinforce ageism, as it may be perceived as
favoring older workers over younger ones. 7.
Skill gaps: Critics argue that protecting older
workers from dismissal may lead to skill gaps in

the workforce, as companies may be less willing
to invest in training and development for older
employees. 8. Competitive disadvantage: Com-
panies that protect older workers from dismissal
may be at a competitive disadvantage compared
to those that can more easily restructure their
workforce. 9. Employee motivation: Some argue
that protecting older workers from dismissal may
reduce employee motivation, as younger workers
may feel that their opportunities for advancement
are limited. 10. Economic efficiency: Critics argue
that strengthening protection against dismissal of
older workers may reduce economic efficiency,
as companies may be less able to respond to mar-
ket changes and adjust their workforce accordingly.
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