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Abstract

Argumentative Relation Classification is the
task of determining the relationship between
two contributions in the context of an argumen-
tative dialogue. Existing models in the litera-
ture rely on a combination of lexical features
and pre-trained language models to tackle this
task; while this approach is somewhat effec-
tive, it fails to take into account the importance
of pragmatic features such as the illocution-
ary force of the argument or the structure of
previous utterances in the discussion; relying
solely on lexical features also produces mod-
els that over-fit their initial training set and do
not scale to unseen domains. In this work, we
introduce ArguNet, a new model for Argumen-
tative Relation Classification which relies on
a combination of Dialogue Acts and Dialogue
Context to improve the representation of argu-
ment structures in opinionated dialogues. We
show that our model achieves state-of-the-art
results on the Kialo benchmark test set, and
provide evidence of its robustness in an open-
domain scenario.

1 Introduction

Argumentative Dialogues are discussions between
two or more parties involving an opinionated topic,
i.e. any topic which may divide the interlocutors
into a number of conflicting opinions. These dis-
cussions are usually different from ordinary conver-
sations, in that the speakers’ goal is usually to con-
vince their interlocutors of their own point of view
by defending their own stance and attacking their
opponents’ arguments. Figure 1 shows an example
of a debate from the Kialo online debate platform.
A key aspect in the study of Argumentative Dia-
logues is identifying the relationship between an
argument step in the discussion and preceding argu-
ment steps introduced by other speakers; this task
is commonly referred to as Argumentative Relation
Classification (Stab and Gurevych, 2014), or some-
times Argument Polarity Prediction (Cayrol and

Lagasquie-Schiex, 2005) when it only involves a
binary classification between two possible relations.
In this work, we will use the term Argumentative
Relation Classification, to avoid any confusion
with similar tasks such as Sentiment Analysis or
Stance Classification.

Figure 1: An example of a debate from the Kialo online
debate platform. Green nodes agree with the original
thesis (in blue), while red nodes disagree with it. Nodes
are annotated with the argumentative move that they
perform on their parent node in the graph (i.e. Support
or Attack). Users annotate their own stance towards the
thesis, as well as their argumentative move towards the
node they are responding to.

Existing works in the literature that aim to
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solve this task usually rely on either hand-crafted
syntactic and lexical features (Stab and Gurevych,
2014; Lenz et al., 2020), pre-trained language
models (Agarwal et al., 2022; Ruiz-Dolz et al.,
2021) or both (Cocarascu et al., 2020). While
these models are becoming increasingly accurate,
there are some shortcomings in their approach.
First, they often ignore any non-lexical aspect
of the dialogue, which hinders their capability
to correctly understand the conversation. Sec-
ond, they have limited understanding of the
surrounding context of the argument contributions,
and struggle to take long-term dependencies
into account. Finally, they are often tested in a
domain-specific scenario in which the system
learns to predict relations between argument
contributions that belong in the same dataset it was
trained on; this makes it hard to correctly assess
their capability to adapt to unseen conversations,
which is crucial for practical applications such
as the development of Automated Dialogue Agents.

In this work, we explore the hypothesis that con-
textual information and pragmatic features (such
as Dialogue Act Tags) can be highly beneficial in
increasing the accuracy of Argumentative Relation
Classification models. We also aim at analysing
how much existing models can generalise to
entirely unseen topics of discussion, and how these
features can help a model become less dependent
on its training domain. There is evidence in the
literature that Dialogue Act Tags may be used as
a feature to improve a model’s understanding of
the argumentative structure of a debate (Petukhova
et al., 2016; Budzynska et al., 2014). There
is also evidence that contextual information is
highly beneficial for Argument Mining tasks and,
more specifically, to increase the accuracy of
Argumentative Relation Classification models
(Agarwal et al., 2022).

We build on this existing evidence and introduce
ArguNet, a novel approach to Argumentative Rela-
tion Classification that relies on on a combination
of Dialogue Acts and a specialised encoding of
the previous nodes in the debate. ArguNet uses
ISO 24617-2 Dialogue Acts (DAs) annotated with
the DASHNet architecture (Mezza et al., 2022)
to enrich the input utterances with additional
syntactic and pragmatic information. BERT
(Devlin et al., 2018) is used to encode the enriched
input utterances into dense sentence embeddings,

with the addition of Utterance Manipulation
Strategies from Whang et al. (2021) to further
increase the effectiveness of the contextual
embeddings from BERT. Our approach is trained
and tested on data from the Kialo online debate
platform, a high-quality, publicly-available source
of conversations annotated with argumentative
relations. We use the same Kialo scrape introduced
by Agarwal et al. (2022); however, instead of
shuffling the argument contributions and dividing
them in a training and test split, we split at the
debate level, so that contributions from the same
debate will not appear in different splits. This is
done to test the hypothesis that existing models
identify lexical information in the training debates
and are able to use this information when tested on
argument contributions from the same debates. We
also sampled an additional, smaller collection of
Kialo debates called KialoAbortion that involve
discussions on reproductive rights, which we use
to further test our hypothesis that Argumentative
Relation Classification is highly sensitive to the
topic of the classified debates.

In our experimental section, we provide evidence
that the ArguNet architecture achieves state-of-the-
art results on the Kialo dataset; we also provide
evidence that our model outperforms existing mod-
els in the literature when tested on debates from
the KialoAbortion test set, which shows how Ar-
guNet can generalise to unseen domains better than
existing architectures.

2 Related Work

The formal study of argumentative discussions is
known in the literature as Argumentation Theory
(van Eemeren et al., 1996). Walton (2009) divides
argumentative study into four separate tasks: identi-
fication, which involves identifying Argumentative
Dialogue Units (ADUs) in a dialogue and inserting
them into a pre-determined argumentation scheme;
analysis, which deals with identifying premises
and conclusion of each argument; evaluation,
which involves assessing an argument’s quality and
persuasive power; and invention, which involves
the creation of novel arguments for the debate. In
this work we will focus on the task of identification
of pre-constructed ADUs in an argumentation
scheme.

The identification of a logical structure for
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reasoning goes back to the seminal works by
Pollock (1987) and (Nute, 1988), which intro-
duced Defeasible Logic, a formalism in which
conclusions are supported by premises that may no
longer be justified when additional premises are
introduced. Dung (1995) introduced an abstract
theory of Acceptability of Arguments in which
arguments are seen as a set of logical statements,
and each argument can be accepted or defeated
depending on whether it clashes with other
arguments. Prakken (2010) elaborated on this
theory and presented a framework for structured
arguments in which arguments can be supported
with premises that justify their validity, and other
arguments can attack the speaker’s viewpoint by
either attacking the argument directly, or one of
its premises. Cabrio and Villata (2012) combine
textual entailment and argumentation graph into
a unified framework that aims at automatically
detecting accepted and defeated arguments based
on the entailment between them. Lenz et al.
(2020) adopted this scheme in their study on
Argumentative Relation Classification on the Kialo
corpus, and defined Default Inference and Default
Conflict relations between arguments that support
and attack each other respectively. The scheme was
adopted by Fabbri et al. (2021), who use Natural
Language Inference models to directly compute
Argumentative Relations. This approach, however,
does not distinguish between the semantic problem
of determining logical relations between argument
steps and the pragmatic problem of determining
dialogue moves in a sequence of contributions.

Rosenfeld and Kraus (2016) introduced a
graph-like scheme for argumentative moves in a
debate called the Bipolar Argumentation Graph
(BAG), in which claims are represented as nodes
in a weighted graph, and can be supported by
other claims or premises that can either Support
or Attack each other. As the Kialo dataset uses
a graph-like structure that resembles a BAG, we
will sometimes use their terminology in this work,
particularly when referring to the argumentative
moves between argument nodes.

Various models have been proposed in the
literature for the annotation of argumentation
schemes. One of the earliest examples of a
formal approach to Argumentative Relation
Classification is Cabrio and Villata (2012), which
proposes an approach based on Textual Entailment.

Naderi and Hirst (2016) uses a combination of
Skip-Thought Vectors and Cosine Similarity to
predict argumentative relations in parliamentary
debates; their work is one of the earliest that takes
advantage of pre-trained word embeddings for this
task. Cocarascu and Toni (2017) propose a neural
architecture based on LSTM cells to annotate a
multi-topic corpus which included debates on
movies, technology and politics; they formulate
the problem as a three-way classification problem
between the classes Attack, Support and Neither.
Cocarascu et al. (2020) proposed a set of strong
baselines for argumentative relation prediction in
a dataset-independent setting, which included an
attention-based model and an autoencoder. Their
emphasis on dataset-independent classification
is highly relevant to our work; however, they do
not analyse the difference between in-domain and
out-of-domain accuracy for their model and they
do not provide details on how they split their data
when separating training and test sets.

Recently, Agarwal et al. (2022) proposed
GraphNLI, a graph-based neural architecture that
uses graph walking techniques to obtain contextual
information, which is then encoded with RoBERTa
embeddings (Liu et al., 2019). Their model was a
source of inspiration for our work, as it shares our
reliance on context encoding for Argumentative
Relations Classification; however, their approach
does not use pragmatic features like Dialogue
Acts, and it also uses weighted averaging for
embeddings rather than relying on a structured
approach for context encoding, which we argue
is less effective when trying to capture contextual
information.

The idea of adopting Dialogue Acts (DAs) as
input features for Argument Mining systems has
been investigated before in the literature. Fouqueré
and Quatrini (2013) proposed a unified framework
for argumentative analysis and inference which
used DAs as part of the argumentation scheme,
and used it to annotate a discussion from Prakken
(2008). Budzynska et al. (2014) introduced Infer-
ence Anchoring Theory (IAT), a framework de-
signed to model arguments via a combination of
argumentative moves and the DAs associated with
them. Both works utilised DA schemes that are
difficult to adopt due to the scarcity of annotated
data. Petukhova et al. (2016) use ISO 24617-2 DAs
as part of a model designed to understand the ar-
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Dimension Communicative Function
Task PropQuestion, SetQuestion,

ChoiceQuestion, Inform, Agree,
Disagree, Answer, Directive,
Commissive

Social Greeting, Goodbye, Thanking,
AcceptThanking, Apology, Ac-
ceptApology

Feedback AlloFeedback

Table 1: The DASHNet tagging scheme. Tags, also
known as Communicative Functions, are grouped in
Semantic Dimensions which represent different aspects
of utterance functions

gumentative behaviour of participants in a debate
in order to predict its outcome. This is the official
standard taxonomy for DA tagging, and includes
domain-independent tags across various semantic
dimensions that cover different aspects of the con-
versation (e.g. Social Obligations, Feedbacks etc.)
While their study provides useful insights on how
DAs can be used to model argumentative discus-
sions, it is limited by the use of outdated ML meth-
ods for the task and was tested on a limited number
of debates. In our work, we adopt ISO 24617-2
DAs due to their flexible, multi-dimensional and
domain-independent taxonomy; we rely on our pre-
vious DASHNet model from Mezza et al. (2022)
which achieved state-of-the-art accuracy on vari-
ous benchmark test sets for DA tagging. Table 1
illustrates the DASHNet tagging scheme.

3 Methodology

3.1 Task Definition

A debate D comprises of a set of Argument Contri-
butions D = {A0, , ..., AN} arranged as nodes in a
tree structure, with contribution A0 being the root
of the tree and representing the Thesis (or Topic)
of the debate, and with each contribution Aj com-
prising one or more sentences connected to the the-
sis node A0 via a sequence of nodes Aj−1, ..., A0,
which we will refer to as the Context of the argu-
ment. Finally, each contribution Aj is connected to
its predecessor Aj−1 with an Argumentative Move
Mj ∈ {Support, Attack}. We define Argumen-
tative Relation Classification as the task of auto-
matically identifying the argumentative move Mj

characterising the relation between Aj and Aj−1.

3.2 Data

For this study, we chose to work with data from the
Kialo online debate platform 1. We have decided
to use Kialo because it is a highly-curated platform
with moderated debates and a vote system for posts,
which minimizes the amount of noise, ad hominem
attacks and other irrelevant information in the
debate. Moreover, as the dataset is moderated, it is
free of indentifiable information about individuals
or offensive content. Finally, there is extensive
research on many aspects of the Kialo corpus,
such as the argument specificity and stance of
the participants (Durmus et al., 2019) and the
argumentative relevance of its conversations (Guo
and Singh, 2023). Kialo debates are organised
in a weighted graph-like structure: nodes in the
graph represent individual, fully-formed arguments
from a single participant in the debate and are
called Contributions. Contributions are linked
together with weighted edges, with the weights
representing the Argumentative Relation between
the two contributions linked by the edge. Every
debate graph forms a tree-like structure, with
the thesis being debated as the root node of the
tree; dialogues have multiple participants, and the
participants construct the tree structure collectively.

We use a scrape of Kialo introduced in Agarwal
et al. (2022), which we refer to as KialoDataset,
which is a complete scrape of the website as of
January 2020. We also collected a newer scrape of
the website, which we refer to as KialoAbortion,
focusing on a specific topic; we choose Reproduc-
tive Rights as this is a very popular and polarising
debate topic at the time of writing. We made sure
that no debates from the KialoAbortion corpus ap-
pear in the KialoDataset corpus, so that the former
could be used in domain studies without the risk of
data leakage. The KialoDataset corpus contains a
total of 1,470 debates and 311,238 contributions,
of which 1,051 debates (231,945 contributions) are
used for training, 278 debates (53,699 contribu-
tions) for testing, and the remaining ones for vali-
dation. The KialoAbortion corpus is significantly
smaller, with a total of 40 debates (10,584 contri-
butions), of which 27 debates (8,970 contributions)
are used for training, and the remaining ones for
testing. Experiments in the literature sometimes
split the debates without preserving their integrity;
this Single Contribution splitting strategy produces

1https://www.kialo.com/
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Figure 2: The ArguNet architecture.

splits which may contain argument contributions
from the same debates. In contrast to that approach,
we adopt a Whole Debate splitting strategy and
split our data at the debate level, meaning that each
split contains whole debates and contributions from
the same debate do not appear in different splits.

3.3 Model

In this section we will outline the details of
the ArguNet model for Argumentative Relation
Classification. Figure 2 provides an overview of
the model’s architecture. ArguNet is a transformer-
based architecture with a few enhancements
designed to increase its accuracy when dealing
with argumentative data. It uses BERT (Devlin
et al., 2018) to produce dense embeddings of each
token in the input arguments. In order to increase
the model’s ability to correctly understand each
argument’s underlying meaning, we enhanced the
input of ArguNet with ISO 24617-2 Dialogue Act
(DA) Tags extracted with the DASHNet architec-
ture (Mezza et al., 2022). We chose the DASHNet
classifier because of its multidimensional and
open-domain nature, which suits our use case
very well; moreover, the model uses data from the
Internet Argument Corpus (Abbott et al., 2016;
Walker et al., 2012), which is similar in nature and
scope to the Kialo data.

ArguNet also uses Utterance Manipulation
Strategies (UMS) from Whang et al. (2021) to

obtain a better encoding of the context of the
arguments to classify: special "[INS]" and "[DEL]"
tokens are randomly inserted in the input and the
corresponding utterance is either removed (in the
case of "[DEL]") or erroneously inserted in the
wrong spot (in the case of "[INS]"). The network
has separate loss functions that control its learning
of the correct UMS tags; this is combined with the
classification loss from the final Softmax classifier,
and the losses are averaged together to produce
the final loss of the network. We added UMS to
this model due to the high relevance of the order
of debate turns in understanding argumentative
moves; previous work acknowledged this, but
leveraged context in ways that do not take into
account the exact order of the utterances, such
as weighted sum of embedded turns (Agarwal
et al., 2022). The order of previous contributions is
especially relevant to our architecture as it relies
on context-aware DAs (Mezza et al., 2022); as
we show in Section 4.4, UMS and DAs function
especially well when combined.

Our input is an argument contribution
AN = T1, ..., TM , where Ti is the i-th token
of the contribution, together with its context
CAN

= AN−1...AN−k, where k is the context
window size of our model. We keep the window
size at 5, following evidence in the literature
that this is the optimal amount of context for
an Argumentative Relation Classification model
(Agarwal et al., 2022). We also only utilise
argument contributions that directly preceded
the target contribution in the debate, as opposed
to alternative branches in the graph or future
arguments in the discussion; this is done to make
our model suitable for a real-life application in
which future arguments may not be available for
the analysis.

Our data is pre-annotated with the DASHNet ar-
chitecture to obtain a DA-enriched argument contri-
bution ÃN = T1, ..., TM , [SEP ], DA1, ..., DAH .
Each contribution in the context is also annotated
with its DA tags. Figure 3 shows an example of an
argument contribution annotated with DASHNet
Dialogue Acts; note that DASHNet tags provide
structural information about single utterances in
the contribution, which we argue are highly ben-
eficial to understand Argumentative Moves in a
debate. As DASHNet operates on individual utter-
ances, a contribution may have multiple DA tags
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Figure 3: An example of an argument snippet annotated
with Dialogue Acts. Note that DAs are annotated for
each individual utterance in the contribution, and DAs
might belong to different semantic dimensions (in this
example, DAs from the Task and Feedback dimensions
are shown)

associated with it. The input is then reshaped to
utilize Utterance Manipulation Strategies, similarly
to the UMS-ResSel model introduced in (Whang
et al., 2021). We only utilize Insertion and Deletion
strategies, as we found in our experiments that the
Search strategies did not impact the accuracy of
the resulting model when the other two strategies
were present. For the insertion strategies, a target
argument contribution in the context is randomly
removed from its original position and placed at the
end of the context window. Special [INS] tokens
are placed before each contribution in the context
to encode whether the target contribution should be
placed in that position. Target values for the [INS]
tokens are 1 for the position in which the target
argument contribution originally belonged, and 0
for all other tokens. For the deletion strategies, a
random outlier contribution from a different con-
text window is randomly placed in a random place
in the context. Special [DEL] tokens are placed
before each argument contribution in the context
to encode whether that contribution is the outlier
argument or not.

The input is concatenated with its UMS-
enhanced context and they are all passed to the
BERT model, which produces embeddings for each
token in the input (including the DA tags and the
UMS tokens). A binary cross-entropy loss function
is applied to the UMS tokens to determine whether
the network correctly guessed the positions of the
argument contributions in the context. The tokens
are then stacked together to produce a dense input
representation which is then fed to a Softmax Clas-
sifier similar to the one used in Sentence-BERT
(Reimers and Gurevych, 2019). The final loss of
the model is the sum of the classification loss and
the UMS losses.

4 Experiments and Results

In this section, we illustrate the results of our ex-
perimental study. We ran three sets of experiments
for this study: the first one was aimed at assess-
ing ArguNet’s accuracy when trying to determine
the Argumentative Relation between two argument
contributions, and compare it to existing methods
in the literature, the second one was aimed at mea-
suring the impact of each feature of the model via
an ablation study, while the third one aimed at mea-
suring how much our model and existing models
rely on domain-specific lexical information in or-
der to produce their prediction. We replicated the
following models from the literature:

• Majority Baseline: this is just the frequency
of the most prevalent argumentative move in
the dataset. Both of our datasets are reason-
ably balanced: KialoDataset is comprised of
56.2% Attack relations and 43.8% Support re-
lations, while KialoAbortion contains 54.8%
Attack relations and 45.2% Support relations.

• ReCAP: this is a model trained and tested
on the Kialo corpus, originally introduced in
(Lenz et al., 2020) as part of a larger study
on argument mining pipelines to transform
textual arguments into argument graphs. The
authors trained various machine learning mod-
els to predict the relation type between Kialo
posts. We report results for their XG Boosting
model, which is the most accurate based on
our replication study.

• BERT-Base: this is the result of fine-tuning
the BERT model on the Kialo dataset, using
a single argument contribution as the context
window (k = 1). A softmax classifier is ap-
plied to the output BERT embeddings. We
chose BERT as a baseline language model
since it is the foundational input embedding
architecture for both ArguNet and GraphNLI.

• GraphNLI: this is the GraphNLI model as
presented in (Agarwal et al., 2022). We used
the code released by the authors, with the
best-performing setting reported by the au-
thors (weighted sum average for aggregation
and Weighted root-seeking path with a context
length of 5). As described in Section 3.2, we
altered the training and test splits of the Kialo
dataset to keep debates intact, rather than shuf-
fling and splitting the argument contributions;
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while we were able to replicate the authors’
results with their settings, our results when
evaluating this model are different from the
ones they reported.

• ArguNet: our model (see Section 3.3).

For the ablation study, we implemented the follow-
ing variations of the ArguNet model:

• Without UMS: this is a variation of the Ar-
guNet model that removes the UMS from
Whang et al. (2021). The DASHNet anno-
tation is still maintained.

• Without DA: this is a variation of the Ar-
guNet model that removes the DASHNet DAs.
The UMS strategies are still maintained in the
network.

• Without DA and UMS: this version of the
model removes both the UMS strategies and
the DASHNet annotations, leaving just the
BERT embedding layer and the final Softmax
Classifier.

All of the variants implemented for the ablation
study maintain a context window of k = 5.

4.1 Implementation Details
We trained our models on Google Colab, using an
NVIDIA A100 GPU with the "High RAM" setting.
Training of our models took a total of roughly 400
GPU Hours, which includes all the re-trainings we
had to do for our various experiments. We trained
the UMS and ArguNet models for 20 epochs, but
implemented early stopping with a patience of 3
(most models finished training between epochs 8
and 12). We use a Dropout rate of 0.8 for the fi-
nal classification layer, a learning rate of 3e-05
and AdamW optimiser with epsilon value of 1e-
8. We used BERT with 12 hidden layers, and an
embedding dimension of 768, with a Dropout rate
for its attention layer of 0.1. We validated all of
these hyperparameters using the validation set of
the KialoDataset. We used the "BERT base un-
cased" version of the BERT model from Hugging
Face for any experiment involving BERT embed-
dings, and truncated contributions longer than 100
tokens to 100 tokens to fit the model’s maximum
input length of 512 (this was not generally an issue,
as the average length of Kialo contributions in our
data is 60 tokens. Since we had standardised train-
ing, test and validation splits for our experiments,
we did not use cross-validation in our evaluation.

4.2 Argumentative Relation Classification

We trained various models from the literature
on the combined train splits of the KialoDataset
and KialoAbortion datasets, and compared their
results to the ones obtained by the ArguNet model.
We used accuracy as a metric and tested on both
the KialoDataset and KialoAbortion test sets
separately. All the models were trained and tested
on the same data, and were trained with the Whole
Debate splitting strategy (i.e. contributions from
the same debate are kept in the same split) which
produced some differences between the results we
obtained and the ones reported by the authors of
the respective papers. Table 2 shows the results:

Model Accuracy
(KialoDataset)

Accuracy
(KialoAbortion)

Majority Baseline 54.7% 54.5%

ReCAP

(Lenz et al., 2020) 66.8 % 64.1%

BERT-Base

(Devlin et al., 2018) 79.2% 74.4%

GraphNLI

(Agarwal et al.,
2022)

79.9% 78.9%

ArguNet 82.1% 81.6%

Table 2: Argumentative Relation Classification results
for our novel models, ArguNet and GraphNLI-DA, com-
pared with other models in the literature. We replicated
all models for this work.

The results show that ArguNet achieves state-
of-the-art accuracy on the KialoDataset and
KialoAbortion test sets. We can see that models
based on BERT embeddings outperform the Re-
CAP model which is based on shallow machine
learning methods. The GraphNLI model shows
a significant decrease in accuracy on the Kialo-
Dataset with respect to the original result reported
by the authors (82.87%): this was expected, as that
result was obtained with the Single Contribution
splitting strategy, meaning that the model would
have seen other contributions from the test set dur-
ing training. The model still outperforms the BERT
baseline on both test sets. ArguNet shows a sig-
nificant boost in accuracy over GraphNLI, which
validates empirically the validity of its input encod-
ing and context understanding strategies.
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4.3 In-domain vs Out-of-domain accuracy

One of the main hypotheses that led to the design
of the ArguNet architecture is that existing models
in the literature largely rely on lexical information
from their training corpora, which makes them less
accurate when annotating debates on entirely un-
seen topics. In order to test this hypothesis, we
compared the results of our implemented models
when trained with and without the KialoAbortion
training data. We used accuracy on the KialoAbor-
tion benchmark test set as a metric. Table 3 shows
the results of this study.

Model OOD
training

In-
domain
training

difference
(%)

ReCAP

(Lenz et al., 2020) 62.3 % 64.1% 1.8%

BERT-Base

(Devlin et al., 2018) 72.3% 74.4% 2.1%

GraphNLI

(Agarwal et al.,
2022)

78.8% 79.9% 1.1%

ArguNet 80.9% 81.6% 0.7%

Table 3: Difference in accuracy between our imple-
mented models when trained with/without in-domain
data. All models were tested on KialoAbortion.

Results indicate that ArguNet outperforms ex-
isting approaches in the literature on both the in-
domain and out-of-domain data, while also show-
ing the lowest accuracy loss when trained without
in-domain data. In general, models that utilise con-
textual information and other non-lexical features
seem to be less prone to accuracy loss when trained
without in-domain data: ReCAP and BERT-Base
show significant accuracy losses (1.8% and 2.1%
respectively) when trained without in-domain data,
whereas GraphNLI and ArguNet exhibit much
lower accuracy losses when in-domain training data
is removed. This appears to validate our hypothe-
sis that models that rely mainly on lexical features
are more prone to committing annotation errors on
OOD data when compared to models that adopt a
more sophisticated encoding of the input.

4.4 Ablation Study

We trained various alterations of the original Ar-
guNet architecture by removing some of its fea-
tures, in order to measure their impact on the over-
all accuracy of the model. All variations were

tested on the same test sets used in the Argumen-
tative Relation Classification experiments. Table 4
shows the results of this study.

Model Accuracy
(KialoDataset)

Accuracy
(KialoAbortion)

Without DA and
UMS

79.7% 78.5%

Without DA 80.7% 80.0%

Without UMS 80.3% 79.6%

ArguNet 82.1% 81.6%

Table 4: Ablation study for the ArguNet model.

The results confirm our hypothesis that an un-
structured encoding of the context is less effective
than a specialised encoding, as the model trained
without UMS shows a decrease in accuracy on both
the KialoDataset and KialoAbortion corpora, with
a 1.8% and 1.0% difference respectively. The DA
feature also appears to be highly beneficial to the
classification, with the "Without DA" model being
significantly outperformed by the full ArguNet ar-
chitecture on both the KialoAbortion dataset (1.4%
increase) and the KialoDataset (1.6% increase).
This follows our hypothesis that Dialogue Act Tags
provide an input signal that correlates with Argu-
mentative Relation types. The DASHNet model
uses data from the Internet Argument Corpus V2
(IAC) (Abbott et al., 2016; Walker et al., 2012) ;
as this corpus contains argumentative discussions
that are similar in scope and style to those found in
Kialo, this may also have helped the classification.

5 Conclusions

In this work, we introduced ArguNet, a neural
model for the classification of Argumentative Re-
lations between argument contributions in online
debates. We showed how it achieves state-of-the-
art results when tested on the Kialo dataset of on-
line debates, and provided evidence that its defin-
ing features, namely the use of Dialogue Acts and
well-structured encoding of the context of the con-
versation, are highly beneficial for the task at hand.
Finally, we showed how its architecture is more
robust to out-of-domain classification when com-
pared to existing approaches in the literature, and
provided a comparison between in-domain and out-
of-domain performance for all of our baselines.
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