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Abstract

This work presents a novel framework for the
automated prediction of item difficulty and re-
sponse time within educational assessments.
Utilizing data from the BEA 2024 Shared Task,
we integrate Named Entity Recognition, Se-
mantic Role Labeling, and linguistic features
to prompt a Large Language Model (LLM).
Our best approach achieves an RMSE of 0.308
for item difficulty and 27.474 for response time
prediction, improving on the provided baseline.
The framework’s adaptability is demonstrated
on audio recordings of 3rd-8th graders from the
Atlanta, Georgia area responding to the Test of
Narrative Language. These results highlight
the framework’s potential to enhance test devel-
opment efficiency.

1 Introduction

Standardized tests are essential tools for evaluat-
ing knowledge and ability for academic and pro-
fessional purposes, and thus must be rigorously
designed and meet stringent criteria. Key as-
pects include diverse item difficulty for compre-
hensive skill evaluation and appropriate response
time allocation – insufficient time compromises
fairness, while excessive time leads to inefficien-
cies (Huggins-Manley et al., 2022). Traditionally,
item difficulty and response time optimization have
relied on pretesting, where new items are embed-
ded in live exams. However, this labor-intensive
process limits the number of new items and in-
troduces security risks through potential overuse
(Settles et al., 2020). In high-stakes examinations
like the United States Medical Licensing Exam-
ination (USMLE) 1, these challenges necessitate
the exploration of alternative approaches for more
secure and efficient test design.

In response to these challenges, recent research
explores automated prediction using the text of
items themselves. This approach promises to

1https://www.usmle.org/

streamline test development, enhance exam fair-
ness, and mitigate security risks associated with
item overexposure. The automated prediction of
item difficulty and item response time shared task
at the 19th BEA Workshop aims to address this
gap (Yaneva et al., 2024). Advancements in Large
Language Models (LLMs), trained on massive text
corpora, hold significant potential for discerning
language patterns indicative of item difficulty and
response time. This paper outlines our methodol-
ogy for automated prediction of these characteris-
tics, leveraging named entity recognition, semantic
role labeling, and LLMs. We further evaluate the
framework’s validity across modalities by applying
it to a dataset of children’s oral responses to the Test
of Narrative Language. Our approach integrates
these technologies to analyze the complexities of
test item texts, aiming to accurately predict both
difficulty level and response time.

2 Related Works
In recent years, the prediction of item difficulty
and response time has garnered significant atten-
tion in the field of educational assessment research.
Prior work in this field employed techniques rooted
in classical test theory and item response theory.
More recently, the advent of sophisticated machine
learning approaches has enabled novel methods for
modeling these parameters (Yaneva et al., 2020,
2021).

In Lin et al. (2019) an LSTM-based method
for Chinese reading comprehension tests was pro-
posed. It achieved high accuracy utilizing word
embeddings and text correlation networks. Sim-
ilarly, Hochreiter and Schmidhuber (1997) em-
ployed word embeddings within a semantic space
to analyze relationships between multiple-choice
test components, finding correlations between se-
mantic similarity and item difficulty. Research on
item difficulty prediction in medical exams has also
advanced significantly with Qiu et al. (2019) intro-
ducing the Document enhanced Attention based

561

https://www.usmle.org/


neural Network (DAN) framework using seman-
tic relevance and similarity for difficulty assess-
ment. Ha et al. (2019) further demonstrated that
embeddings and linguistic features extracted from
test documents outperform simple text complexity
measures in predicting construct-relevant difficulty
in MCQs. Baldwin et al. (2021) incorporated item
response time prediction, emphasizing the impor-
tance of understanding how test-takers interact with
items. In a similar vein, Xue et al. (2020) found
transfer learning beneficial for USMLE item diffi-
culty prediction, suggesting stems alone are opti-
mal for difficulty, while the entire question benefits
response time prediction. Despite these advance-
ments, the joint prediction of item difficulty and
response time remains under-explored, motivating
our proposed technique designed to address this
gap.

3 Data
We evaluate our framework primarily on the 2024
BEA shared task dataset constructed from the
USMLE. As an auxiliary task, we also test its va-
lidity on the Test of Narrative Language.
3.1 Shared Task Description
The BEA 2024 Shared Task focuses on the auto-
mated prediction of item difficulty and item re-
sponse time for standardized exams, with an em-
phasis on the USMLE. This task seeks to enhance
the fairness and validity of standardized exams by
streamlining the estimation of item characteristics,
reducing the reliance on extensive pretesting. The
shared task comprises two tracks:
• Track 1: Item Difficulty Prediction predicts the

difficulty level of test items using item text and
relevant metadata.

• Track 2: Item Response Time Prediction pre-
dicts the average time required by test-takers to
answer an item utilizing item text and metadata.

3.1.1 Dataset
This task utilizes a dataset of 667 retired questions
from USMLE Steps 1, 2 CK (Clinical Knowledge),
and 3. These items cover a range of medical knowl-
edge and were authored by experts. The dataset
includes the following components for each item:
• Item Text (Stem): Clinical scenario/question

presented.
• Answer Options: Response choices (A-J, some

items may have fewer options).
• Correct Answer (Key): Correct response letter.
• Item Type: Indicates text-only or image-based

(images not provided).

• Exam Step: Which USMLE step the item be-
longs to.

• Item Difficulty: Numerical difficulty value
(higher=more difficult).

• Response Time: Average response time (sec-
onds) from live exam data.
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Figure 1: The proposed framework for item difficulty
and response time prediction

3.2 Test of Narrative Language (TNL)
This work also uses audio recordings of 185 3rd-
8th grade students from the Atlanta, Georgia, area
as they perform the “Test of Narrative Language
(TNL)" assessment (data collected in Fisher et al.
(2019)). In "Task 2 - Picture Description" in the
TNL, the children were shown an image containing
a character and several elements to describe. The
students were then asked to tell a story about the
image, making their story as complete as possible.
Each child’s response to the prompt was recorded,
and each child, on average, took about 3 minutes
to complete their story. Each child’s assessment
was administered and audio recorded by a trained
member of the project staff according to the TNL
protocols. Recordings were then independently
scored by two speech-language pathologists. If
disagreements occurred in scoring, the two scor-
ers reviewed the audio and discussed differences
to reach a consensus. Each child’s score was an
integer value between 0 and the total number of
test keywords. Recordings were taken at the child’s
school. Audio was recorded in stereo at a sampling
rate of 48kHz. All recordings were resampled to
mono audio with a sampling rate of 16kHz for ex-
perimentation.

3.3 Evaluation
The evaluation for both tracks of the shared task,
and the Test of Narrative Language, is based on the
Root Mean Squared Error (RMSE) metric, offering
an objective measure of the accuracy of predictions
made by the proposed pipeline.
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4 Methodology
4.1 Item Difficulty Prediction
Our item difficulty prediction methodology inte-
grates multiple advanced NLP techniques to en-
hance the precision of our predictions. We out-
line our approach in three main steps: Named En-
tity Recognition (NER), Semantic Role Labeling
(SRL), and the final difficulty prediction.

4.1.1 Named Entity Recognition
For Named Entity Recognition (NER), we employ
a dual-model strategy using both Longformer (Belt-
agy et al., 2020) and a choice between three Large
Language Models (LLMs), Mistral-7B (Jiang et al.,
2023), Llama-7B (Touvron et al., 2023), or Gemma-
7B (Team et al., 2023) to extract named enti-
ties from the entire question text. For LLMs,
we provide input as the question and specifically
prompt them as follows: Understand the input
sentence and annotate the named entities
from the Input Context. This process can be
represented as follows:

NERlongformer = Extractlongformer(Question)

NERLLM = ExtractLLM (Question)

NERUnion = NERlongformer +NERLLM

This process yields three combinations of NER
outputs, one for each LLM, by taking the union
of NERs extracted from Longformer and the se-
lected LLM. This approach ensures a more com-
prehensive and accurate set of named entities by
leveraging the strengths of each model.

4.1.2 Semantic Role Labeling
Following Named Entity Recognition (NER), we
employ Semantic Role Labeling (SRL) utilizing
both AllenNLP SRL Model (BERT Variant) (Gard-
ner et al., 2018) and the selected LLM. SRL func-
tions to identify semantic relationships within the
sentence, attributing roles to entities according to
their contextual significance. For SRL, the process
is analogous to that of NER, employing both Al-
lenNLP SRL and LLM to analyze the text. This
process can be represented as:

SRLBERT = AnalyzeBERT (Question)

SRLLLM = AnalyzeLLM (Question)

SRLUnion = SRLBERT + SRLLLM

For LLMs to generate SRL, we provide the
question and specifically prompt them as fol-
lows: Understand the input context, which
consists of the input sentence and the

associated named entities, then annotate
the semantic role labels of the input
context. This step deepens our pipeline’s com-
prehension of the question’s structure and content,
thus facilitating more precise predictions of item
difficulty.

4.1.3 Difficulty Prediction
Finally, we integrate NER and SRL outputs to pre-
dict item difficulty. The LLM is prompted to esti-
mate difficulty based on the complexity of relating
the correct answer to the identified entities and their
semantic roles.
Difficulty = PredictLLM (NERunion, SRLoutput)

We prompt the LLMs by providing input as the
question, NER, SRL, answer, and the prompt as:
For answer option set, understand the
input context consisting of an input
sentence, a collection of named entities
and semantic role information, summarize
the association with the ith answer
option. Depending on the difficulty level
of the linkages between input context
and [answer options], assign the input
context a score in the range of 0 to 1.4.
This approach leverages the LLM’s language un-
derstanding capabilities, enriched by the detailed
insights from NER and SRL, enabling a more in-
formed prediction of item difficulty.

4.2 Item Response Time Prediction
For item response time prediction, as shown in Fig.
1, we use linguistic features in addition to the NER
and SRL features. For NER and SRL features, we
follow the same steps as for the difficulty prediction
subtask.

4.2.1 Linguistic Features from Question
For item response time prediction, we begin by
extracting a subset of the 255 hand-crafted lin-
guistic features from LingFeat (Lee et al., 2021).
Among all features, we only take numerical and
syntactic features. The LLM is then prompted to
estimate response time using the question, NER,
SRL, answer, linguistic features and the following
prompt: For answer option set, understand
the input context consisting of an input
sentence, a collection of named entities,
semantic role information, Concatenate
lingfeat numerical and syntactic features
to summarize the association with the
ith answer option. Depending on
the exhaustiveness of the linkages
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demonstrated with input context and
[answer options], assign the entire input
context a response time in the range
of 25.0 to 230.00. Higher value would
indicate longer response time and higher
exhaustiveness.

Both item difficulty and response time predic-
tions are performed utilizing the Langchain library
(LangChain, 2024) for chaining API calls to the
LLM models in different stages, as well as to post-
process the outputs after each stage.

4.3 Difficulty and Item Response Time for
Oral Assessments

For recordings from the Test of Narrative Language,
we first generate Automatic Speech Recognition
(ASR) transcripts using the Whisper model (Rad-
ford et al., 2023) as in Veeramani et al. (2023).
Prior studies on literacy development (MEIERS
and MENDELOVITS, 2016), highlight the role
played by item response theory in measuring narra-
tive proficiency and literacy among school children.
Item difficulty is assessed utilizing two metrics: 1)
Transcription Word Accuracy: Calculated as de-
scribed in Oliveira et al. (2022). 2) Proportion of
Correct Responses: We measure the percentage of
children who correctly answer a test item, provid-
ing an additional indicator of item difficulty. To
model item response time, we analyze the time
taken by disfluencies exhibited by speakers dur-
ing the assessment. These disfluencies, classified
as filled pauses (FP), partial words (PW), repeti-
tions (RP), revisions (RV), and restarts (RS), are
extracted using models pretrained on the Switch-
board corpus (Godfrey et al., 1992) following the
methodology outlined in Romana et al. (2023).

4.4 System Design
As per the BEA 2024 Shared Task guidelines, we
attempt the item difficulty and response time pre-
diction task with three separate pipelines. The runs
use identical pipelines and differ only in the choice
of the LLM, with Run 1 using Llama2-7B, Run 2
Mistral-7B, and Run 3 using Gemma-7B.

5 Results and Discussion
5.1 BEA 2024 Shared Task
We first report our results on the BEA 2024 shared
task, comparing the baseline with three variants
of our proposed pipeline. Our findings (Table 1)
demonstrate that prompting Llama2-7B (Run 1) for
simultaneous prediction of response time and item
difficulty outperforms the DummyRegressor base-

line and other LLMs. Similarly, Gemma-7B (Run
3) also exceeds the baseline. We did not perform
any ablation studies. However, these results align
with prior research on LLM reasoning capabilities
(Johnson et al., 2023), supporting the value of our
chosen handcrafted features as supplementary in-
put.

Table 1: RMSE values of different runs on the BEA
2024 Shared Task. Numbers in bold represent best
results

Method Item Difficulty Response Time

Baseline 0.311 31.68

Run 1 0.308 27.474
Run 2 0.329 31.962
Run 3 0.308 28.191

5.2 Test of Narrative Language

Table 2: RMSE values from different runs on the TNL -
Task 2 data

Method Item Difficulty Response Time

Baseline 4.043 4.941

Run 1 2.162 2.038
Run 2 2.0578 2.0237
Run 3 2.007 2.022

As shown in Table 2, Gemma-7B (Run 3) demon-
strates superior performance in predicting both re-
sponse time and item difficulty, exceeding the base-
line and other LLMs. Similar to the results seen
in the BEA 2024 Shared Task, the inclusion of nu-
merical, lexical, and linguistic features likely aides
in understanding the complex interplay of within
the input and the syntactic/semantic relationships
needed to correctly identify the answer.

5.3 Conclusion
This paper introduces a novel framework for au-
tomating the prediction of item difficulty and re-
sponse time, a crucial aspect of educational assess-
ment design. Our system, utilizing Named Entity
Recognition, Semantic Role Labeling, and linguis-
tic features in conjunction with a Large Language
Model, demonstrates promising performance on
the BEA 2024 Shared Task data, achieving RMSE
values of 0.308 (item difficulty), and 27.474 (item
response time). The framework’s adaptability was
further evidenced by its successful application to
audio recordings from the Test of Narrative Lan-
guage, highlighting the potential of this approach
to streamline test development.
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Limitations

While promising, our framework has limitations:
Model Interpretability: The LLM’s decision-
making process lacks transparency. Future research
should explore methods for increasing interpretabil-
ity and providing human-understandable explana-
tions.
Linguistic Feature Scope: Our current implemen-
tation analyzes a specific set of linguistic features
for item response time prediction. It is possible that
additional features, such as specific domain-related
vocabulary, could further enhance prediction accu-
racy.
Domain Specificity: While our framework shows
promise for both written and oral assessments, its
performance may vary across different domains
and test formats. Further research is needed to
evaluate and potentially adapt the framework for
optimal performance in specific testing contexts.

Addressing these limitations will improve the
framework’s accuracy, efficiency, and fairness in
educational assessments.
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