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Abstract
Biomedical question-answering systems re-
main popular for biomedical experts interacting
with the literature to answer their medical ques-
tions. However, these systems are difficult to
evaluate in the absence of costly human experts.
Therefore, automatic evaluation metrics are of-
ten used in this space. Traditional automatic
metrics such as ROUGE or BLEU, which rely
on token overlap, have shown a low correlation
with humans. We present a study that uses large
language models (LLMs) to automatically eval-
uate systems from an international challenge
on biomedical semantic indexing and question
answering, called BioASQ. We measure the
agreement of LLM-produced scores against hu-
man judgements. We show that LLMs correlate
similarly to lexical methods when using basic
prompting techniques. However, by aggregat-
ing evaluators with LLMs or by fine-tuning,
we find that our methods outperform the base-
lines by a large margin, achieving a Spearman
correlation of 0.501 and 0.511, respectively.

1 Introduction

Biomedical question answering (QA) is concerned
with building systems that automatically answer
biomedical questions posed by humans in natu-
ral language (Soares and Parreiras, 2018; Nguyen,
2019). To develop and optimise these systems, we
must use metrics that evaluate the quality of their
output. Automatic metrics such as ROUGE (Lin,
2004) and BLEU (Papineni et al., 2002) have
been shown to correlate poorly with human eval-
uation (Liu et al., 2016), and human annotations
are prohibitively expensive and impractical in the
biomedical domain (Pampari et al., 2018; Guo et al.,
2006). To rectify this problem, recent research
has suggested using medium-sized model-based
evaluators and Large Language Models (LLMs).
Model-based evaluators such as BERTscore (Zhang
et al., 2020) or BLEURT (Sellam et al., 2020) have
demonstrated improvements over n-gram based

metrics in various natural language generation
(NLG) evaluation contexts such as summarisation
and QA (Zhong et al., 2022). However, their evalu-
ation capability is still far below that of humans.

The recent improvement of LLMs for various
tasks has fostered research on their use for the eval-
uation of the performance of text generation tasks
such as summarisation and dialogue generation
(Liu et al., 2023). In this paper, we experiment with
using LLMs to evaluate biomedical query-focused
summarisation systems. To the best of our knowl-
edge, this is the first study for such a task. In par-
ticular, we compare the correlation between human
judgements and LLM-based evaluators for the eval-
uation of several systems participating in the “ideal
answer” task of BioASQ 2021 and 2022 (Nentidis
et al., 2022). Our study examines different prompt-
ing strategies for such evaluations.

2 Related Work

Fu et al. (2024) indicates that the use of LLMs as
reference-free probability-based evaluators yields
performance superior to n-gram metrics and model-
based evaluators such as BERTscore, all the while
providing a customised and multi-faceted evalua-
tion with no training cost. Probability-based LLM
evaluation, however, suffers from issues of robust-
ness which lead to biases and loopholes (He et al.,
2023) that impact its efficacy.

LLMs, through prompting, have also been used
to evaluate text via Likert scale scoring (a five-
level scale) (Likert, 1932), leading to greater per-
formance than n-gram and model-based evalua-
tion techniques. However, Chiang and Lee (2023)
showed that outputting only a number could be sub-
optimal but that asking the LLM to explain its rat-
ing can lead to an increase in correlation to human
ratings. The pairwise ranking also showed promis-
ing results (Kotonya et al., 2023), with accuracy
outperforming n-gram and model-based evaluators.
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LLMs can also leverage emergent abilities which
can be used to incorporate in-context learning (ICL)
and chain-of-thought (CoT) in their evaluation
strategies. In ICL (Xie et al., 2022), a model is
provided with input-output examples of a down-
stream task instead of being trained or fine-tuned
on the task. In CoT (Kojima et al., 2022), a com-
plex task is broken down into multiple intermediate
steps to improve reasoning in LLMs.

Liu et al. (2023) used GPT-4 to achieve the
highest correlation with human evaluations in com-
parison to other model and n-gram based metrics.
Jain et al. (2023), using GPT-3, showed that using
few-shot prompting — a small number of exam-
ples added to the prompt — can reach or exceed
the state-of-the-art on multi-dimensional evalua-
tion and that this is robust to the sampling method
of in-context examples whether it be random or
representative of the range of scores in the exam-
ple pool. However, Kotonya et al. (2023) showed
using a small LLM (orca-mini-v3-7B), that one-
shot prompting doesn’t bring significantly greater
results than zero-shot.

The use of LLMs as meta-evaluators who use
their reasoning capabilities to combine diverse eval-
uation techniques has also seen promise. In Shu
et al. (2023), various LLMs were given supplemen-
tary evaluation metrics like NLI Score (Bowman
et al., 2015), BLEURT and probability-based LLM
techniques to aid with their judgements, with the
meta-evaluation outperforming all individual eval-
uators.

The above research, however, was not used in
query-focused summarisation tasks. This paper is
the first that tests the use of LLMs for the evaluation
of biomedical query-focused summarisation.

3 Methodology

We use the human judgements of runs participating
in the “ideal answers” question answering task of
BioASQ (Nentidis et al., 2022). Such “ideal an-
swers” are multi-sentence answers, and therefore
the task is about biomedical query-focused sum-
marisation. In particular, training and development
is based on systems (runs) participating at BioASQ
20201, whereas testing is on runs participating at
BioASQ 20212 and BioASQ 20223. The rationale
for using BioASQ 2020 for training is that it is the

1Run MQ1 in each batch submitted by Mollá et al. (2020).
2Run MQ1 in each batch submitted by Khanna and Mollá

(2021).
3Run MQ1 in each batch submitted by Mollá (2022).

Evaluation criteria

Recall: Fraction of information in the
known answers that is reported in the gen-
erated response
Precision: Fraction of information in the
generated response that is in the known an-
swers
Repetition: Amount that the generated re-
sponse repeats the same information
Readability: Generated response’s ability
to be easily understood and easily identi-
fiable as an answer to the question by a
human

Figure 1: Human criteria for the evaluation of a (ques-
tion, ideal answer) pair given the known answer. Each
criterium was scored between 1 and 5.

most recent year prior to the test data. Resource
constraints do not allow us to use all runs partic-
ipating at BioASQ 2020 for training, or all runs
participating at BioASQ 2021 and 2022 for testing.

The human judges are given instructions to eval-
uate the pair (question, generated answer), given a
correct answer, according to four criteria presented
in Figure 1. The final score of a (question, gener-
ated answer) pair is the average of the 4 criteria.
These judgements are provided to us by the organ-
isers of BioASQ. To preserve privacy, we only had
access to the judgement of runs submitted by us.

For each automatic evaluation technique, the
Spearman correlation (Spearman, 1904) is calcu-
lated. In addition, since the LLM-based evalua-
tion generated integer numbers 1 to 5, for each
LLM-based evaluation technique, the quadratic
kappa, a well-established correlation metric for
nominal scales (Cohen, 1968), was also calculated4.
BioASQ runs five to six evaluation batches each
year. Since there is no guarantee that the same runs
participated in all batches, the correlations are com-
puted separately for every batch, and the results
reported in this paper are the average correlation.
Each batch has approximately 100 (question, gen-
erated answer, known answer) triples.

Given that the automatic evaluation by LLMs
can vary each time the LLM is run, each batch is
evaluated three times and then the evaluation re-

4Quadratic kappa could not be used on the output of the
other evaluation techniques we tested because they generate
real numbers between 0 and 1.
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sults are averaged before computing the correlation
with the human judges.

The LLM-based evaluations return independent
evaluation scores for each evaluation criterion (Fig-
ure 1). Our correlation experiments consequently
measure the correlation of each criterion (and av-
erage) per the corresponding human criterion (and
average). For example, the Precision column of Ta-
ble 1 shows the correlation of the Precision scores
generated by each LLM evaluator for the Precision
scores of the human judges.

4 Experiments

We investigated several evaluation strategies, from
baseline well-known token-based metrics to the use
of LLMs as evaluators in different settings.

4.1 Token-based Techniques and their
Limitations

ROUGE-1 and ROUGE-2 (F1), as well as Sci-
BERTscore (Precision, Recall, F1), were tested
to attain a baseline correlation level. ROUGE F1
was chosen given its robustness over precision and
recall (Mollá and Jones, 2020). Sci-BERT (Beltagy
et al., 2019) is a BERT (Devlin et al., 2019) model
pretrained on papers from Semantic Scholar, of
which 82% are from the biomedical domain. Sci-
BERT was chosen over BERT due to its greater
understanding of biomedical terminology.

4.2 LLMs
GPT-3.5 (gpt-3.5-turbo-0125) and GPT-4
(gpt-4-1106-preview) were used as evaluators.
All prompts included the question, reference
answer(s), a system output, the defined evaluation
criteria, and instructions rating responses on a 1-5
integer scale. For all runs, the system prompt was
set to “You are a useful evaluator of a biomedical
question answering system”, and the temperature
and top p were set to 0 and 0.6, respectively, to
facilitate reproducibility. Out-of-the-box (OTB)
GPTs were tested with the base prompt listed in
Figure 2.

4.2.1 Reason then Score
Chain-of-thought (CoT) prompting has demon-
strated an increase in performance in various
tasks, such as arithmetic and commonsense rea-
soning (Kojima et al., 2022). We used the variant
of CoT called “Reason then Score” (RTS), in which
an LLM is asked to explain its reasoning. RTS has
emerged as a popular prompting technique (Shen

OTB prompt

We have a biomedical question, a list of
known answers, and the output generated
by an automatic question-answering system.
Given the known answers, evaluate the qual-
ity of the answer generated by the system.
In your evaluation, address the following:
1. recall: The fraction of information in the
known answers that is reported in the gen-
erated response. A higher score indicates
better recall.
2. precision: The fraction of information in
the generated response that is in the known
answers. A higher score indicates better
precision.
3. repetition: The amount that the gener-
ated response repeats the same information.
A higher score indicates less repetition.
4. readability: The generated response’s
ability to be easily understood and easily
identifiable as an answer to the question by
a human. A higher score indicates better
readability.
Use a 1-5 integer scale. Report the answer
as a json structure using the template.
{"readability": {"score": 1-5}, "recall":
{"score": 1-5}, "precision": {"score": 1-
5}, "repetition": {"score": 1-5} }.
remember to report the answer as the for-
mat above with no deviations from this for-
mat. remember "score" is a key.

Figure 2: Prompt used in the out-of-the-box (OTB)
LLM systems.

et al., 2023). In our experiments, we altered the
answer reporting format to include an explanation
area that instructs the LLM to explain its answers
(Figure 3).

4.2.2 Few Shot
LLMs are reported to display an increase in perfor-
mance when the prompt includes a few examples
with their input query (Brown et al., 2020). We pro-
vided the LLMs with six examples from BioASQ
2020. Our initial experiments showed that random
sampling of examples yielded poor performance.
We instead used a percentile-based selection strat-
egy to ensure a wide coverage of the example pool,
based on the scores given by the human judges. In



239

RTS prompt

... (text of figure 2 inserted here, replacing
its json template with the following) ...
{“recall”: {“explanation”:"", “score":1-5}
“precision”: {“explanation”:"", “score":1-
5}

“repetition”: {“explanation”:"", “score":1-
5}

“readability”: {“explanation”:"", “score":1-
5}

Figure 3: Prompt used for Reason then Score (RTS)
prompting.

particular, examples with 15th and 80th-percentile
scores for recall, precision and readability were
included in the prompt.

4.2.3 Fine-tuning
We also experimented with fine-tuned
LLMs. In particular, we fine-tuned GPT-3.5
(gpt-3.5-turbo) using the same prompting
format as OTB.

4.2.4 LLMs as Meta Evaluators
Inspired by work by Shu et al. (2023), we experi-
mented with the use of LLMs as meta-evaluators
of 3 different evaluators. In particular:

1. To aid the LLM in scoring repetition, we pro-
vided it with a “Repscore” which took the
number of unique words in a response and
divided it by the total number of words.

2. Smog score (Laughlin, 1969), which looks
at the number of polysyllabic words and sen-
tences in a text, was used to aid the scoring of
readability.

3. Finally, the output from the fine-tuned GPT-
3.5 model was also included to aid with the
scoring of all dimensions.

Testing was done primarily on GPT-4, since
GPT-3.5 showed a very limited capability in rea-
soning with other scores.

4.2.5 Pairwise Ranking
LLMs have also shown potential in comparative
assessment (Liusie et al., 2024). We conducted
pairwise ranking, where the LLM evaluator (gpt4-
1106-preview) was given the output of two systems,

Pairwise Ranking prompt

We have a biomedical question, a list of
known answers, and outputs generated by
different automatic question answering sys-
tems.
Given the known answers, rank the qual-
ity of the outputs generated by the system
based on how similair they are to the ideal
answers and if they answer the question
properly.
Report the answer as a JSON structure using
the template, noting that a rank of 1 implies
that this system output is the best compared
to the others:
{"ranks": 1: "system name", 2: "system
name", "Explanation": "reasoning for why
you ranked the systems this way. be spe-
cific"}.

Figure 4: Prompt used for Pairwise ranking prompting.

the question, and was asked to rank them. We gave
the LLM a CoT of the form Score then Reason as
shown in Figure 4. We used accuracy and Cohen’s
kappa5 to evaluate the performance.

5 Results and Discussion

Table 1 shows the results of all experiments except
pairwise ranking, and Table 2 shows the results of
the experiments with pairwise ranking.

Similar to previous work, we find that token-
based methods perform worse than LLMs in gen-
eral (Liu et al., 2023). Possible causes of the
relatively poor performance of token-based ap-
proaches is, as mentioned by Hanna and Bojar
(2021), that ROUGE is unable to incorporate infor-
mation on context and semantic meaning, whereas
Sci-BERTscore is less sensitive to errors in text, es-
pecially if the candidate is lexically or stylistically
similar, and both are insensitive to negation. These
limitations have increasingly larger impacts on ab-
stractive over extractive systems, making evaluat-
ing outputs using these metrics potentially unreli-
able. Still, Table 1 shows that the token-based meth-
ods achieve a correlation with the human judge-
ments of precision and readability that is compara-
ble to that of some of the LLM approaches.

5This is the standard Cohen’s kappa, not quadratic kappa,
since now the score is not a nominal scale.
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Table 1: Spearman Correlation and Quadratic Kappa values. The Average column shows the average of Precision,
Recall, Readability, and Repetition scores. The Combined column shows the correlation between the score resulting
from averaging the machine predictions for Precision, Recall and averaging the human annotations. FS: Few Shot
and CoT: Chain-of-Thought.

Precision Recall Readability Repetition Average Combined

ρ κ ρ κ ρ κ ρ κ ρ κ ρ

To
ke

n-
ba

se
d ROUGE-1-F1 0.384 - 0.280 - 0.159 - 0.118 - 0.235 - 0.357

ROUGE-2-F1 0.412 - 0.271 - 0.164 - 0.129 - 0.244 - 0.364
Sci-BERTscore-P 0.489 - 0.184 - 0.150 - 0.233 - 0.264 - 0.391
Sci-BERTscore-R 0.283 - 0.325 - 0.146 - 0.152 - 0.227 - 0.341
Sci-BERTscore-F1 0.420 - 0.264 - 0.154 - 0.208 - 0.262 - 0.391

L
L

M

GPT-3.5 0.370 0.235 0.298 0.229 0.123 0.090 0.232 0.143 0.256 0.174 0.388
GPT-3.5 - CoT 0.322 0.266 0.293 0.256 0.168 0.151 0.242 0.155 0.256 0.207 0.376
GPT-3.5 - FS 0.363 0.252 0.333 0.253 0.130 0.122 0.039 0.036 0.216 0.166 0.370
Fine-tuned GPT-3.5 0.537 0.472 0.352 0.331 0.295 0.273 0.516 0.460 0.425 0.384 0.511
GPT-4 as meta evaluator 0.531 0.472 0.426 0.428 0.343 0.317 0.388 0.275 0.422 0.373 0.501

Table 2: Accuracy and Kappa values of pairwise ranking
evaluation.

Accuracy Kappa

Pairwise Ranking 0.61 0.31

GPT-3.5 with basic prompting displays similar
performance to token-based metrics when using
prompt engineering techniques such as CoT and
few shot. When fine-tuned, GPT-3.5 attains a much
higher correlation with humans than the token-
based metrics. GPT-4 as a meta-evaluator achieves
very similar results to the fine-tuned model. More
testing is needed to be done on GPT-4 to see if
prompt engineering leads to even better results.

Few-shot prompting performed the worst out of
the LLM-based methods. In our preliminary ex-
periments, we observed that the performance of
the few-shot approach varied, with some batches
increasing their correlations and others decreasing.
This was in contrast with the performance of the
fine-tuned approach, which had a lower variation
across batches. This suggests that the examples
chosen for few-shot could be more suited to cer-
tain batches. A promising future direction is to
incorporate a dynamic selection of examples.

6 Conclusions

We compared the use of traditional evaluation met-
rics (ROUGE, BERTScore) with the use of LLMs
for the evaluation of query-focused summarisation
of biomedical questions. For this, we used system
runs that participated in BioASQ challenge, and
computed correlation between automatic evalua-

tions and human judgements.
Our experiments show that, while LLMs with

basic prompting do not outperform ROUGE or
BERTScore, approaches that use fine-tuning or
that combine LLMs with additional scorers, sig-
nificantly improve correlation with human judge-
ments.

7 Limitations

Due to limitations of resources and the availability
of few runs, we have not experimented with a wide
range of outputs of differing characteristics. Our
training and test data used runs that were performed
in the middle to the top range of systems participat-
ing in BioASQ. Therefore, the quality of the evalu-
ators has not been tested on poor-quality runs. As
a consequence, even though the results presented
here should be valid to evaluate medium to high-
quality systems, we cannot guarantee that the qual-
ity of the evaluations applies to poor-performing
systems.

8 Ethical Considerations

The human judgements were obtained from the or-
ganisers of BioASQ. To ensure the privacy of these
judgements, we only had access to judgements of
past runs submitted by the authors of this paper,
and the review judgements were anonymous.

Even though our results show a better correla-
tion with human judgements than other automatic
evaluation metrics, there is still room for improve-
ment, and the evaluation results might not be reli-
able enough for applications requiring high-quality
output systems and high-quality evaluation.
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