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Abstract

Healthcare professionals often manually ex-
tract information from large clinical documents
to address patient-related questions. The use
of Natural Language Processing (NLP) tech-
niques, particularly Question Answering (QA)
models, is a promising direction for improv-
ing the efficiency of this process. However,
document-level QA from large documents is
often impractical or even infeasible (for model
training and inference). In this work, we solve
the document-level QA from clinical reports
in a two-step approach: first, the entire report
is split into segments and for a given question
the most relevant segment is predicted by a
NLP model; second, a QA model is applied
to the question and the retrieved segment as
context. We investigate the effectiveness of
heading-based and naive paragraph segmenta-
tion approaches for various paragraph lengths
on two subsets of the emrQA dataset (Pampari
et al., 2018). Our experiments reveal that an av-
erage paragraph length used as a parameter for
the segmentation has no significant effect on
performance during the whole document-level
QA process. That means experiments focus-
ing on segmentation into shorter paragraphs
perform similarly to those focusing on entire
unsegmented reports. Surprisingly, naive uni-
form segmentation is sufficient even though it
is not based on prior knowledge of the clinical
document’s characteristics.

1 Introduction

Healthcare professionals spend a lot of time go-
ing through extensive clinical documents, such as
discharge summaries, to find specific answers to
questions about their patients (Demner-Fushman
et al., 2009). This process could be aided by Ques-
tion Answering (QA) models, that search for sub-
strings in the text of a clinical document to provide
an evidence for a given question (Pampari et al.,
2018).

Currently, encoder-based language models
demonstrate strong performance in solving QA
tasks (Lan et al., 2020; Zhang et al., 2020), even
when we are looking for substrings in a multi-
paragraph clinical context (Yue et al., 2020). How-
ever, the training process and inference of large
language models (LLMs) on document-level QA
require significant computational resources that are
not always available. In addition, encoder-based
and decoder-based models face difficulties in un-
derstanding and processing longer documents (Liu
et al., 2023). A possible solution might be working
with segments (paragraphs) of the document rather
than full text.

To achieve this, we must first segment the doc-
ument into paragraphs, then identify the relevant
paragraph for a given question, and then apply an
QA model only to the selected paragraph as the
context instead of the full document text. This
alone significantly facilitates healthcare profession-
als’ work in finding answers in clinical texts, which
is another reason why it is worth addressing the
paragraph retrieval issue.

Clinical texts often lack structure (Richter-
Pechanski et al., 2024; Gallego Donoso and
Veredas, 2023) and contain information that is
not expressed in natural language (Pampari et al.,
2018). Moreover, each clinical text, authored by
distinct doctors from various hospitals and even dif-
ferent countries, is arranged uniquely. Therefore,
the task of segmenting a document into natural lan-
guage paragraphs is inherently non-trivial. How-
ever, the question arises: is it necessary to segment
clinical text into such structured paragraphs? Will
a naive uniform segmentation without knowledge
of the text itself have a similar performance?

Our work addresses QA on differently-sized
paragraphs of clinical documents. First, given clin-
ical document paragraphs and a given question,
retrieve the most relevant paragraph. In the second
step, we perform QA on that paragraph. In addi-
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tion, we investigate the potential performance of
the model on the QA task if the relevant paragraph
is always predicted correctly.

We work with two subsets of the emrQA dataset:
Medication and Relations (Pampari et al., 2018).
We propose a heading-based segmentation into sec-
tions regarding different average paragraph lengths
over all training clinical documents. We analyze
the optimal average paragraph length to achieve
the best performance and ensure that we preserve
the context while keeping the paragraph as concise
as possible. We then compare the performance of
the encoding-based models on these segmentations
with their performance on a naive segmentation
approach. Finally, we demonstrate how LLMs per-
form under the same training conditions as encoder-
based models. Our main contributions are the fol-
lowing:

• We demonstrate the feasibility of simplifying
the document-level Question Answering (QA)
challenge into a two-step task combining para-
graph retrieval and paragraph-level QA.

• We propose a novel heading-based paragraph
segmentation approach of emrQA data and
compare its performance with naive segmen-
tation.

• We present a comparative analysis of encoder-
based and decoder-based models on the QA
task, thus enriching the discussion on the opti-
mal choice of architecture.

2 Related Work

The problem of question answering encompasses
several different subtypes. One of them is to return
an answer for a given question without any context
(Berant et al., 2013). Another subtype involves text
comprehension. For a given question and some
context (such as a document or a paragraph), the
task is to answer the question based on the content
of the context, but the actual formulation of an
answer is not restricted (Joshi et al., 2017). In our
work, however, we focus on finding substrings in
a given context that serve as both evidence and
answer to a given question.

A significant resource in this field is the SQuAD
dataset (Rajpurkar et al., 2016), containing ques-
tions, context paragraphs based on Wikipedia arti-
cles, and answer substrings. The dataset has been
used to train and compare various neural meth-
ods, including encoder-based and decoder-based

architectures (Lan et al., 2020; Zhang et al., 2020;
Schmidt et al., 2024). This dataset was later ex-
tended into SQuAD v.2 (Rajpurkar et al., 2018),
which also includes questions and corresponding
paragraphs that do not contain an answer for a
given question. As an alternative to this dataset in
the clinical domain, the emrQA dataset (Pampari
et al., 2018) was published. The emrQA dataset
contains synthetically generated questions and sub-
string answers for clinical reports from the n2c2
dataset (previously called i2b2). The emrQA con-
sists of 5 subsets: Medication, Relations, Heart
disease, Obesity, and Smoking, each focusing on
different aspects and different complexity. From
the emrQA dataset, the emrqa-msquad dataset (Ela-
dio and Wu, 2024) was derived by summarizing
clinical reports into single paragraphs as contexts
and providing new manual annotated substring an-
swers. However, this process removes the natural-
ness of clinical notes written by healthcare profes-
sionals. There is also the QA reading comprehen-
sion dataset in the medical scientific domain, which
is BioASQ (Tsatsaronis et al., 2015). The dataset
includes instances consisting of a question, ideal
answer, PubMed medical article abstracts contain-
ing the answer, and the substring answers of all
such related article abstracts.

In our work, we exploit the emrQA dataset (Pam-
pari et al., 2018). Yue et al. (2020) analyzed the
two largest subsets from the emrQA dataset in de-
tail: Medication and Relations. They preprocessed
and filtered these two subsets and trained encoder-
based models, such as BERT-base (Devlin et al.,
2018), BioBERT (Lee et al., 2019), and Clinical-
BERT (Alsentzer et al., 2019), and then compared
their performance. However, developments in the
field have introduced other medically pre-trained
encoder-based models, such as MedCPT (Jin et al.,
2023), designed specifically for biomedical infor-
mation retrieval, or BioLORD (Remy et al., 2024).
Although the emrQA dataset authors perceive the
analysis provided by Yue et al. (2020) as mislead-
ing due to the use of only 2 out of 5 subsets, for
the purposes of our work, these two subsets with
the same preprocessing and filtering are equally
suitable. Therefore, our work indirectly follows up
on the analysis conducted by Yue et al. (2020).

Another type of QA task involves multiple-
choice questions. In the field of medicine, there is
a PubMedQA dataset (Jin et al., 2019), which con-
tains questions related to PubMed article abstracts.
Furthermore, exam-like multiple-choice question
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Medication Relations
Number of questions 222,957 904,590
Number of reports 262 426

Table 1: Basic statistics of both Medication and Rela-
tions subsets. Each question contains at least one answer
present in the report.

datasets such as MedQA (Jin et al., 2020), MedM-
CQA (Pal et al., 2022), MMLU (Hendrycks et al.,
2021) were published. These datasets have been
used as benchmarks for LLMs, such as MediTron
(Chen et al., 2023) and BioMistral-7B (Labrak
et al., 2024), which are open-source LLMs pre-
trained on medical data. In addition to medical
scientific and exam-like multiple-choice question
datasets, Richter-Pechanski et al. (2024) focused
on multiple-choice questions on German doctors’
letters.

3 Setup

We solve the task of document-level QA on the
emrQA dataset by a two-step method combining
paragraph retrieval and paragraph-level QA. We
analyze performance of the two tasks in combina-
tion and also separately. We follow the work of
Yue et al. (2020) focusing on the Medication and
Relations subsets only and applying the same data
preprocessing. Table 1 shows the basic statistics
of the two subsets. However, our results are not
directly comparable due to the different random
split into training, development, and test sets.

Throughout the rest of our study, we refer to
these definitions:

• Paragraph Retrieval (PR): Given a question
and n paragraphs (i.e. report segmented into
n paragraphs) as input, the objective is to rank
the paragraphs based on the confidence that
they contain relevant information. The task
is evaluated using precision at top 1 (P@1),
precision at top 2 (P@2), and precision at top
3 (P@3) paragraphs. Ground truth relevant
paragraphs are those containing an answer
evidence to a given question defined in the
emrQA dataset.

• Oracle Paragraph-driven Question An-
swering (Oracle-QA): Given a question and
an Oracle paragraph (guaranteed to contain
the answer) the objective is to identify and
extract a minimal substring from the para-
graph that precisely addresses or answers the

given question. The task is evaluated using
the official SQuAD metrics (Rajpurkar et al.,
2016), which are F1 and Exact Match scores.
We compare our predictions with the original
form of the testing dataset generated by the
filtration of Yue et al. (2020), i.e., with the
dataset before the segmentation process.

• Paragraph Retrieval–Question Answering
(PR-QA): Given a question and n paragraphs
(i.e. report segmented into n paragraphs), the
goal is to identify and extract a substring from
one of the paragraphs that precisely addresses
or answers a given question. Evaluation of
the task is based on the F1 and Exact Match
scores the same way as in the Oracle-QA task.

Yue et al. (2020) concluded that it is sufficient
to use only 20% and 5% of training data to train
models of the Medication and Relations subsets,
respectively. Since a larger amount of training data
has no effect, we use the same ratio of data sam-
ples for training. Their data instances consisted of
triples of document+question+answer where the
answer was guaranteed to be present in the docu-
ment. Our data instances were generated as triples
paragraph+question+answer where the answer was
also guaranteed to be present in the paragraph and
pairs paragraph+question where the corresponding
answer was not present in the paragraph. For each
question in a sampled training subset of a given
report, we randomly select a paragraph from the
same report that does not contain an answer. Thus,
we have a balanced dataset where the number of
paragraphs containing an answer matches the num-
ber of paragraphs without them.

In our experiments, we train the ClinicalBERT
(Alsentzer et al., 2019) and BERT-base (Devlin
et al., 2018) models, just as Yue et al. (2020) did.
Additionally, we measure the performance of the
MedCPT Article Encoder (Jin et al., 2023) model.
Since we are working with a balanced dataset, it
is necessary to specify how to handle cases where
the answer is missing in the context. If there is no
response in the dataset sample, the model is trained
to predict the CLS token as a response prediction.
During the inference, we apply the softmax func-
tion to the output logits and use its negative value as
confidence that the paragraph contains the answer.
Then, for a given question and segmented report
into paragraphs, the model solves the QA problem
for all paragraphs (we evaluate the Oracle-QA task
using the ground truth relevant paragraph), ranks
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PAST SURGICAL HISTORY: Notable for

the above , as well as debridements

...

DISCHARGE MEDICATIONS: Vancomycin

1250 mg IV q d , Ofloxacin 200

...

LABORATORY DATA :

White count 12.6 , hematocrit 28.9

...

PHYSICAL EXAMINATION :

On admission vital signs were

...

Figure 1: Example of report paragraph headings of both
Medication and Relations subsets.

all results by confidence, and selects the substring
of the paragraph with the highest confidence as
the final answer prediction (and then the PR and
PR-QA tasks are evaluated as well).

4 Document Segmentation

Our goal is to design a method for segmenting re-
ports into natural language paragraphs that each
contain all necessary context while minimizing un-
necessary information. As Pampari et al. (2018)
pointed out, the segmentation of clinical reports
into sentences is not straightforward. These com-
plications arise from factors such as the frequent
use of dots in acronyms, list items, and values and
the irregular alternation of uppercase and lower-
case letters. Because our goal is to create concise
paragraphs without losing context, we must ensure
that paragraph boundaries do not disrupt sentence
cohesion or, worse, do not appear in the middle of
a word. Therefore, our initial step is to split each
report into groups of complete sentences, ensuring
that no sentence is fragmented across groups and
that no substring of a response is split into two
paragraphs.

To achieve this, we leverage the structure of the
official emrQA dataset (Pampari et al., 2018). In
this dataset, each report text is stored as a list of
lines, with the answer evidence (in our case, the
answer substring) being one of the report lines.
Therefore, we set the condition that none of the
sentence groups starts or ends in the middle of
any line, ensuring that no answer substring is split
into two paragraphs. We then split the Medication
subset into groups of sentences if the following
pattern for the end of a line is satisfied: a dot at the

end of a line, preceded by five characters that are
neither dots nor uppercase letters, and the next line
starting with an uppercase letter (eventually this
second line can also be an item of a numbered list,
which means it could start with a number instead of
an uppercase letter). Clinical notes in the subset of
Relations are structured more clearly. Dots marking
the end of a sentence are surrounded by spaces,
while dots forming part of abbreviations are not.
Thus, such space-surrounded dots at the end of
a line indicate a sentence group boundary in the
context of the Relations subset.

Another pattern we utilize as a criterion for seg-
mentation contains a sequence of characters ending
with a colon, indicating headings followed by cor-
responding content, as shown in Figure 1. Using
the end of the previous line of such heading lines
as a sentence group separator makes sense. To de-
crease the risk of detecting not-heading lines, we
only consider uppercase titles for Medication when
determining sentence group boundaries. In the case
of the Relations subset, only lines ending with a
colon preceded by space are considered, similar to
the situation with dots.

Finally, we need to determine how we will group
sentence groups together to create a final paragraph
segmentation. By using the following regex pattern

(^([0 -9]+[\s]*[\.\)][\s]*)?[A-Z][a-zA-Z\s\(\)]*:)

we identify all potential headings at the beginning
of all sentence groups. Subsequently, we calculate
how often these headings appear in the training
data. We assume that frequently used titles sig-
nify sections generally discussed in clinical notes
by healthcare professionals that do not need any
additional context. Therefore, the question arises:
what is the minimum number of occurrences of
headings in the training data that we want to use
for paragraph separations?

We call such segmentation as heading-based
segmentation. As the range of possible headings
serving as paragraph boundaries increases, the av-
erage length of paragraphs decreases. As shown
in Table 2, segmenting reports using all detected
headings yields PR-QA results comparable to those
from unsegmented reports. Therefore, as part of
our analysis, where we evaluate how frequently
headings should be used as boundaries in segmen-
tation, we assess our three tasks (PR, Oracle-QA,
PR-QA) across different segmentations based on
varying heading frequencies, resulting in different
average segment lengths. This helps us understand
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Medication Relations
F1 EM F1 EM

MedCPT - unsegmented reports 68.33 27.48 94.69 87.68
MedCPT - heading-based PR-QA 64.79 26.63 94.05 88.44
BERT-base - unsegmented reports 70.09 30.07 95.04 89.32
BERT-base - heading-based PR-QA 68.19 30.23 95.15 91.28
ClinicalBERT - unsegmented reports 72.24 31.13 96.45 90.93
ClinicalBERT - heading-based PR-QA 70.80 31.19 96.44 92.69
Doc Reader (Yue et al. (2020)) 70.45 25.68 94.85 86.94
Human-labled (Yue et al. (2020)) 74.70 26.0 95.40 92.00

Table 2: Comparison of the results of pre-trained BERT models for QA applied to unsegmented reports and PR-QA
applied to heading-based segmentations with the shortest possible average segment lengths. We also include the best
results by Yue et al. (2020) evaluated on a test set sampled with a different random seed and their human-labeled
analysis evaluated on a sampled subset of the test set.

the challenges involved in distinguishing relevant
paragraphs from finding exact substring answers.

Despite the structured nature of the emrQA
dataset, the rules for splitting the Medication and
Relations subsets into paragraphs can be general-
ized to other clinical datasets with caution. Al-
though different countries, hospitals, and doctors
may structure their reports differently, there are of-
ten similar paragraphs and even common headings
across various discharge summaries. This observa-
tion allows us to take the list of headings collected
from the segmentation process of emrQA and use it
when segmenting other discharge summaries. How-
ever, some level of preprocessing and postprocess-
ing will always be necessary, as this method is not
a one-size-fits-all solution for all clinical reports.

4.1 Medication

The newly created segmented datasets derived from
the Medication subset need to be analyzed first.
When segmenting reports into shorter paragraphs,
more paragraph+question+answer triples are gen-
erated. This is because some questions have mul-
tiple possible answers in different document parts.
By breaking the text into paragraphs, these ques-
tion+answer pairs can be split into two or more.
Figure 3 shows this expansion is minimal, only
about 3−5%. However, this phenomenon does not
affect the results since we compare our predictions
with the original unsegmented reports. For ques-
tions with answers in multiple paragraphs, only
answer, the most confident one, is selected for the
evaluation. Figure 4 displays a list of 542 discov-
ered headings sorted by their frequency of occur-
rence. We can see that the first third of the headings
appear more frequently in all training reports. In

contrast, two-thirds of the headings found do not
appear to refer to traditional clinical sections. The
average lengths of the segmented paragraphs are
shown in Figure 5. Even though we collected head-
ings only from training reports, it did not signifi-
cantly impact the development and test sets. Any-
way, it is still interesting to observe the wide range
of segmented paragraph lengths.

We segmented the Medication subset into para-
graphs with varying average lengths from hundreds
to thousands of characters and evaluated the per-
formance of ClinicalBERT (Alsentzer et al., 2019)
model on all 3 tasks: PR, Oracle-QA, and PR-QA.
We sampled the training dataset and trained the
model with three different seeds. The results can
be seen in the first row of Figure 2. Results are
shown for segmentations with different average
paragraph lengths corresponding to the x-axis.

The shorter the paragraphs, the easier the Oracle-
QA task, but at the same time, the more paragraphs
correspond to one report, making the PR task more
challenging. Although the Oracle-QA task tends to
perform better in both F1 and Exact Match scores
for shorter paragraphs, the difference is not that
significant. For an average paragraph length of
2500 characters and less, the model is not always
confident in its top selection for the PR task. On
the other hand, considering two or three top pre-
dictions, the correct paragraph is almost certainly
included. After combining the predictions into
the PR-QA chart, the resulting curve for the Ex-
act Match remains constant for all possible average
paragraph lengths. The curve of the F1 score is also
constant, except for the shortest paragraphs. How-
ever, overall, the challenging part of the PR-QA is
the Oracle-QA prediction.
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Figure 2: The comparison of heading-based and naive segmentation approaches for different average paragraph
lengths using the ClinicalBERT (Alsentzer et al., 2019) model regarding all three tasks (PR, Oracle-QA, PR-QA) on
the Medication subset. All values are computed as an average of three experiments based on different training seeds.
The dashed lines visualize the range of score values.

Figure 3: Number of paragraph+question+answer
triples of the Medication subset in terms of the min-
imal occurrence frequency of headings we consider for
segmentation for the training, development, and test
sets.

4.2 Relations

Although Medication and Relations are different
subsets with different complexities, Figures 7, 8,
and 9 indicate that the header-based segmentation
approach behaves similarly for both. However, in
this case, we found 953 headings, which we use for
segmentation.

We conducted the same experiments on the Rela-
tions subset as we did in the case of the Medication
section. The results, illustrated in the first row of
Figure 6, cover the performance of the Clinical-

Figure 4: Histogram of heading occurrence frequencies
for the Medication training set. The x-axis represents
the heading positions within the sorted list of headings
based on their occurrence frequency. Each point on
the x-axis corresponds to a specific heading, with the y-
value indicating its occurrence frequency. In total, there
are 542 headings, with the most common appearing
over 200 times. Many headings appear only once in the
training data.

BERT model (Alsentzer et al., 2019) on segmen-
tations of Relations subset with varying average
paragraph lengths. Given the lower complexity of
the Relations subset compared to the Medication,
the model performed better in all three tasks. The
PR task achieved better than 98% of P@1, even
for the shortest paragraphs. The Oracle-QA task
indicates that the model performs notably better on
shorter paragraphs so that PR-QA results could be
improved. Following the combination, i.e., PR-QA
task, a constant F1 curve was observed. Further-
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Figure 5: Average paragraph lengths regarding mini-
mal occurrence frequency of headings we consider for
Medication subset segmentation. The dashed lines show
the minimum and maximum lengths of the segmented
paragraphs.

more, there is a slight improvement in the Exact
Match score by 1–2% when the shortest paragraphs
are taken into account.

5 Is Segmentation into Paragraphs
Necessary?

We have shown that heading-based paragraph seg-
mentation has no significant effect on the PR-QA
task except for improving the Exact Match score of
the Relations when segmenting into shorter para-
graphs. However, most clinical texts are unstruc-
tured and use unique text formatting; sometimes,
finding a segmentation into coherent sections in
the sense of meaning as well as syntax is not easy
or even possible. To determine its necessity, we
conduct experiments with naive segmentation.

We choose a target average segment length t
to create the naive segmentation. Then, we cal-
culate each report’s length n and determine the
rounded number of segments in the report as p =
round(n/t). Subsequently, we compute the actual
average segment length of the report for the value
of p as r = n/p. Finally, the report is divided
into segments of r characters. Postprocessing is
then applied across all segments and all answers in
the report. In cases where an answer substring is
part of two separate segments, we adjust the seg-
ment boundaries so that the entire answer is in one
segment only.

The target average segment length t for naive
segmentation is chosen to match the average seg-
ment lengths of the headings-based segmentation
experiments. Specifically, for each measured seg-
mentation level of the headings-based approach,
we also measure the naive segmentation using a

target average segment length equal to the aver-
age segment length of the given headings-based
segmentation.

In Figures 2 and 6, we visualize the comparison
between ClinicalBERT (Alsentzer et al., 2019) us-
ing heading-based and naive approaches. Except
for segmentation with the shortest paragraphs, the
choice of segmentation method has no noticeable
effect on the PR-QA task. In the case of the short-
est paragraphs of the Relations subset, the naive
approach begins to decline in PR-QA performance,
while the heading-based approach becomes more
accurate. The reason for that is worse performance
on the PR task as well as the Exact Match on the
Oracle-QA. The performance of naive segmenta-
tion on the PR task is significantly worse. On the
other hand, the Oracle-QA naive segmentation ex-
periments show better results. The most confident
segment contains less relevant content compared
to heading-based segmentation, making it easier
to find the correct substring as an answer (fewer
relevant and potential words in the segment) if the
segment itself is predicted correctly. Overall, the
PR-QA performance of both heading-based and
naive approaches is similar.

6 Paragraphs and LLMs

Considering the impact of segmentation into
shorter paragraphs on the scores, it is noteworthy
that it does not significantly affect them and may
even enhance them. This observation suggests the
potential for leveraging LLMs without the neces-
sity for unlimited computational resources in future
applications. In this study, we evaluate the perfor-
mance of BioMistral-7B (Labrak et al., 2024) in
the Oracle-QA task and compare it with MedCPT
(Jin et al., 2023), BERT-base (Devlin et al., 2018),
and ClinicalBERT (Alsentzer et al., 2019) mod-
els. BioMistral-7B (Labrak et al., 2024) is trained
on question+paragraph+answer triplets where each
paragraph contains an answer. Negative examples
are omitted to focus solely on the Oracle-QA task.
The model prompt is shown in Figure 10. For eval-
uation, the model’s response is parsed into a JSON
object, and the value of the "answer" field is ex-
tracted.

Table 3 presents the F1 and Exact Match results
of the Oracle-QA task using heading-based seg-
mentation with the shortest possible paragraphs,
categorized into Medication and Relations sub-
sets. The results demonstrate that BioMistral-7B
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Figure 6: The comparison of heading-based and naive segmentation approaches for different average paragraph
lengths using the ClinicalBERT (Alsentzer et al., 2019) model regarding all three tasks (PR, Oracle-QA, PR-QA) on
the Relations subset. All values are computed as an average of three experiments based on different training seeds.
The dashed lines visualize the range of score values.

Figure 7: Number of paragraph+question+answer
triples of the Relations subset in terms of the minimal
frequency of occurrence of headings we consider for
segmentation for the training, development, and test
sets.

(Labrak et al., 2024) achieves competitive perfor-
mance but still lags behind encoder-based models
such as ClinicalBERT (Alsentzer et al., 2019) and
BERT-base (Devlin et al., 2018). BioMistral-7B
(Labrak et al., 2024) shows not only promising
Exact Match scores compared to MedCPT (Jin
et al., 2023), highlighting its potential in clinical
QA tasks. However, further exploration is needed
to optimize prompts and explore larger models to
enhance performance.

Figure 8: The histogram of heading occurrence frequen-
cies for the Relations training set. The x-axis represents
the heading positions within the sorted list of headings
based on their occurrence frequency. Each point on
the x-axis corresponds to a specific heading, with the y-
value indicating its occurrence frequency. In total, there
are 953 headings, with the most common appearing
almost 200 times.

7 Conclusions

Our study explores the efficiency of language
models in addressing clinical document-level QA.
We described an approach to perform heading-
based segmentation and extract clinical report head-
ings and found that segmenting documents into
shorter sections through heading-based or naive
approaches does not decline the performance of
ClinicalBERT (Alsentzer et al., 2019), BERT-base
(Devlin et al., 2018), or MedCPT (Jin et al., 2023)
models. Paragraph length has no significant impact
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Figure 9: Average paragraph lengths regarding mini-
mal occurrence frequency of headings we consider for
Relations subset segmentation. The dashed lines show
the minimum and maximum lengths of the segmented
paragraphs.

Figure 10: The prompt used for BioMistral-7B train-
ing and inference in the Oracle-QA task for extracting
answers from a context given a particular question.

on the QA task. Furthermore, knowledge of clini-
cal document characteristics is unnecessary since
naive segmentation performs similarly to heading-
based segmentation. The main difference is that
naive segmentation is more challenging for para-
graph retrieval but easier for question answering.
In both cases, however, we observe that the correct
segment containing the answer is almost always
found within the three most confident paragraph
retrieval predictions.

Leveraging LLMs like BioMistral-7B (Labrak
et al., 2024) shows potential for document-level
clinical QA tasks even when computational re-
sources are limited. However, there is still room
for improvement and it is necessary to explore
other pre-trained LLMs with different training ap-
proaches. It remains an open question how the

m-F1 m-EM r-F1 r-EM
MedCPT 70.7 28.3 96.7 91.5
BERT-base 73.0 31.9 97.5 94.0
ClinicalBERT 74.4 32.5 97.9 94.4
BioMistral 66.6 29.8 94.4 89.0

Table 3: F1 (F1) and Exact Match (EM) Oracle-QA
results using the heading-based segmentation of the
shortest possible paragraphs for both Medication (m)
and Relations (r) subsets.

segmented paragraph approach would affect results
and behavior on more complex tasks or datasets.
Further research is needed to evaluate these meth-
ods in more challenging QA scenarios to fully un-
derstand their impact and potential.
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