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Abstract

This paper discusses the participation of the
MSR MAIRA team in the Large-Scale Radi-
ology Report Generation Shared Task Chal-
lenge, as part of the BioNLP workshop at ACL
2024. We present a radiology-specific multi-
modal model designed to generate radiologi-
cal reports from chest X-Rays (CXRs). Our
proposed model combines a CXR-specific im-
age encoder RAD-DINO (Pérez-García et al.,
2024) with a Large Language Model (LLM)
based on Vicuna-7B, via a multi-layer percep-
tron (MLP) adapter. Both the adapter and the
LLM have been fine-tuned in a single-stage
training setup to generate radiology reports. Ex-
perimental results indicate that a joint training
setup with findings and impression sections im-
proves findings prediction. Additionally, incor-
porating lateral images alongside frontal im-
ages when available further enhances all met-
rics. More information and resources about
MAIRA can be found on the project website:
http://aka.ms/maira.

1 Introduction

An impactful application of natural language gen-
eration in the medical field involves the creation
of support systems that interpret patient X-ray im-
ages and produce a draft report detailing the clin-
ical findings in these images. Such systems have
the potential to enhance and expedite radiology re-
porting workflows. In this regard, a Shared Task
Challenge for Radiology Report Generation has
been organised as part of the ACL 2024 BioNLP
workshop1 (RRG24; Xu et al., 2024). This shared
task challenge uses the first large-scale collection
of radiology report generation datasets based on

1https://stanford-aimi.github.io/RRG24/

MIMIC-CXR (Johnson et al., 2019), CheXpert
(Chambon et al., 2024), PadChest (Bustos et al.,
2020), BIMCV-COVID19 (Vayá et al., 2020), and
Open-i (Nguyen et al., 2022) datasets. This pa-
per covers the participation of the MAIRA (Mul-
timodal AI for Radiology Applications) team at
Microsoft Research in this challenge.

We build on the architecture and training ap-
proach from our earlier work MAIRA-1 (Hyland
et al., 2024). This approach combines a CXR-
specific image encoder (RAD-DINO, Pérez-García
et al. (2024)) with a pretrained LLM (Vicuna-7B
1.5, Chiang et al. (2023)) via an adapter which is
an MLP of 4 layers. Both LLM and adapter are
finetuned in a single stage for the task of radiol-
ogy report generation, while the image encoder is
pretrained following the self-supervised DINOv2
approach (Oquab et al., 2024). For this competition,
we produce a variant of MAIRA-1 which is trained
only on public data, and further extended it to in-
corporate lateral images. We share the following
outcomes:

1. A joint training setup for findings and impres-
sion prediction improves the metrics for find-
ings generation.

2. Coupling lateral views with frontal views
when available shows improvement in both
the clinical and lexical metrics.

3. We show that scaling the model size from
Vicuna-7B to 13B further helps to improve
all the metrics. We also show that smaller
models like Phi-3-mini with 3.8B parameters
is on-par with the larger models.

mailto:meranjit@microsoft.com
http://aka.ms/maira
https://stanford-aimi.github.io/RRG24/
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Table 1: Number of studies with a given section across the data sources and splits in the RRG24 challenge dataset.

Split Section MIMIC-CXR CheXpert Open-i PadChest BIMCV-COVID19

Train Findings 148 374 45 491 3252 101 752 45 525
Impression 181 166 181 619 3628 – –

Validation Findings 3799 1112 85 2641 1202
Impression 4650 4589 92 – –

2 Method

2.1 Dataset

The dataset statistics of the RRG24 challenge are
available in Table 1. Each study can have multiple
frontal and/or lateral images. We processed this
dataset into two versions: frontal-only (Table 2),
where each record contains only one frontal im-
age, and frontal-with-laterals (Table 3), where each
record contains one frontal or a frontal and a lateral
image. Hence, each record in the RRG24 dataset
may be split into more than one record in these
datasets.

Table 2: RRG24 frontal-only dataset. Each record cor-
responds to exactly one frontal image.

Section Train Test Val. Hidden

Findings 359 351 2900 9215 1133
Impression 381 075 3205 9691 1495

Total 740 426 6105 18 906 2628

Table 3: RRG24 frontal-with-laterals dataset. Each
record corresponds to a frontal image (F) with or without
a lateral image (L).

Section View Train Test Val. Hidden

Findings
F 174 977 1193 4420 562
F+L 196 023 1897 5081 629

Impression
F 226 673 1392 5792 825
F+L 165 835 2005 4193 734

Total 763 508 6487 19 486 2750

The image encoder is trained using the im-
ages from the MIMIC-CXR (Johnson et al., 2019),
CheXpert (Chambon et al., 2024), PadChest (Bus-
tos et al., 2020), NIH-CXR (Wang et al., 2017), and
BRAX (Reis et al., 2022) datasets. Both frontal
and lateral view images were used. The dataset
statistics by source are available in Table 4. The

Table 4: Training datasets for the image encoder.

Source View No. of images

MIMIC-CXR Frontal, lateral 367 932
CheXpert Frontal, lateral 218 180
PadChest Frontal, lateral 156 432
NIH-CXR Frontal 112 120
BRAX Frontal, lateral 41 260

images in the validation and test sets of RRG24
challenge were excluded.

2.2 Model architecture

We leverage the MAIRA-1 (Hyland et al., 2024)
architecture that consists of a CXR-specific image
encoder, an adapter layer and an LLM. The im-
age encoder (Pérez-García et al., 2024) is a ViT-B
model (Dosovitskiy et al., 2020). The input image
resolution is 518×518. The LLM is Vicuna-7B 1.5
(Chiang et al., 2023). The adapter is an MLP with
4 layers with a hidden size of 1024 for all the layers.
The prompt setup we used is available in Table 5.

2.3 Training details

For the image encoder training, we follow RAD-
DINO (Pérez-García et al., 2024) and use an image-
level objective, a patch-level objective, and a reg-
ulariser to encourage uniform span of the features
within a batch. We initialised the model with the
weights of the pre-trained DINOv2 ViT-B (Oquab
et al., 2024) and trained with the chest X-ray im-
ages in Table 4 for an additional 60k training steps,
with an effective batch size of 640. We used the
AdamW optimizer with a base learning rate of
0.001 and a cosine learning rate scheduler with
linear warm-up.

For MAIRA-RRG24 training, we keep the im-
age encoder frozen. We just train the adapter and
the LLM with a standard auto-regressive language
modelling loss. We use a cosine learning rate sched-
uler with a warm-up of 0.03 and learning rate of
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Table 5: Prompt for the different tasks. F: frontal, L: lateral.

Setting View Prompt

Findings F Given the frontal image {image_tokens}, provide a description of the findings
in the radiology study.

F+L Given the frontal image {image_tokens} and the lateral image
{lateral_image_tokens}, provide a description of the findings in the
radiology study.

Impression F Given the frontal image {image_tokens}, provide a summary impression in
the radiology study.

F+L Given the frontal image {image_tokens} and the lateral image
{lateral_image_tokens}, provide a summary impression in the radi-
ology study.

Table 6: Experimental settings. F: frontal, L: lateral.

Setting View Task

Findings (F) F findings prediction
Findings + Impression (F) F findings and impression prediction (multi-task)
Findings (F+L) F+L findings prediction
Findings + Impression (F+L) F+L findings and impression prediction (multi-task)

2 × 10−5. We train for 3 epochs with a global
batch size of 128. During evaluation, as there could
be multiple predictions for a study (a study could
have more than one frontal/lateral images), we use
GPT-4 with the prompt defined in Table 10 to select
the best prediction.

2.4 Evaluation metrics
We use the vilmedic package (Delbrouck et al.,
2022b) for computing the metrics. ROUGE-L
(Lin, 2004), BLEU-4 (Papineni et al., 2002) and
BERTScore (Zhang et al., 2019) were used to mea-
sure the lexical performance. F1-CheXbert (Smit
et al., 2020) and F1-Radgraph (Delbrouck et al.,
2022a) were used to measure the clinical perfor-
mance.

3 Experiments

We perform experiments in four settings as de-
fined in Table 6: single-task training for find-
ings generation, joint(multitask) training for find-
ings and impression generation, and combinations
of both with or without lateral images alongside
frontal images. We use dataset versions in Ta-
ble 2 and Table 3 when we train for frontal only
setup and frontal and lateral setup respectively. We
call the model trained with the multitask setting
for findings and impression prediction using the

frontal and lateral images as MAIRA-RRG24. We
also trained MAIRA-RRG24 with a smaller LLM,
Phi-3-mini-4k-instruct (Abdin et al., 2024)
with 3.8B parameters. We also performed an ad-
ditional scaling experiment for the findings gen-
eration task with laterals (third setting in Table 6)
using the Vicuna 7B and 13B versions.

3.1 Results

The results of the experiments are available in Ta-
ble 7. We find that a joint training setup involving
findings and impression prediction tasks shows a
slight improvement in the findings prediction met-
rics compared to training for findings prediction
alone. Additionally, training with lateral images
in addition to frontal images further improves all
the metrics. The best experimental setup, which
is the Findings+Impression (F+L) setting involves
joint training for findings and impression predic-
tion tasks, along with the inclusion of lateral im-
ages when available. The results of our best setting
on the hidden test set are presented in Table 9. We
also trained our best setting, with a smaller model
Phi-3-mini-4k-instruct and got better or com-
petitive results in all the metrics. The results of
the model scaling experiment in Table 8 demon-
strate that a larger model size helps to improve the
metrics.
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Table 7: MAIRA-RRG24 – Experimental results for findings generation task on the public-test set.

Setting BLEU-4 ROUGE-L BERTScore F1-CheXbert F1-RadGraph

Findings (F) 10.61 26.70 54.54 52.64 24.57
Findings+Impression (F) 10.88 26.86 54.50 55.55 24.68
Findings (F+L) 11.20 26.59 54.53 56.95 24.84
Findings+Impression (F+L) 12.26 28.00 55.76 59.71 26.33
Findings+Impression (F+L)
(Phi-3-mini-4k-instruct)

14.84 29.17 58.91 55.87 27.07

Table 8: MAIRA-RRG24 – Model scaling experiment. Public test results for Findings (F+L) setting.

LLM BLEU-4 ROUGE-L BERTScore F1-CheXbert F1-RadGraph

vicuna-7b-v1.5 11.20 26.59 54.53 56.95 24.84
vicuna-13b-v1.5 12.17 27.86 55.62 59.66 26.21

Table 9: MAIRA-RRG24 – Hidden test set results for the Findings+Impression (F+L) setting.

Task BLEU-4 ROUGE-L BERTScore F1-CheXbert F1-RadGraph

Findings Generation 11.24 26.58 54.22 57.87 25.48
Impression Prediction 11.66 28.48 51.62 53.27 25.26

Table 10: GPT-4 prompt for selecting the best report for
a study when there are multiple records.

You are an AI assistant who helps to select the best
radiology report from multiple reports written for
the same patient. User will send you a list of
reports. You will select the best report based on
the below criteria.
1. It has the best complete list of findings that
contains the findings from other reports as well.
2. Do not contain hallucinations like comparison
to a previous report and other noisy details.
3. The writing style matches closely with that of
a radiologist.
Return just the number of the index of the list
corresponding to the best report. The index starts
with 0.

4 Limitations

MAIRA-RRG24 does not have access to the prior
studies and hence it may generate ‘hallucinated’
references to prior studies (Bannur et al., 2023).

5 Conclusion

We have presented MAIRA-RRG24, a radiology-
adapted large multimodal model based on the
MAIRA-1 architecture (Hyland et al., 2024) with a
RAD-DINO-like (Pérez-García et al., 2024) image
encoder, trained exclusively with the data available
for the RRG24 challenge (Xu et al., 2024). It ex-

hibits competitive performance in both lexical and
clinical metrics. It benefits from a domain-specific
image encoder, a joint training setup for findings
and impression prediction leveraging lateral images
when available.
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