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Abstract
This paper investigates the potential of contextual learning for adaptive real-time machine translation (MT) using
Large Language Models (LLMs) in the context of subtitles and generic text with fuzzy matches. By using a strategy
based on prompt composition and dynamic retrieval of fuzzy matches, we achieved improvements in the translation
quality compared to previous work. Unlike static selection, which may not adequately meet all request sentences,
our enhanced methodology allows for dynamic adaptation based on user input. It was also shown that LLMs
and Encoder-Decoder models achieve better results with generic texts than with subtitles for the language pairs
English-to-Arabic (En→Ar) and English-to-French (En→Fr). Experiments on datasets with different sizes for
En→Ar subtitles indicate that the bigger is not really the better. Our experiments on subtitles support results from
previous work on generic text that LLMs are capable of adapting to In-Context learning with few-shot, outperforming
Encoder-Decoder MT models and that the combination of LLMs and Encoder-Decoder models improves the quality
of the translation.

Keywords: Large Language Models, Adaptive MT, Prompt Composition, LangChain, Generic Text, Subti-
tles.

1. Introduction

While Large Language Models (LLMs), such
as GPT, Llama 2, and Falcon (Penedo et al.,
2023) have made progress in tackling a variety
of language-related tasks, MT is not a simple
sequence-to-sequence task. It involves the com-
plicated task of preserving the subtleties, idiomatic
expressions, and distinctive stylistic features that
characterize human languages.

LLMs, including but not limited to GPT-3 (Brown
et al., 2020), PaLM (Chowdhery et al., 2022), Fal-
con (Penedo et al., 2023), and LLaMA (Touvron
et al., 2023), have been designed to predict the
subsequent word in a sequence based on the con-
text. Brown et al. (2020) and Ouyang et al. (2022)
introduced the concept of “In-Context learning” to
describe a scenario where a pre-trained language
model, during inference, assimilates specific input-
output text generation patterns without the need
for further fine-tuning. Their research highlighted
that autoregressive LLMs, such as GPT-3, exhibit
strong performance across diverse tasks, includ-
ing zero-shot, one-shot, and few-shot In-Context
learning without requiring updates to their weights.
Instead of directly instructing the model to perform
a particular task, input data can be enriched with rel-
evant examples to facilitate the model’s adaptation.
The core principle of In-Context learning revolves
around learning from analogies embedded within

demonstrations (Dong et al., 2022).
A key advantage of adaptive MT, a paradigm

aimed at enhancing translation by tailoring it to
specific domains, genres, or styles, is its ability to
achieve domain-specific translation goals without
the resource-intensive processes of model training
and fine-tuning.

Figure 1: Evaluation results of ChatGPT 3.5 Turbo
on TICO 19 for En→Ar language pair, with zero-
shot, 2-shot and 5-shot fuzzy matches.

The results in Figure 1 show the performance
of GPT-3.5 Turbo with zero-shot, 2-shot, and 5-
shot fuzzy matches translation. When employing
fuzzy matches, translation quality metrics such as
BLEU and TER show substantial improvements,
underlining the effectiveness of this technique in
enhancing translation accuracy and fluency.

In this work, our particular emphasis lies in har-
nessing the capabilities of GPT-3.5 Turbo by Ope-
nAI with In-Context examples. We examine the sub-
tleties of adapting machine translation to domain-
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specific requirements, using the TICO-19 dataset
(Generic Text) and TED Talks 2013 dataset (Subti-
tles). By using our strategy based on prompt com-
position and dynamic retrieval of fuzzy matches,
we report on experimental results for the language
pairs English-to-Arabic (En→Ar) and English-to-
French (En→Fr). To evaluate the effect of the
dataset size on the translation quality of En→Ar
generic text and En→Ar subtitles, we conduct ex-
periments on different sizes for the same dataset
type. An evaluation of the performance of LLMs
and DeepL (Enoder-Decoder model) is also pro-
vided.

In the following sections, we provide an overview
of the related work (section 2), the methodology
(section 3), the experimental setup (section 4), and
the results (section 5).

2. Related Work

Prior studies have focused on the application of
neural language models in MT, encompassing zero-
shot (Wang et al., 2021) and few-shot (Vilar et al.,
2022) In-Context learning. Other researchers have
proposed leveraging LLMs to generate synthetic
domain-specific data to facilitate MT domain adap-
tation (Moslem et al., 2022). Recent research by
Agrawal et al. (2022) and Zhang et al. (2023) have
demonstrated the critical role of In-Context exam-
ple selection in enhancing the quality of MT when
employing LLMs.

One way to improve MT quality is the incorpora-
tion of fuzzy matches (Knowles and Koehn (2018),
Bulte and Tezcan (2019b) and Xu et al. (2020)).
Fuzzy matches comprise similar segments of pre-
viously approved translations stored within parallel
datasets collected with computer-assisted transla-
tion tools, commonly referred to as translation mem-
ories (TMs). Knowles et al. (2018) showed that the
utilization of fuzzy matches could enhance the qual-
ity of neural MT (NMT) systems by up to 2 BLEU
points. Likewise, Bulte and Tezcan (2019b) demon-
strated that fuzzy matches could enhance the con-
sistency of MT systems, even in cases where these
matches were not entirely precise (Bulte and Tez-
can, 2019a). In the same vein, Moslem et al. (2022)
focused on the prospect of compelling the transla-
tion of new sentence pairs to conform to the fuzzy
matches found within the context dataset. They
demonstrated that this approach yielded improve-
ments in MT quality, particularly for challenging
sentences.

To select fuzzy matches, Moslem et al. (2022)
employed an embedding similarity-based retrieval
method. This technique is initiated by gener-
ating embeddings for each sentence within the
TM. These embeddings represent sentences in
dense numerical forms, encapsulating their seman-

tic essence. Subsequently, the system retrieves
fuzzy matches for a new sentence by identifying TM
sentences with the most analogous embeddings.
Previous research has established the superiority
of embedding similarity-based retrieval over alter-
native methods, such as Edit Distance (Hosseini
et al. (2020)).

Within the few-shot setting, the MT system is pro-
vided with a limited number of translated examples
(e.g., 2 or 5 fuzzy matches) to assist in generating a
translation for a new sentence. This stands in con-
trast to the zero-shot where the MT system is solely
equipped with the source sentence. Moslem et al.
(2022) pointed out that incorporating fuzzy matches
through few-shot translation prompts could further
improve the MT quality. This is attributed to fuzzy
matches equipping the MT system with additional
insights into the desired translation’s style and tone.
In the same context, Wang et al. (2021) proposed
an embedding similarity-based retrieval algorithm
that improved the selection of fuzzy matches, hence
the quality of the translation. Knowles and Littell
(2022) investigated the role of fuzzy matches in
improving low-resource language translation. Their
findings underscored the potential for leveraging
fuzzy matches to significantly enhance the transla-
tion of low-resource language pairs.

3. Methodology

Before the inference phase, we leverage the
Sentence-Transformer model to compute embed-
dings for the segments of the source language (En-
glish) streamlining the retrieval of similar sentences
using the Facebook AI Similarity Search (FAISS)
index system (Douze et al., 2024). This technique
enables us to construct contextually rich prompts,
allowing the GPT-3.5 Turbo model to follow the style
present in domain-specific examples. The perfor-
mance of LLMs is compared with that of DeepL for
the En→Fr language pair. We also evaluate the
combination of both LLMs and Encoder-Decoder
systems on the En→Fr language pair for the trans-
lation of subtitles.

Our particular areas of interest revolve around
assessing the efficiency of LLMs in performing the
following tasks without requiring additional training:

1. Adapting newly generated translations to
seamlessly match the terminology and style in
the context,

2. Using translations generated by Encoder-
Decoder MT systems as fuzzy matches to fur-
ther enhance the performance of LLMs,

3. Emphasizing the significance of prompt engi-
neering in improving the capabilities of LLMs
by using relevant translation examples for the
given sentence request.



53

3.1. Retrieval of Fuzzy Matches
To efficiently retrieve fuzzy matches for a given input
sentence, we use the FAISS system. The latter
provides a variety of data structures and algorithms
for efficient similarity search, and we have chosen
to use the IndexFlatL2 index, which performs an
exhaustive search of the index to find the nearest
neighbors.

To generate the FAISS index, we first use the
Sentence-Transformer model to generate embed-
dings for each sentence in our preprocessed
dataset. Sentence embeddings are dense numeri-
cal representations of sentences that capture their
semantic meaning and contextual nuances. Once
the sentence embeddings are generated for all of
the sentences in our dataset, the FAISS index can
be created. This process involves the following
steps:

1. Loading the sentence embeddings into FAISS,

2. Configuring the FAISS index with the desired
parameters, such as the choice of index type
and the dimensionality of the embeddings,

3. Building the FAISS index for the whole corpus.

Once the FAISS index is built, it can be used to re-
trieve fuzzy matches for a given input sentence. To
do so, we simply compute the cosine similarity be-
tween the input sentence embedding and all of the
embeddings in the index. The sentences with the
highest cosine similarities are the fuzzy matches
for the input sentence. The fuzzy matches are
then used to compose context-aware prompts for
the GPT-3.5 Turbo model. These prompts provide
GPT-3.5 Turbo with additional information about
the desired translation, which can help it generate
more accurate translations.

3.2. Prompt Composition
For each translation request, our approach lever-
aged the FAISS index to retrieve the top-k clos-
est sentence embeddings from the domain-specific
dataset. The retrieved sentences serve as the foun-
dation for constructing contextually rich prompts for
the LLM model.

To facilitate prompt composition and enhance
translation quality, we integrated LangChain 1 into
our system. LangChain serves as a framework
designed for the development of applications lever-
aging large language models. Its primary objec-
tive is to empower developers with the seamless
integration of diverse data sources and the facil-
itation of interactions with other applications. To
achieve this goal, LangChain offers modular com-
ponents, serving as abstractions, and customizable

1https://www.langchain.com/

Figure 2: Zero-shot translation prompt

Figure 3: 2-shot translation prompt

use case-specific pipelines, referred to as chains.
We utilized the following Langchain’s components
settings:

- SystemMessage: A Message for priming AI be-
havior, usually passed in as the first of a sequence
of input messages. This component plays a pivotal
role in guiding the LLM model to follow the desired
style and context for subtitle translation tasks. It
acts as a foundational prompt template, providing a
structured starting point for generating high-quality
translations. We set the component to: "Act like a
good translator from English to <target_language>.
Translate the following English sentence into <tar-
get_language>".

- HumanMessage and AIMessage are Built
upon the SystemMessage. We employed a combi-
nation of stacked HumanMessage and AIMessage.
These messages were carefully crafted to main-
tain a conversational flow and ensure that the GPT
model understands the user’s request.

- The last HumanMessage in the sequence is
the user’s sentence request, serving as the input
for the translation task.

Figures 2 and 3 show the distinction between
zero-shot and few-shot translation prompts. In the
zero-shot scenario, only the source sentence and
language specifications are provided, prompting
the model to autonomously generate the translation
guided by the SystemMessage only. Conversely,
the few-shot prompt incorporates translation exam-
ples, guiding the style of the generated output.

In the evaluation phase of the translation system,
we leveraged the above chat message format to
interact with the GPT-3.5 Turbo model effectively.
Each translation request is encapsulated within a
chat message, providing a structured way to com-
municate with the model. The chat message typ-
ically consists of a series of messages, including

https://www.langchain.com/
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a SystemMessage, AIMessages, and a final User-
Message. The SystemMessage sets the context
and instructs the model to perform as a skilled trans-
lator. AIMessages provide additional guidance,
context, or clarifications as needed. The UserMes-
sage encapsulates the user’s specific translation
request, serving as the input for the model. By
crafting messages in this manner, we ensure that
the GPT model receives a clear context.

4. Experimental Setup

In the course of our experimentation, we employed
the GPT-3.5 Turbo model through its official OpenAI
API 2, setting parameters to top-p 1 with a temper-
ature of 0.3 for our translation tasks (Table 1). The
choice of these parameters was made deliberately
to optimize model performance on the translation
task.

Parameters temperature top_p
Values 0.3 1

Table 1: GPT-3.5 Turbo parameters with OpenAI
API

To simulate a document-level scenario emulating
real-world generic text translation tasks, we lever-
aged the TICO-19 dataset (Anastasopoulos et al.,
2020), which contains 3,070 distinct segments for
the language pairs under study. English is used as
the source language, while Arabic and French as
target languages.

With respect to the subtitle translation task, our
dataset is taken from TED Talks 2013, commonly
known as the Web Inventory (Cettolo et al., 2012),
is composed of roughly 150,000 distinct segments
for each language pair. The translations are avail-
able in more than 109 languages. For the purposes
of our study, we chose portions that are relatively
in the same TICO-19 domain. We strategically se-
lected three portion sizes (3,200, 6,200, and 9,200
segments) for our experiments to be able to com-
pare the performance with regard to the type of text
being translated (generic text or subtitles) as well
as to the dataset sizes.

In the following section, we evaluate our method
on generic text and subtitles datasets in different
portion sizes and compare our results with related
work.

5. Experiments and Results

5.1. Generic Text
Previous work by Moslem et al. (2023) has shown
the importance of LLMs in adaptive machine trans-

2https://openai.com/

lation for In-Context learning using the TICO-19
dataset. In their work, they ran extensive experi-
ments on various language pairs and different types
of models (LLMs and Encoder-Decoder models).
Table 2 shows the results they obtained for English
to Arabic language pair with GPT-3.5 Turbo.

Context spBLEU↑ CHRF↑ TER↓
Our Results on 1500 Segments

Zero-shot 37.42 55.48 62.8
Fuzzy 2-shot 45.52 61.7 56.26
Fuzzy 5-shot 46.43 62.41 55.98

Our Results on Full dataset
Zero-shot 39.25 57.27 60.84

Fuzzy 2-shot 46.21 62.38 55.16
Fuzzy 5-shot 46.52 62.37 56.7
Moslem et al. (2023)’s results on Full dataset

Zero-shot 38.06 56.35 61.34
Fuzzy 2-shot 46.04 62.18 55.03

Table 2: Our GPT-3.5 Turbo model evaluation re-
sults on TICO-19 English-to-Arabic dataset com-
pared to those of Moslem et al. (2023).

With the same settings and parameters for the
model and dataset (size and language pair), but
with improvement in the prompt composition and se-
lection of the fuzzy match (as explained in sections
3.1 and 3.2), we achieved a significant improve-
ment in the BLEU score as is shown in Table 2
above. For instance, an improvement of 1.19 for
zero-shot and 0.17 for 2-shot.

Even in the case of zero-shot translation, notable
improvement in BLEU score values is achieved,
which is attributed to the effective utilization of
prompt composition techniques, using LangChain
which helps improve the results.

With the incorporation of fuzzy matches as con-
text for the translation task (with 2 or 5 shots),
we can also see an improvement, thanks to the
fuzzy matches selection as explained in the pre-
vious sections. This technique selects the most
contextually relevant and representative shots to
the user request on the fly instead of using static
fuzzy matches for all sentences as is the case in
the work of Moslem et al. (2023). In their work,
when composing the prompt, the fuzzy matches
were retrieved out of 10 fuzzy matches which were
statistically stored as the 10-closest sentences for
the overall dataset3.

To further illustrate our strategy based on
prompt composition and dynamic retrieval of fuzzy
matches, we conducted experiments on English-to-
French language pair. As can be seen in Table 3
below, the resulting translation performance was

3https://github.com/ymoslem/
Adaptive-MT-LLM/blob/main/MT/
ChatGPT-BatchTranslation.ipynb

https://openai.com/
https://github.com/ymoslem/Adaptive-MT-LLM/blob/main/MT/ChatGPT-BatchTranslation.ipynb
https://github.com/ymoslem/Adaptive-MT-LLM/blob/main/MT/ChatGPT-BatchTranslation.ipynb
https://github.com/ymoslem/Adaptive-MT-LLM/blob/main/MT/ChatGPT-BatchTranslation.ipynb
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shown to improve in all shot settings for this lan-
guage pair. We find an improvement of 0.9 for
0-shot setting over Moslem et al. (2023)’s results.

Context spBLEU↑ CHRF↑ TER↓
Our Results

Zero-shot 47.75 67.41 47.86
Fuzzy 2-shot 50.59 69.28 45.41
Fuzzy 5-shot 53.68 71.3 42.56

Moslem et al. (2023)’s results
Zero-shot 46.85 66.75 48.31

Fuzzy 2-shot 49.88 68.33 46.27

Table 3: Our GPT-3.5 Turbo model evaluation re-
sults on TICO-19 English-to-French dataset com-
pared to those of Moslem et al. (2023).

It is worth noting that in both Moslem et al.
(2023)’s work and ours, the results for the language
pair English-Arabic are lower than those of the lan-
guage pair English-French (Tables 2 and 3).

Our results show the effectiveness of both prompt
composition and fuzzy match selection techniques
as well as the FAISS index for efficient and fast
translation quality.

5.2. Subtitles

Subtitles are short text lines usually at the bottom
of the screen that allows the viewer of a film or
TV program to follow the dialogue(s) without un-
derstanding the audio. We distinguish between
same-language subtitles and cross-language subti-
tles. Same-language subtitles are usually targeted
at hearing-impaired viewers or added for educa-
tional purposes, while cross-language subtitles en-
able viewers to enjoy a film in a language differ-
ent from the audio. Same-language subtitles for
hearing-impaired viewers need to include a written
or a graphical representation of sounds (e.g. ap-
proaching footsteps) which hearing viewers do not
need even if they do not understand the original lan-
guage. Subtitles are typically limited to two rows of
text with up to 37 characters on each row. They are
displayed on the screen between 3 and 7 seconds.
More details about the characteristics of subtitles
can be found in Jorge and Remael (2007).

In this section, we report on experiments con-
ducted on the TED Talks 2013 dataset. These
experiments encompass various dataset sizes and
are run on English-to-Arabic and English-to-French
language pairs.

We conducted experiments on 3200 segments
of the English-to-Arabic language pair. We found
significant improvements in the BLEU score across
three experiments as shown in Table 4. The exper-
iments’ settings are zero, 2, and 5 fuzzy matches.
We notice that the translation performance was

shown to improve appreciably with the 5 fuzzy
matches setting.

Context spBLEU↑ CHRF↑ TER↓
3200 Segments

Zero-shot 21.31 44.03 78.3
Fuzzy 2-shot 22.75 45.21 76.69
Fuzzy 5-shot 24.26 46.23 75.89

6200 Segments
Zero-shot 22.74 44.85 76.99

Fuzzy 2-shot 22.85 44.9 76.79
Fuzzy 5-shot 24.87 44.93 76.79

9200 Segments
Zero-shot 22.97 45.14 76.4

Fuzzy 2-shot 22.97 45.14 76.35
Fuzzy 5-shot 24.98 45.12 76.27

Table 4: GPT-3.5 Turbo model evaluation results
on English-to-Arabic Ted Talks 2013 dataset with
3200, 6200 and 9200 segments.

Interestingly, we noticed that there is a signif-
icant difference in the experimental results for
the English-to-Arabic (generic text) and English-to-
Arabic (subtitles). For the zero-shot setting and with
approximately the same dataset sizes, the BLEU
score of the TED Talks 2013 dataset on English-
to-Arabic translation is 21.31 (Table 4), whereas
the TICO-19 on English-to-Arabic translation has a
BLEU score of 39.25 (Table 2). The difference in
the results can be attributed to the dataset transla-
tion quality and type.

With the same previous experimental settings,
we conducted experiments on 6200 subtitle seg-
ments. The results show a very slight improve-
ment with increased data size (Table 4). For exam-
ple, with the 3200 dataset, the BLEU score for the
two-shot setting is 22.75, whereas with the 6200
dataset, it is 22.85. This means that the bigger the
size is is not necessarily the better.

With the same settings, we tripled our dataset to
9200 segments and noticed a very minor improve-
ment again as shown in Table 4 above. The small
increase in the BLEU score even when doubling or
tripling the dataset size may be due to the quality dif-
ference between the three dataset portions based
on manual checks of samples of the dataset. We
noticed that the translation quality of the first 3200
segments are better than the additional portions,
which explains the slight improvement.

In order to verify the effect of the dataset size on
performance, we also conducted experiments on
generic text. Results on different size datasets for
generic text show a significant improvement when
doubling the dataset. Experiments on the full 3071
sentence pairs of the TICO-19 dataset presented
in Table 2 show a significantly higher BLEU score
than those obtained with roughly half the TICO-
19 dataset. By way of example, we noticed an
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additional gain of 1.83 in the BLEU score in the
zero-shot setting (37.42 on the 1500 sub-dataset
and 39.25 on the 3071 full dataset). This means
that performance increases with more data in the
case of generic text.

We also conducted experiments on English-to-
French subtitles and compared the results obtained
with those of the English-to-Arabic pair. Table 5 be-
low presents the results of 3000 TED Talks subtitle
segments. It can be seen that there is an improve-
ment when adding more fuzzy matches.

Context spBLEU↑ CHRF↑ TER↓
Zero-shot 44.26 64.72 51.82
Fuzzy 2-shot 44.68 64.99 51.12
Fuzzy 5-shot 45.15 65.34 50.29

Table 5: Evaluation results on TED Talks 2013
dataset composed of 3000 sentence pairs on
the English-to-French language pair with GPT-3.5
Turbo.

As we have seen in the case of English-Arabic
generic text and subtitle translation, we notice that
the evaluation scores of the English-French sub-
titles are lower than those of the English-French
generic text.

In order to compare the results obtained with
GPT-3.5 Turbo for the translation of subtitles of
the English-to-French language pair, we conducted
experiments using the DeepL Encoder-Decoder
model, used as API from their official website4. Ta-
ble 6 below shows the results of experiments run on
3000 sentence pairs of the TED Talks 2013 dataset.

spBLEU↑ CHRF↑ TER↓
44.33 64.12 49.91

Table 6: Evaluation results on TED Talks 2013
dataset composed of 3000 sentence pairs on
English-to-French language pair with DeepL model.

When used with the zero-shot setting, the
Encoder-Decoder slightly outperforms LLMs as can
be seen in Tables 6 and 7. However, the re-
sults of our experiments demonstrate LLMs’ capa-
bility to adapt to In-Context learning with few-shot,
outperforming Encoder-Decoder MT models. By
way of illustration, with a 5-shot setting, GPT-3.5
Turbo achieves an increased BLEU score of 0.82
as shown in Tables 5 and 6.

In the previous experiments, we used the fuzzy
matches from the ground-truth translations. In or-
der to see the performance of the combination of
LLMs and the Encoder-Decoder model (DeepL),
with fuzzy matches constructed using the predicted
sentences from DeepL, we conducted experiments

4https://www.deepl.com/pro-api/

on the subtitles dataset composed of 3000 seg-
ments. The experimental results are shown in Ta-
ble 7 below.

Context spBLEU↑ CHRF↑ TER↓
Zero-shot 44.26 64.72 51.82
Fuzzy 2-shot 45.85 65.67 48
Fuzzy 10-shot 46.01 65.74 47.75

Table 7: Evaluation results on TED Talks 2013
dataset composed of 3000 sentence pairs on
English-to-French language pairs with GPT-3.5
Turbo + DeepL model.

We can see that constructing the fuzzy matches
from the DeepL Encoder-Decoder model’s predic-
tions as a context to the GPT-3.5 Turbo model can
improve the quality of the translation of the source
segments. By way of illustration, an improvement
of 1.17 and 0.86 in the BLEU score for 2-shot and
5-shot, respectively (cf. Tables 5 and 7). This
can be explained by the use of the predicted sen-
tences(from DeepL model) to compose the prompt
for the GPT-3.5 Turbo model, which supports our
previous hypothesis based on manual checks of
the quality of the translation in the TED Talks 2013
dataset.

6. Conclusion

This work explored GPT-3.5 Turbo’s efficiency in
adaptive MT with fuzzy matches. Experimental re-
sults were provided showing the effectiveness of
our technique with respect to the prompt composi-
tion and the selection of the fuzzy matches. The re-
sults of our experiments indicate LLMs’ capability to
adapt to context, outperforming Encoder-Decoder
MT models. Our work on subtitles corroborated
results from previous work on generic text that the
combination of LLMs and Encoder-Decoder models
improves the quality of the translation. It was also
shown that LLMs and Encoder-Decoder models
achieve better results with generic texts than with
subtitles for the language pairs En → Ar and En→Fr.
Experiments using GPT-3.5 Turbo on different data
sizes of English-to-Arabic subtitles indicated that
the bigger is not really the better. Further research
is required to validate these results and also ex-
plore the use of other LLMs in MT, especially for
low-resource languages.
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