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Abstract

The difference in culture between the U.S. and
Japan is a popular subject for Western vs. East-
ern cultural comparison for researchers. One
particular challenge is to obtain and annotate
multilingual datasets. In this study, we utilized
COVID-19 tweets from the two countries as
a case study, focusing particularly on discus-
sions concerning masks. The annotation task
was designed to gain insights into societal at-
titudes toward the mask policies implemented
in both countries. The aim of this study is to
provide a practical approach for the annota-
tion task by thoroughly documenting how we
aligned the multilingual annotation guidelines
to obtain a comparable dataset. We proceeded
to document the effective practices during our
annotation process to synchronize our multi-
lingual guidelines. Furthermore, we discussed
difficulties caused by differences in expression
style and culture, and potential strategies that
helped improve our agreement scores and re-
duce discrepancies between the annotation re-
sults in both languages. These findings offer
an alternative method for synchronizing mul-
tilingual annotation guidelines and achieving
feasible agreement scores for cross-cultural an-
notation tasks. This study resulted in a multi-
lingual guideline in English and Japanese to an-
notate topics related to public discourses about
COVID-19 masks in the U.S. and Japan.

1 Introduction

The close political bond and distinct cultural view-
points have resulted in the U.S.-Japan comparison
being a frequently studied topic among researchers
interested in cultural contrasts and variations in
Western and Eastern societal conventions. This
extends to how they behave in daily life and how
they responded to major world events, such as the

pandemic, making it a great target for a multilin-
gual annotation case study. In the early stages of
COVID-19, many health personnel and epidemiol-
ogists advocated the importance of mask in curbing
the infection (Zeng et al., 2020; Leung et al., 2020;
Asadi et al., 2020). However, the U.S. and Japan
displayed contrasting attitudes regarding policy im-
plementation to control the spread of the disease
and adherence to mask mandates, as demonstrated
by their respective governments and citizens (Net-
burn, 2021; KYODO, 2023; Reich, 2020). This
was also observed by Tso and Cowling (2020),
who summarized the general use of masks from
several countries, including the U.S. and Japan, and
suggested further measure to improve mask effec-
tiveness. While the general population recognized
the importance of mask in the U.S., whether they
actually wore them largely related to their demo-
graphics and their beliefs about societal value (Bir
and Widmar, 2021). On the other hand, wearing
masks was common in Japan even before COVID-
19, as observed in the majority of respondents in
Suppasri et al. (2021) who had no issue with wear-
ing masks.

Further information about how the two countries
reacted to COVID-19 mask-wearing mandate can
also be observed from social media. A study by
Lin et al. (2022) found that mask mandates and
mask-wearing, as obtained from geo-tagged Twit-
ter (now X) images, had a strong association in
the U.S. Tweets also provided insights on public
opinion about mask-wearing and their reasons for
not wearing any (He et al., 2021). Another study
identified mask as one of the most frequently used
words in tweets from Korea and Japan (Lee et al.,
2020), and it also appeared in the list of top con-
cerns expressed through social media during the
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pandemic in Japan (Kamba et al., 2024). Undoubt-
edly, the vast number of social media posts is of-
ten considered a valuable resource for understand-
ing, analyzing, and even informing policymakers
about societal perceptions or attitudes toward cer-
tain events. However, a significant challenge for
cross-cultural comparison studies is obtaining a
comparable data from two different languages with
different cultural backgrounds.

To get such kind of data, we applied a synchro-
nizing approach in annotating our data. Given the
differing responses to mask mandates as a measure
against COVID-19 in the U.S. and Japan, we are
interested in exploring the variations in the pub-
lic responses. For instance, we are interested in
whether individuals actually wear masks despite
their stated stance against masking. However, this
presents a complex challenge in the annotation pro-
cess, hence the decision to split the question into
a simpler form. Annotation plays a crucial role in
many natural language processing (NLP) research,
as the annotation results will provide a founda-
tion for future model training work. We adopted a
synchronized approach in which we borrowed lin-
guistic nuances and annotation insights from both
languages to design and refine the guidelines to
ensure the guidelines achieve a desirable level of
agreement, accuracy, and effectiveness in captur-
ing issues related to COVID-19 masking we aim to
assess in both cultures. The multilingual guidelines
can be accessed as supplementary material of this
paper 1.

2 Related work

Utilizing human annotated data in training machine
learning classifiers was a practice often employed
in Twitter studies (O’dea et al., 2015; Mozetič
et al., 2016). Previous COVID-19 studies have
also employed such a method, as observed in Klein
et al. (2021) who used annotated tweets for COVID-
19 tracking to identify potential tweets reporting
COVID-19 cases in the U.S.

Research involving multiple languages, espe-
cially in tweets, is often done in comparative stud-
ies where two or more target populations are using
different languages. For example, Zotova et al.
(2020) compared stance detection in two languages
(Catalan and Spanish), designing their guidelines
based on the approach introduced by Bosco et al.
(2016), with annotations performed by two annota-

1https://doi.org/10.6084/m9.figshare.26104597

tors who are skilled in both languages.
Another study by Jahan (2020) completed a task

of offensive language comparison of tweets in five
different languages using the English translation of
the tweets. Translating all the tweets into English
seems feasible to a degree and can benefit from a
powerful English-based language model. Similarly,
Chen et al. (2022) studied COVID-19 vaccination
attitudes using translated tweets from four West-
ern European countries, resulting in a dataset with
potential use for COVID-19 analysis. However, us-
ing translation tools might result in the inaccurate
conveyance of the sentiment (Lohar et al., 2017).

Analyzing the tweet in its native language en-
sures that the annotators get to comprehend the
original meaning, as well as the cultural nuances of
the texts, which could easily get lost through trans-
lation. Considering the positive and negative as-
pects of involving translation in dealing with multi
language dataset, we decided to focus on annotat-
ing the tweets in their native language, utilizing
our synchronized approach on guidelines creation
and annotation to ensure the comparability of our
datasets.

3 Dataset

3.1 Data

The data collection period spanned from January
1st, 2020 and December 31st, 2022 (36 months),
using Academic Research Access X API (formerly
Twitter API), which had been revoked in mid of
2023. To ensure that the tweets originated from
Japan and the U.S., we applied extraction criteria
to filter tweets with geo-tag metadata. Using the
country location filter of US for the U.S. and JA for
Japan, we obtained 1,102,876 English tweets and
589,927 Japanese tweets.

3.2 Preprocessing of tweets

The first preprocessing step was to validate each
tweet’s location tag. Since there are several types
of location data in geo-tagged tweets, we focused
on city-level information in the ‘full-name’ entity
of the tweets. We removed instances where the
geo-tagged location failed to match the city lists in
the U.S. and Japan (simplemaps, 2022; MIT, 2019).
Afterward, we proceeded to the text contents of the
tweet. We removed links and changed all the user-
names into a common ‘@username’. In this step,
we kept the emoticon, punctuation, and capitaliza-
tion of the letter in tweets to preserve unobstructed
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information for the annotators. We also made sure
that the tweets contain ‘mask’ for English tweets
and ‘マスク’ (mask in Japanese) for Japanese
tweets. In some cases, the keywords appeared as
usernames or links, so they did not provide enough
information or relevance to the topics and hence
were eliminated in the process.

Stowe et al. (2018) noted in their study that most
short English tweets are irrelevant and did not con-
tribute to the annotation agreement. Hence, we
excluded English tweets that were less than 25
characters. Due to the usage of kanji in Japanese
writing system, which was considered as one char-
acter but can contain meanings equivalent to an
English word, we applied a lower threshold of 10
characters for Japanese tweets. As a final step be-
fore preparing the annotation sample, we removed
duplicates and NA’s from our data.

4 Method

4.1 Initial exploration of the sample

We prepared a small set of sample tweets from both
languages as a basis to create annotation guidelines.
The sampling strategy consists of these criteria:

• Each User ID can only be included once in
the sample.

• Randomized sampling based on unique User
ID.

We began the pilot annotation phase for our En-
glish tweets and designed the draft of annotation
guidelines in English to align our thoughts. The
initial process included a review of tweets sample
and a discussion of the potential annotating target.
We then translated the guidelines into Japanese
and pilot-annotated the multilingual dataset based
on the primary guidelines. We went through two
rounds of iterations and revisions to examine the an-
notation agreement for the pilot phase and unite the
multilingual guidelines. On translating the guide-
lines and its revision, we also considered the con-
text of the instructions and found the more close-
fitting examples from Japanese tweets if necessary.
The process with English tweets is described in
Step 1, and the next process for Japanese tweets is
described in Step 2 of Figure 1.

The following is the summary of annotation
guidelines from the pilot phase, also shown in Fig-
ure 2. These are the stages of annotation carried
out by the annotators:

1. Tweet relevancy, in which we classify the
tweets based on their relevance to COVID-19

mask discussion.
• Relevant: mentioning mask and re-

lated to COVID-19, such as mask-
wearing, mask-related policies, masking
as COVID-19 prevention measures, etc.
Example: “Please wear your mask to pre-
vent the spread of the virus!”

• Non relevant: tweets mentioning mask
but not related to COVID-19, such as
beauty face mask, mask as a verb, figu-
rative expression using mask, etc. Exam-
ple: “This person mask their intention
well” (not an actual face mask to prevent
virus)

2. Consider only relevant tweets from the first
stage. There are two parts to this second stage:
(a) Stance stage: classify whether a tweet re-

flects the user’s stance toward supporting,
opposing mask-wearing, or unclear.

• Supporting stance: expressing that
they are willing to wear mask, pro-
moting its benefits, positive opinion
about masks, etc.

• Opposing stance: expressing disap-
proval, skeptical, negative opinion
about mask, listing disadvantages of
wearing mask, etc.

• Unclear: tweets without enough con-
text to classify as supporting or op-
posing.

(b) Mask-wearing stage: for tweets with a
clear stance, mark whether the specific
user is wearing a mask, not wearing
mask, or unknown.

We explained the goal of each topic to the an-
notators during the annotation briefing. We dis-
cussed target output and included common pat-
terns found in the tweets, along with annotation
examples from the initial exploration step in the
guideline. After reflecting on initial results and dis-
cussing with the annotators, we decided to refine
the annotation guidelines by combining support
and unclear stances so we could focus on outlining
people against COVID-19 masking (see Figure 2).
This resulted in two categories only: against and
not against. The term round in this paper refers to
the annotation process of incrementally releasing a
certain percentage of tweets to the reviewers. One
complete annotation process by the annotators was
considered as one round. We have four rounds in
total: 10%, 50%, 100% and repeating 100% after a
final discussion with the annotators.
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Figure 1: Initial exploration of sample and guideline design (top); Synchronized annotation process by annotators
and guideline revision, started with 10% sample, 50%, and 100%, three rounds in total (bottom).

Figure 2: Flowchart of annotation topics: filter relevant
tweets and mark the categories for stance and mask-
wearing.

4.2 Synchronized annotation process

There were four annotators in total, two for each
language. All annotators were graduate students at
our university and demonstrated a good command
of the target annotating language (two in Japanese
and two in English). They also had experience in
natural language processing tasks and studies.

Initial round with 10% sample
Using the same sampling method described in the
previous subsection, we obtained 1,100 sample
tweets for each language to be annotated. We
explained the annotation guidelines and the ex-
pected results of the annotation. In the first round,
the annotators were asked to annotate 10% tweets
based on their initial understanding of the guide-
lines. The results were then evaluated, and the
first inter-annotator agreement (IAA) was calcu-
lated. Figure 1 explained the summary of the syn-
chronized iterative annotation process to revise the
guideline for English and Japanese, illustrated in
Step 3 in the figure.

Review disagreed tweets to clarify the
guidelines
To determine whether disagreements were caused
by miscomprehension of guidelines or genuine dif-
ferences in the interpretation of the tweets, we high-
lighted disputed tweets and discussed them with
annotators during each annotation round. Each
meeting lasted about an hour, with the authors and
annotators working together to identify the poten-
tial cause of miscomprehension in the guidelines.
Based on these discussions, we proceeded to revise
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the multilingual guidelines to prevent future misun-
derstandings. Changes in one language were also
reflected in the other, ensuring that the new instruc-
tions remained relevant to both languages. This
approach was guided by the belief that contextual
nuances and clarified wording, though originating
from one language, would enhance understanding
in both English and Japanese. We started and com-
pleted the discussions and annotations of both En-
glish and Japanese tweets at the same timeline.

Repeat the synchronization process for the
second and third rounds

After the first round of guidelines revision, the an-
notators were asked to annotate 50% tweets accord-
ing to the refined guidelines (including re-checking
the first 10% tweets). To avoid biasing the annota-
tors, while annotators and we discussed the agree-
ment ratios and clarified the misunderstanding of
the guidelines, the team did not review the indi-
vidual tweets and left the decision to change their
annotation results to the annotators themselves. We
then compared the IAA for the first 10% and 50%.
We then repeated the annotation steps for the rest
of the sample data set, 1,100 tweets, and obtained
the IAA for all the samples. During the annota-
tion phase, we continuously had discussions and
revisions for the guidelines based on the feedback
and annotation results of the annotators. We had a
final discussion with the annotators after they com-
pleted annotating the entire sample data set and
re-annotated the data after the discussion as the
final round of the annotation.

4.3 Annotator agreement evaluation

We used Cohen’s kappa, which is a commonly used
measure to evaluate IAA for nominal annotation
where the annotators operated independently (Co-
hen, 1960). We evaluated the IAA for each round
of annotations and compared the results from each
round for both languages. For the agreement cal-
culation on the stance and mask-wearing stage, we
only included tweets where both annotators agreed
as relevant. The interpretation for agreement results
was based on McHugh (2012). We considered a
minimum threshold of weak agreement (range of
0.40 to 0.59) as an acceptable agreement level in
this study.

5 Results

5.1 Inter-annotator agreement

The summary of IAA for the sample data is shown
in Table 1. In Round 1, while the English tweets
showed moderate agreement for tweet relevancy
(0.51), the Japanese tweets demonstrated almost
perfect agreement (0.91) between annotators. We
discussed the guidelines and clarified the ambigu-
ous points with the annotator. Most of the concerns
were about criteria for relevant tweets and tweets
containing sarcasm, such as "mask doesn’t protect
you, right" and other examples as shown in Table 2.
We then revised the guidelines based on the feed-
back from the annotators. The final Cohen’s kappa
for the relevancy stage is at a similar value of 0.65
for English tweets and 0.67 for Japanese tweets,
both in the moderate agreement level.

In the second stage of the annotation, we fo-
cused on the stance about COVID-19 masking.
Both English and Japanese tweets showed a weak
agreement in the first round, with 0.52 for En-
glish and 0.58 for Japanese. The agreement for
Japanese tweets was consistent in the following
rounds, even with the guideline revision, still hov-
ering around the weak agreement (0.59 for the final
round). These results suggested that the stance on
masking was challenging for annotators to agree
upon in both English and Japanese.

The last topic, mask-wearing behavior, showed a
very low Cohen’s kappa score in the earliest round,
spotting minimal agreement with 0.21 for English
and 0.35 for Japanese. However, the final agree-
ment showed an agreement of 0.55 for English and
0.47 for Japanese, a desirable increase compared to
the value in the first round. The final results show
a similar value for the stance stage, although only
a weak agreement. Our result suggested that al-
though determining behavior tendency (e.g., mask-
wearing) from tweets was also challenging for the
annotators, the synchronized approach proposed
by us did help to improve the overall agreement
through stages and achieve desirable agreement
scores for both languages.

5.2 Guideline improvement

There was a consistent increase in the relevancy
stage after each round of annotation and guideline
iteration. On the same 10% part of the sample, the
agreement score of English tweets increased from
0.51 to 0.67 and finally to 0.71. While Japanese
tweets yielded a high score initially (0.91), leaving
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Stage 1: Relevancy Stage 2(a): Stance Stage 2(b): Mask-wearing

Round Sample English Japanese English Japanese English Japanese

1 10% 0.51 0.91 0.52 0.58 0.21 0.35
2 10% 0.67 0.95 0.55 0.56 0.45 0.39

50% 0.58 0.74 0.48 0.55 0.57 0.57
3 10% 0.71 0.95 0.53 0.55 0.46 0.35

50% 0.65 0.87 0.46 0.58 0.56 0.54
100% 0.65 0.67 0.42 0.55 0.53 0.49

Final 100% 0.79 0.92 0.46 0.59 0.55 0.47

Table 1: Cohen’s kappa for the annotation results. Percentage in each round shows the number of samples annotated.
The agreement is calculated for each round and each part of samples.

little rooms to improve, there was still a slight in-
crease of the agreement score (0.95) in the second
round. Further observation also showed that the
addition of the samples results in a slight decrease
(between 0 to 0.07) in the Cohen’s kappa score
for both languages, except for Japanese tweets in
Stage 1, Round 3, with 0.2 decrease from 50%
of sample to 100%. The score for 100% English
tweets sample was 0.65, the same as the score ob-
tained from 50% sample, suggesting that the latest
version of the guideline helped the annotators to
achieve a consistent outcome. However, such an
improvement was not replicated in the Japanese
samples. The agreement for the final 100% sam-
ple surprisingly decreased to 0.67 in the moderate
category while demonstrating stable improvement
in the 50% samples (0.87). After a final discussion
with the annotators and a last modification of the
guidelines, the re-annotated sample resulted in a
higher agreement of 0.79 and 0.92 for English and
Japanese sample, respectively.

Regarding the annotation for stance on COVID-
19 mask (Stage 2(a)), the increase on each rounds
of annotation is not apparent, with the Cohen’s
kappa score staying in the similar range throughout
the annotation process. In the mask-wearing stage
(Stage 2(b)), there was a notable increase in the
10% of the sample from 0.21 to 0.45 and 0.46 for
the English tweets. The final score for 100% sam-
ple capped at 0.55, though it did not differ much
from the previous set of samples. The Japanese
annotation scores were fluctuating between 0.35
and 0.39 for the initial 10% samples regardless of
the iterative procedure, while showing a good im-
provement for the final full sample (0.47). All an-
notators both settled at around weak agreement for
this round, with English agreement scores slightly

surpassed the Japanese ones in the final round.

6 Discussions

6.1 The process of guidelines synchronization

Our findings showed that revising and synchroniz-
ing the guidelines after each round of annotation
significantly enhanced the IAA score. We reviewed
the guidelines after each round and clarified any
ambiguous or misleading instructions based on dis-
agreements found in both English and Japanese
annotations. During discussions with annotators,
we intentionally incorporated linguistic nuances
(e.g., expressions and examples) and disagreement
rationales from both languages to ensure consistent
understanding across all annotation contexts. Addi-
tionally, disagreements in other languages appeared
to complement each other, enabling us to clarify
guidelines and rectify potentially ambiguous ex-
planations. Annotators were given the opportunity
to review previous samples in subsequent rounds
and adjust their decisions according to the latest
guidelines.

Our annotators found that marking guideline re-
visions in a different color helped them identify
key changes across rounds. Since annotation was
conducted simultaneously in both languages, guide-
line updates were synchronized, incorporating find-
ings and suggestions from both languages. For
instance, additional instructions based on Japanese
tweets were translated into English with appropri-
ate examples to maintain synchronization. While
reviewing the guidelines, we also noticed some
similarities observed in the source of annotation
mismatch between the two languages despite the
differences in culture, such as sarcastic and ambigu-
ous tweets which appeared in both Japanese and
English tweets (discussed in the following section).
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However, there appears to be a limitation when
applying it to annotating individuals’ stances re-
flected in the tweets. For instance, in Stage 2(a),
we compared the annotation results and attempted
to synchronize the guidelines by clarifying the am-
biguous explanations that were causing disagree-
ments in both languages. While we were able to
improve the agreement score of the annotation out-
come, there was only a limited increase in the score,
making it hard to justify the benefit of such an ap-
proach. Perhaps individuals from different cultures
interpret the concept of “stance” differently, and
researchers should caution about annotating the
concepts that are not identical in different cultures
using such an approach.

Overall, the increase in the IAA after each round
of annotation and revision suggested that the newer
version of guidelines showed a better performance
for mask-related tweets in the U.S. and Japan. By
synchronizing the annotation guidelines after each
annotation rounds, we managed to incorporate all
the changes and suggestions from two different
languages in a single guideline. Considering the
difficulty of annotating a multilingual data set for
intercultural comparison, we believe such an ap-
proach was critical in offering an operationalizable
practice to achieve a stable performance.

6.2 Annotation difficulty

Sarcasm and ambiguous expression

We observed that tweets containing “sarcastic ex-
pressions” and “culturally specific expressions”
posed additional challenges for annotators in de-
termining whether the tweet implies a positive or
negative stance toward mask-wearing policies. Be-
low we dive into the nuances of each linguistically
challenging annotation tasks.

Sarcasm and tweets written in ambiguous ex-
pressions in English were one of the sources of
disagreement between annotators. Number 1-2 in
Table 2 show an example of sarcastic tweets. Non-
native and native English differ in their ability to
identify written sarcasm (Techentin et al., 2021).
While language understanding and cultural differ-
ences could also impact annotation, previous re-
sults in sarcasm classification research showed that
the difficulties experienced by the annotators did
not result in significant degradation to the expected
result (Joshi et al., 2016).

While both languages showed a number of
tweets containing sarcasm, there were some differ-

ences in how they are written. A study by Prichard
and Rucynski (2022) shows that English sarcasm is
difficult to identify by Japanese students, suggest-
ing that the type of sarcasm is different between the
languages. Our study results were also aligned with
the previous literature. As suggested by Obana and
Haugh, sarcasm in Japanese sometimes include the
inappropriate use of honorifics which, depending
on the use cases, can be interpreted as sarcastically
polite, such as using higher level of honorifics than
necessary (Obana and Haugh, 2021).

Regarding tweets that contained ambiguous ex-
pression, annotators showed disagreement because
they could not comprehend what the actual mean-
ing of the tweets were. The ambiguous expressions
appear more frequently in Japanese, which was
also identified by a study conducted by Suzuki
et al. (2017). To overcome the challenge of these
two types of tweets, we asked the annotators to
note down the type of ambiguous tweets in the
process of annotation. We incorporated the infor-
mation from annotators, created a more detailed
explanations on actions involved in the tweets. The
difference in frequency of the problem appeared
between languages was shown clearly in the first
round of annotation, where there were big observ-
able differences in the agreement score.

Lack of context and cultural nuances
Another reason for the difficulty was caused by the
word limit and short nature of tweets, which often
offered insufficient to no information for critical
contexts. For example, if a tweet was part of a
thread or conversation, the context of discussion
might be missing and causing difficulty to interpret,
which also applies to our data in terms of relevancy
or stance, as listed in number 3-6 in Table 2. This
problem of insufficient context and little content
in tweets was also a concern mentioned in Stowe
et al. (2018). Furthermore, our study indicated that
the modified communication style conveyed in the
short form of texts could present extra difficulty for
the annotation tasks.

The findings of our study confirmed that cul-
tural aspect of the community, such as individu-
alistic or collectivist, is one of the source of the
differences in communication style in social me-
dia (Garcia-Gavilanes et al., 2013). The differ-
ences originated from the cultural background be-
tween the two countries were also apparent in the
study by Acar and Deguchi (2013), where the habit
of the users also shapes the posts type. Tweets
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No Tweet example Annotation difficulty

1 Don’t worry I’m always masked! Always hot! sarcastic tweet
2 Yes, mask doesn’t protect you, right sarcastic tweet
3 @username how is it going through the mask? not enough context to infer what the user stance

is about COVID-19 masking
4 Order your mask now! not enough context on which type of mask is

talked about
5 people need to learn how to wear mask in public

place like this!
tweets implying a complain about people not
wearing mask, but no clear indication whether
the user is actually wearing any

6 mask! #citylife #lovemycity #enjoy not enough context

Table 2: Difficulty example, showing tweets and the reasons why the particular tweet is categorized as difficult.
Examples were obtained from both languages but shown in English.

from the U.S. reflects more question-like type as a
way to connect with others, while in the Japanese
tweets’ case, questions is perceived as a sign of
disharmony. Japanese users favor a relatively re-
served and courteous communication style (Mi-
dooka, 1990), which was also reflected in their on-
line posts, such as preferring harmony while tweet-
ing even when they intended to express their opin-
ions (Acar and Deguchi, 2013). However, these
communication styles easily resulted in users post-
ing ambiguous tweets or using indirect expressions.
Annotators should be debriefed such a potential
tendency when referring to the guidelines.

Annotation topics
The topics of annotations could imply various dif-
ficulties because they demand navigating intricate
linguistic textures, contextual nuances, and diverse
expressions within constrained character limits. In
our tasks, the task to identify relevance of COVID-
19 were deemed less challenging; whereas, the
tasks of identifying the stance and mask-wearing
status were deemed highly challenging. A potential
explanation for why relevance assessment posed a
low difficulty lies in annotators’ ease in judging the
presence or absence of the target topic (COVID-
19).

As mentioned earlier, relevancy was the easiest
to mark and distinguish, as shown by the agreement
results between annotators for both languages. The
instructions for relevancy are also fairly straightfor-
ward, with unclear tweets marked as irrelevant. On
the other hand, the stance stage shows an overall
weak agreement. This annotation topic was also
a concern in other research involving annotation,
where Mohammad et al. (2016) mentioned that

determining stance can be difficult for human an-
notators without a proper understanding of the full
context of the text. Addawood et al. (2017) noticed
the consistent result of classification and feedback
from human annotators having difficulty deciding
between favor and neutral category. Determining
the stance of the user was proven to be difficult,
especially if the source is a short text in the form
of tweets which sometimes lack of enough context
to be inferred, as we mentioned before. Sometimes
the annotators cannot be sure which category of
stance the tweets are in.

Slightly different compared to the other stages,
the main difficulty for the mask-wearing stage is
determining the subject of the tweets, as tweets
often do not follow a proper sentence pattern. In
Japanese, subject is sometimes omitted and not
mentioned clearly, which was also found in tweets
data as observed by Akahori et al. (2021). The
main source of differences found in this study is
that sometimes even if the tweets clearly mention
someone is wearing a mask, the annotators are not
sure as to who is the one wearing the mask. How-
ever, the latest version of the guideline improved
the agreement on this point in reaching a weak
agreement instead of the minimal agreement on the
first version of the guidelines.

7 Conclusion

Creating a guideline covering more than one lan-
guage can be challenging. Our approach consists of
simultaneous annotation to synchronize the guide-
line in order to achieve a reliable and comparable
dataset. The final guideline designed in this study
shows adequate results for both languages, even if
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the two sets of tweet sources come from different
cultural backgrounds.

This study resulted in multilingual annotation
guidelines in English and Japanese for classifying
tweets’ relevancy, stance, and mask-wearing status.
The final version of the guideline can be utilized to
obtain more annotated sample for the future work
on the comparison between mask opinion in the
two countries.

Limitations

This study is currently limited to English and
Japanese for short and informal text, i.e., tweet
posts. Furthermore, we imposed a dichotomized
options pair (e.g., against vs not against) and omit-
ted neutral option because we observed a lot of
ambiguity and unclear tweets in the second stage,
especially the stance stage. The stage are difficult
to analyze due to the ambiguity and relatively short
text, sometimes insufficient to detect the stances,
so we decided not to include a neutral opinion as
our option and limited our choice for against or
not. Population-wise, since we used geo-tagged
tweets only, our sample is also limited to people
who chose to provide their location information in
their tweets.

Ethical consideration

This study did not require participants to be in-
volved in any physical or mental intervention. The
data in this study also did not use personally iden-
tifiable information, thus exempted from institu-
tional review board approval in accordance with
the Ethical Guidelines for Medical and Health Re-
search Involving Human Subjects stipulated by the
Japanese national government.

We made sure that the annotators could work
comfortably throughout the annotation period, with
reasonable working flexibility. The annotators also
received compensation based on the standard rate
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