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Abstract
While developing computational language doc-
umentation tools, researchers must center the
role of language communities in the process
by carefully reflecting on and designing tools
to support the varying needs and priorities of
different language communities. This paper
provides an example of how cross-cultural con-
siderations discussed in literature about lan-
guage documentation, data sovereignty, and
community-led documentation projects can mo-
tivate the design of a computational language
documentation tool by reflecting on our de-
sign process as we work towards develop-
ing an annotation and data management tool.
We identify three recurring themes for cross-
cultural consideration in the literature - Lin-
guistic Sovereignty, Cultural Specificity, and
Reciprocity - and present eight essential fea-
tures for an annotation and data management
tool that reflect these themes.

1 Introduction

Although rapid advances in language technology
have been made in the last few decades, these ad-
vances have largely benefited speakers of global
majority languages (Brinklow, 2021). In addition
to population-based divides in technology avail-
ability, the delineation between well-resourced and
low-resourced languages is connected to modern
and historical socio-economic power dynamics,
with resources for languages being reflective of
the relative dominance of groups at the expense of
others (Kuhn et al., 2020). In addition to the dis-
proportionate availability of language technology
for documented languages, advances in language
technology have yet to significantly benefit those
working on documenting languages, meaning that
access to language technology is minimal, if not
nonexistent, for languages that are currently un-
dergoing the process of documentation. Language
technology is used as an inclusive term that de-
scribes both the technology that can help with the

documentation and analysis process and the tech-
nology that the community can use to interact with,
support, and teach their language.

While language documentation processes vary
vastly amongst different communities, the proto-
typical process normally involves a linguist and
one or more members of a language community.
The linguist works with the language community to
gain a better understanding of the language by col-
lecting data from the speakers. This data normally
includes recordings from the speakers and anno-
tations of the recordings, often as transcriptions
in IPA or the language’s orthography. Through-
out the process, there is typically a multitude of
tools used to make the recordings, annotate the
data regarding various features, analyze these an-
notations, and create a resource for the commu-
nity. The process of transcribing audio is usually
identified as one of the most time-consuming parts
of the process, a problem referred to as the “tran-
scription bottleneck." However, the next steps of
analysis and resource development are equally, if
not more, time-consuming. During analysis and
resource development, the linguist often continues
to consult with the language community to ensure
correct analysis of the language and applicability
of the developed resource. With the advent of com-
putational linguistics, computational linguists are
now often included in these last steps of annotation,
analysis, and resource development.

Recent advances in language technology present
an opportunity for expediting the process of lan-
guage documentation and reducing the inequity of
access to language technology, specifically through
the development of language documentation tools.
In order to maximize the utility of such a tool, it
is essential to consider the varying cultural consid-
erations that are present in the different contexts
in which the tool might be used. We identify three
integral steps in the process of creating a cross-
culturally applicable tool for language documen-
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tation: design, collaboration in communities, and
feedback integration. While the rest of this paper
focuses on the design step of the process, the ef-
fectiveness of an intentional design is mitigated if
it is not followed by collaboration in communities
and feedback integration. Collaboration in commu-
nities should involve discussions with community
members, activists, and language documentarians
from various language communities about ethics,
functionality, and risks of language technologies,
and project outcomes. The subsequent step to col-
laboration is the integration of this feedback into
the developing tool.

We intend to further cover and demonstrate all
three of these steps in future work, but this paper
details our experiences with the first step: design.
This paper provides a case study for designing a
cross-culturally applicable tool by presenting how
this process has been realized in the design phase
of our own language documentation tool. Our
approach demonstrates how innovative research
in language documentation, data sovereignty, and
community-led technology development can be
used as the foundation for the design of an an-
notation and data management tool. In section 2
we describe existing annotation and data manage-
ment tools and how our tool compares. Section
3 uses discussions of linguistic sovereignty, cul-
tural specificity, and reciprocity to frame critical
cross-cultural considerations that inspire the eight
features that are described in section 4. In section
5 we conclude by discussing the benefits of inte-
grating cross-cultural considerations into a project
during the design process.

2 Related Work

The field of language documentation currently in-
cludes tools for assisting with transcription, anno-
tation, and data management, as well as a series of
recent attempts at developing more advanced ver-
sions of these tools. This section briefly describes
the most popular tools, including the strengths and
limitations of the various features. Next, we de-
scribe novel approaches and further elaborate on
the motivation for prioritizing cross-cultural con-
siderations in the design process. The goal of this
section is to provide a better understanding of what
an annotation and data management tool encapsu-
lates, before describing how cross-cultural consid-
erations (section 3) motivate particular features in
the design of such a tool (section 4).

2.1 Popular Annotation and Data
Management Tools

While there are a multitude of tools and derivations
of annotation and data management tools available,
we highlight the two most popular: Fieldworks Lan-
guage Explorer (FLEx) and EUDICO Linguistic
Annotator (ELAN). While we offer a critical re-
view of the platforms, both provide an exceptional
example for the future of language documentation,
as they promote accessibility through free and ac-
cessible applications. Other improvements of these
tools are available but often include an associated
fee and proprietary code, which diminish their util-
ity in the language documentation, as discussed in
section 4.6.

2.1.1 Fieldworks Language Explorer
FLEx is a commonly used lexicography tool in lan-
guage documentation (Black and Simons, 2006),
likely due to the fact that it is both free and includes
an adequate graphical user interface. The tool al-
lows for the creation and refinement of a lexicon, as
well as glossing and analysis of texts. The lexicon
section offers a large, but predetermined, selection
of tiers for providing additional information about
an entry, such as the inclusion of multiple senses,
allomorphs, variants, and usage notes. The texts
and words section allows users to import stories
and other narrative transcriptions with the ability to
analyze the text by providing nested morphologi-
cal segmentation and derivation, bilingual glossing,
and part-of-speech tagging.

FLEx has features to help with the generation
of a language’s grammar and various other levels
of linguistic description, like customizable lists de-
tailing dialectal variation, morpheme types, and
semantic domains. However, the interface of FLEx
is complicated for non-linguists and those without
extensive training in lexicography tools. Addition-
ally, advanced, but extremely useful features, like
automatic parsing using existing segmentations, of-
ten cause the tool to crash and importation of other
non-FLEx formats is lossy. For example, FLEx is
not consistently able to import morphological seg-
mentation encoded in other linguistic annotation
file formats, like SFM files, without prior explicit
cross-references in the lexicon. Further, collabora-
tion between multiple parties requires cumbersome
sending and receiving of database backup files and
cannot be done synchronously. That being said,
automatic parsing suggestion, querying of texts
by feature, and intricate layers of annotation are
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notable contributions of FLEx that should offer
inspiration for future data management tools.

The tool supports automatic export into web and
dictionary platforms, well-aligned with the ideas of
reciprocity discussed in 3.3. However, as FLEx was
developed for the purpose of bible translation, it
has extremely limited functionality for integrating
audio during the analysis process. The data from
speakers is transcribed (annotated in IPA or an or-
thography) and then moves into FLEx for analysis.
In order to contribute to analysis in this step, the
contributor needs to be able to understand the writ-
ten transcription of the language and the features
presented in FLEx. Failing to account for cultural
specificity by confining the representation of the
language to a written form excludes the involve-
ment of many speakers from oral language cultures.
For example, speakers may not participate if they
feel uncomfortable with the abstraction of their lan-
guage into an unfamiliar writing system with no
auditory representation.

2.1.2 EUDICO Linguistic Annotator
ELAN is a documentation tool focused on speech
transcription, the process of representing a speech
signal with writing,1 and includes the ability to flex-
ibly create multiple tiers with customizable hierar-
chical relations while playing a recorded segment
of audio (Wittenburg et al., 2006). Additionally,
users can configure the view to focus annotation
efforts. Particularly useful for those with phonetic
training, the audio clip can be displayed alongside
a spectrogram, a visual representation of speech
that encodes speech signal frequencies and can be
used for phoneme identification and analysis (Zue
and Cole, 1979). As ELAN was originally created
for transcription of signed speech with multiple in-
terlocutors, data management on a self-referencing
language-documentation level is minimal. How-
ever, flexible tier creation, configurable displays,
and the spectrogram presentation and replay of
recorded audio are indispensable aspects of the
tool for many with a background in linguistics.

The user interface of ELAN is well-suited to
linguists and those with high computer literacy,
but otherwise requires training. The flexible tier
creation of the tool and representation of audio
support the ability of users to develop culturally
specific projects. However, the tool presents issues

1Transcription is commonly performed using the inter-
national phonetic alphabet (IPA) or an orthography of the
language

for linguistic sovereignty and reciprocity due to
the challenging interface. Linguistic sovereignty,
further defined in 3.1 encapsulates the ability of
community members to understand and participate
in the research that is being done on their language,
but the interface of ELAN is designed for a user
with high computer literacy and a background in
linguistics. This further endangers the ability of a
project to be reciprocal, as it prioritizes academic
access and understanding of annotated language
data over community access.

2.2 Novel Approaches

While there have been many attempts to create im-
proved language documentation tools, we present
two projects that are working towards an annotation
and data management tool but are still developing.
These two projects are noteworthy in that both are
open-sourced and provide a demo version that al-
lows interested individuals to participate and com-
ment on the development of the tools. We hope that
these similar developments of computational lan-
guage documentation tools can support each other
and work together to positively impact those work-
ing in language documentation. The cross-cultural
applicability of these approaches is not evaluated
as the projects are still developing. That being said,
the utility of this paper lies in the explication of
how cross-cultural considerations define the fea-
tures that are prioritized in the development of our
tool.

2.2.1 Linguistic Field Data Management and
Analysis System

The Linguistic Field Data Management and Anal-
ysis System (LiFE), is a language documentation
annotation and data management program with a
user interface aimed at linguists, with the goal of
aiding language documentation efforts by integrat-
ing various NLP libraries (Singh et al., 2022). This
tool focuses on making various advancements in
computational linguistics available to documentary
linguists without a computational background. The
research also provides extensive background on the
development of language documentation tools and
offers conversion of in-tool annotation to facilitate
integration with other NLP tools.

2.2.2 Glam
Glam is another annotation and data management
tool aimed at improving the experience of those
in the field of language documentation while inte-
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grating advancements in NLP (Gessler, 2022). The
presentation of this tool defines two features in-
trinsic to the design of a successful annotation tool:
interlinear text annotation and lexicon development.
The project also highlights the importance of cross-
discipline collaboration in the development of an
annotation tool.

2.3 Designing a Tool

Similar to the other projects presented here, we
recognize the limitations of existing language doc-
umentation tools and the great potential of develop-
ments in the field of computational linguistics. Ex-
isting approaches center two contributors: compu-
tational linguists and documentary linguists. How-
ever, the field is currently neglecting who should
be acknowledged and prioritized as the main con-
tributor in language documentation: the language
community. This is evidenced by the marginaliza-
tion of the role of language communities in the
presentation of these tools. Our remedy to this
problem is proposing a novel, yet simple, approach
that consults existing literature in the fields of lan-
guage documentation, data sovereignty, and com-
putational linguistics, with a focus on highlighting
research by Indigenous scholars. This approach in
developing language documentation tools is not suf-
ficient without further consultation with language
communities but provides a basis for design prior
to the necessary steps of collaboration in commu-
nities and feedback integration.

3 Cross-Cultural Considerations

Recent work on computational language docu-
mentation has attempted to understand how docu-
mentary linguists, community members, and com-
putational linguists can best support each other
(Flavelle and Lachler, 2023; Lu et al., 2024;
Wiechetek et al., 2024). Collaborative work be-
tween these three groups has great potential to be
mutually beneficial, as expertise from each group
can guide the development of tools and documen-
tation to maximize their impact. However, existing
scholarship prioritizes the role of documentary lin-
guists and computational linguists in the design of
technology, which often results in either minimiz-
ing cross-cultural differences in a way that neglects
recording information that is important to a com-
munity or produces a tool that works for a specific
purpose, but is hard to extend to use in other com-
munities.

The challenge in designing an annotation and
data management tool lies in the ability to sup-
port linguistic sovereignty, flexibly adapt to vary-
ing needs and ethics of language communities, and
establish reciprocity as the basis for documentation.
These themes are essential for a language docu-
mentation tool to integrate to the design, but their
inclusion in the final project output is also depen-
dent on project stakeholders conducting research in
an ethical fashion that supports the outlined themes.

3.1 Linguistic Sovereignty
Amongst those working on language documenta-
tion, the importance of the work is often discussed
either in terms of data preservation or cultural
preservation. While both motivations are inter-
ested in the knowledge contained in language, data
preservation focuses on how knowledge stored in
all of the languages of the world can inform re-
search. In one such example of language as data,
Himmelmann (2006) describes the importance of
language documentation as it secures current and
future researchers’ access to information from var-
ious language communities and allows others to
validate claims made in such research by cross-
referencing records in the language. The utility of
language in research is evidenced by current re-
search movements in a variety of fields, such as
the integration of Indigenous knowledge in sustain-
ability research (Ferguson and Weaselboy, 2020;
Zidny et al., 2020).

Discourse emphasizing the importance of lan-
guage documentation for cultural preservation is
especially prevalent in language communities, as
the ability of language to store important cultural
practices motivates community members to par-
ticipate in language documentation. Further, the
importance of empowering languages within com-
munities is intensified by research connecting the
health of speakers to linguistic engagement in the
community, such as reports showing significant cor-
relations between decreased youth suicide rates in
Indigenous communities wherein at least half of
the community members had some proficiency in
their native language (Hallett et al., 2007). Mo-
tivation based on cultural preservation highlights
the role of language in supporting and empowering
a community, as language documentation efforts
can assist in community projects that build on cul-
turally appropriate practices to address community
needs (Barker et al., 2017; Brady, 1995).

This section uses the broad phrase “linguistic
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sovereignty" to encapsulate both the dichotomy be-
tween data preservation and cultural preservation
and the importance of data sovereignty. When de-
scribing the passing of data to another party, ques-
tions of responsible data practices arise, particu-
larly as they pertain to data sovereignty. Kukutai
and Taylor (2016) define data sovereignty as “man-
aging information in a way that is consistent with
the laws, practices and customs of the nation-state
in which it is located." Data has been described
by many as the new medium for colonialism (Bird,
2020; Leonard, 2018; Ricaurte, 2019), and thus
those working on language documentation projects
must ensure that the data practices being used in the
project are aligned with the community’s ideals.

Suggestions for how to best protect a commu-
nity’s data sovereignty include the development of
ethical research standards in the field of computa-
tional linguistics (Schwartz, 2022) and language
documentation (Belew and Holmes, 2023), defin-
ing data sovereignty and privacy practices within
communities (Leonard, 2018), and ensuring trans-
parency in research through continuous collection
of informed consent (Austin, 2010). However, as
laws, practices, and customs of various language
communities differ drastically, a well-designed tool
must account for both restrictions to access and
collaboration between individuals, as desired by
whichever community is using the tool.

Language documentation projects also protect
data sovereignty by ensuring community members
understand how and for what their data is being
used. If an annotation and data management tool
only allows for an abstract representation of linguis-
tic meaning that is outside of a culture’s epistemo-
logical construction of their language, it threatens
the ability of community members to understand
how their language is being used and minimizes
their agency in the documentation project. One
example of the success of using culturally appropri-
ate epistemological constructions for language is
demonstrated by (tonh et al., 2018) in their work de-
tailing the successful use of the root-word method
in teaching community members the Kanyen’kéha
language.

Clearly indicating the intended purpose for the
data is also essential to data sovereignty, especially
as advances in NLP permit the use of data in novel
ways that may not be easily interpretable to con-
tributors in language communities. For example,
providing consent to use recordings as audio for
entries in an online dictionary is markedly different

from providing consent to use a series of recordings
for speech synthesis.

3.2 Cultural Specificity

In the development of language documentation
tools, there is a delicate balance between linguis-
tic specificity and cross-linguistic extendibility. A
tool developed specifically for one language pro-
duces a project outcome that is more detailed and
accurate to the context of the community, while
a tool built for general use with many languages
produces project outcomes that may be useful to
many communities, but often fall short in includ-
ing all of the information that is important to the
community. While cultural specificity and cross-
cultural applicability may appear to be in conflict,
a cross-culturally applicable tool can account for
cultural specificity by allowing users to access fea-
tures to customize the storage, presentation, and
annotation of the data based on the preferences of
the community.

As Brinklow (2021) suggests, a broad approach
is not the responsibility of a language commu-
nity and the development of language technology
in the community’s language should be the prior-
ity, as Indigenous-led projects have found success
in starting with a language-specific approach be-
fore considering crosslinguistic extendibility (Kuhn
et al., 2020). However, for computational linguis-
tics working on the development of a tool, there is
a responsibility to design a tool that can work in
multiple cultural contexts, while still allowing for
community-specific customization that accounts
for the inclusion of data that marks culturally rele-
vant phenomena in the language.

In addition to accounting for varying needs and
interests in integrating technology, differences in
community ethics necessitate the development of
a community-based definition of ethics. While an
academic researcher may be bound to a code of
conduct or ethical framework from their field or
another governing body, this code is unlikely to
comprehensively address the community’s defini-
tion of ethical research (Bow and Hepworth, 2019).
Further, collaboratively defining ethical research
within a language community is conducive to fos-
tering a relationship between those working on a
project (Belew and Holmes, 2023), thus supporting
the next key consideration: reciprocity.
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3.3 Reciprocity

Reciprocity in language documentation is funda-
mental to ensuring ethical research (Austin, 2010).
Maiter et al. (2008) define reciprocity as an “on-
going process of exchange with the aim of estab-
lishing and maintaining equality between parties."
In the context of language documentation, this ex-
change can be seen as the community providing
a researcher with linguistic data in exchange for
resource creation. The creation of new language
resources helps to mitigate disparity in resource
availability and thus contributes to the process of
establishing equality. However, language docu-
mentation has historically prioritized the access of
other researchers to research output (Henke and
Berez-Kroeker, 2016), with the creation of commu-
nity resources posed as the secondary goal (Austin,
2006). When the motivation for language docu-
mentation is the function of language as data, the
natural result is a prioritization of a resource output.

Belew and Holmes (2023) discuss the impor-
tance of reciprocity through the role of relationship
in “A Linguist’s Code of Conduct: Guidelines for
Engaging in Linguistic Work with Indigenous Peo-
ples." This publication suggests ethical standards
for language documentation and was written by
a non-Indigenous and an Indigenous researcher.
Belew and Holmes encourage researchers to view
their methodology and approach to research by
centering their relationship with the community.
Listening is foundational to building and maintain-
ing a relationship with the community and results
in culturally appropriate research that addresses the
needs and interests of the community. Extractive
research is avoided by focusing on the relationship
with the community and the reciprocal nature of
the research.

4 Tool Features

The three themes - linguistic sovereignty, cultural
specificity, and reciprocity - identified in section 3
relate and intersect in various ways to motivate the
8 annotation and data management tool features
described below.

4.1 User Management

An annotation and data management tool must al-
low for control over project contributors in order
to protect linguistic sovereignty. This can be ac-
complished through a user management feature
which allows for a user that has been designated

as a project administrator to add other users to an
existing project. Linking login credentials to user
profiles secures the data in the project and ensures
that the community is able to control who accesses
the annotated data. Further, project administra-
tors should have the ability to select permissions
on a tier-by-tier basis, as the skillset of different
contributors determines the relevancy of different
tiers. For example, it would be nonsensical to give
edit permission on the “IPA transcription“ tier to a
contributor without experience in IPA.

4.2 Collaborative Editing

Collaborative editing allows for more than one in-
dividual to provide updates to a project at the same
time. In both subsections 3.1 and 3.3, the role and
importance of contributions from various members
of the community in a language documentation
project is discussed. Once a language commu-
nity has decided on appropriate contributors for a
project and which permissions various users should
have, the efficiency of the language documentation
work can be increased by allowing multiple parties
to work on the annotation project at once. Collabo-
rative editing allows for more contributors, which
presents the opportunity to benefit from input from
more community members.

4.3 Edit History

Edit history works in tandem with collaborative
editing and user management to ensure participa-
tion and control over the project, thus supporting
linguistic sovereignty. Edit history maximizes the
ability to include multiple contributors by provid-
ing a time-ordered list that details the changes made
to an entry and who made the change. A time-
ordered list that tracks changes allows other users
to collaboratively review each other’s work and
move towards consensus linguistic descriptions or
the development of best practices for representing
natural variation. Edit conflicts can be avoided by
allowing users to check out the sentence or lexicon
they are annotating or editing.

4.4 Customizable View

A feature allowing customizable views allows dif-
ferent contributors to see and engage with the parts
of the language documentation project appropri-
ate for their contribution and best suited to their
skills. This feature supports linguistic sovereignty
by ensuring that the community members partici-
pating in the project feel ownership, agency, and
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confidence in the way their language is being rep-
resented. For example, although language speakers
have implicit knowledge of their language, demon-
strated by their ability to produce and comprehend
syntactically complex phrases, some speakers may
not be familiar with explicit linguistic knowledge,
such as dependency structures, parts of speech, or
semantic roles (Bowles, 2011). Further, being pre-
sented with this abstraction constantly may make
them feel alienated from the documentation pro-
cess. Additionally, asking for such information
without explicit training could result in inaccurately
annotated data and frustration from speakers.

In a study discussing the open issues posted
about accessibility on GitHub, Bi et al. (2021) find
that the user interface (UI) is the most mentioned
issue. Thus, presenting speakers with a UI that
has many tiers and fields for detailed annotation
could be overwhelming, as is a concern when in-
troducing common annotation and recording tools
like FLEx or ELAN (Moeller, 2014). Allowing
language projects to define views for various con-
tributors also protects data sovereignty by assuring
information is displayed to community member
contributors in an accessible format that reflects
the cultural understanding of linguistic representa-
tion.

4.5 Compatibility with Other Platforms

Creating a tool that supports cultural specificity ne-
cessitates an understanding of communities with
diverse documentation histories. While some com-
munities may be starting projects from scratch,
others may have existing materials from previous
projects that they want to reference. Further, differ-
ent members of a documentation team may have
strong preferences for continuing their contribution
in a platform that is familiar to them. For this rea-
son, the tool should allow users to export to and
import from a variety of popular and historically
common linguistic tools. Compatibility with other
platforms via proper file conversion has the ability
to support the integration of new technologies from
the field of computational linguistics. For exam-
ple, a complete text analysis in FLEx includes the
lemma of word forms, part of speech tags, and ad-
ditional morphological information for sentences
that could easily be used as the basis for a CoNNL-
U file, which is the standard format for syntactic
annotation in the Universal Dependencies project
(de Marneffe et al., 2021).

4.6 Open-source

Open-source development is integral to ensuring
reciprocity in a language documentation tool. An
open-source license allows for access to the source
code of the tool and grants permission to modify
and redistribute the produced code while specifying
rules for licensing the derivative code (Sen et al.,
2008), allowing a community to directly access
the output of the project. Open-source licenses are
especially popular in the field of computational lin-
guistics as these licenses are reported to improve
the success of projects by interesting more contrib-
utors (Stewart et al., 2006), alleviating restrictions
placed on projects with limited data (Streiter et al.,
2006), and ensuring the reproducibility of empiri-
cal research (Wieling et al., 2018).

While accounting for cross-cultural considera-
tions in the design of a tool promotes cultural speci-
ficity in a project and improves the baseline util-
ity for as many language communities as possible,
further integration of the specific cultural context
of a project has the potential to improve a devel-
oped tool. Thus, open-souring a project allows for
further customization of the tool and encourages
language documentation projects to further reflect
on how technology can best serve their goals.

4.7 Modular Integration of Computational
Linguistic Technologies

The integration of computational linguistic tech-
nologies has the potential to greatly aid language
documentation projects, but not all tools will be
of interest to all communities. For example, a
language community focusing on oral language
documentation is unlikely to be interested in using
finite-state transducers (Pirinen and Lindén, 2014)
or long-short term memory neural networks (Etoori
et al., 2018) to develop a spell-checker. Therefore,
users should have the option to integrate the tools
they feel best align with their project goals. By
allowing users to decide on which tools they will
integrate into their project based on community
needs, this feature supports linguistic sovereignty
and cultural specificity.

The order in which technologies are integrated
into the tool should be influenced by cross-cultural
considerations. There will always be more tech-
nologies to integrate, but it is important to ensure
that certain project applications are not being fa-
vored over others through their prioritization. For
example, written documentation of language has
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long been prioritized in the field of language docu-
mentation, which exacerbates the well-established
promotion of literacy at the expense of orality
(Vansina, 1985). As many languages are primarily
oral, a cross-culturally applicable tool that supports
language documentation must ensure the ability
of a community to use oral methods of language
documentation.

Current NLP tools have a variety of applications
for language documentation, both in support of
the development of the understanding of a lan-
guage and in the creation of pedagogical resources.
As discussed in section 3.1, prioritizing language
documentation for data preservation over cultural
preservation often results in different goals for a
project. For example, those working towards data
preservation may be more interested in develop-
ing linguistic theory for the language while those
working towards cultural preservation may prefer
to prioritize the use of NLP tools that can help build
pedagogical tools, such as the Kawennón:nis verb
conjugator developed by Kazantseva et al. (2024)
for Kanyen’kéha learners.

4.8 Transparency of Data Policies

Transparency of how data is stored and shared with
others is an integral part of protecting the linguistic
sovereignty of communities. An annotation and
data management tool is tasked with clearly com-
municating how it is ensuring secure handling of a
project’s data and communicating any risks associ-
ated with passing the data through third-party NLP
tools. Notifications should be presented to users
to clearly indicate when data is being processed
through another platform and consent should be
requested if the data is being stored by the platform
in any way.

While open-sourcing is common in computa-
tional linguistics, it is not appropriate in all cultural
contexts. Ensuring data sovereignty necessitates
that language communities decide who should have
access to their data (Kukutai and Taylor, 2016). As
the licensing of the tool as open-source is separate
from the licensing of any linguistic data, projects
are able to select licenses for their data based on
ethical and cultural considerations within their com-
munity (Moshagen et al., 2013).

5 Conclusion

Advances in computational language documenta-
tion have the potential to support community-led

initiatives by designing tools with cross-cultural
considerations as the foundation. While cross-
linguistic extensibility often comes at the expense
of cultural specificity, designing modularity and
customization into the tool’s features and the user
interface empowers users to shape the tool to
their specific cultural and linguistic context. Ex-
isting research in language documentation, data
sovereignty, and community-led research initiatives
should inform those working on designing compu-
tational language documentation tools. Following
the intentional design of a cross-culturally appli-
cable tool, the tool should be further developed in
consultation with multiple language communities.
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should include consultation with multiple language
communities.
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