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Abstract

Automated essay scoring (AES) of second-
language learner essays is a high-stakes task
as it can affect the job and educational oppor-
tunities a student may have access to. Thus,
it becomes imperative to make sure that the
essays are graded based on the students’ lan-
guage proficiency as opposed to other reasons,
such as personal names used in the text of the
essay. Moreover, most of the research data for
AES tends to contain personal identifiable in-
formation. Because of that, pseudonymization
becomes an important tool to make sure that
this data can be freely shared. Thus, our sys-
tems should not grade students based on which
given names were used in the text of the essay,
both for fairness and for privacy reasons. In this
paper we explore how given names affect the
CEFR level classification of essays of second
language learners of Swedish. We use essays
containing just one personal name and substi-
tute it for names from lists of given names from
four different ethnic origins, namely Swedish,
Finnish, Anglo-American, and Arabic. We
find that changing the names within the es-
says has no apparent effect on the classification
task, regardless of whether a feature-based or a
transformer-based model is used.

1 Introduction

Artificial intelligence is being deployed in high-
stakes situations, such as automated grading of
second language essays in proficiency assessment.
While AI can improve the opportunities students
have in education, the job market, etc., such sys-
tems often display human-like biases (Blodgett
et al., 2020). Aldrin (2017) notes that human
graders have a slight bias based on names appear-
ing in essay texts. In this paper we aim to identify
whether the same pattern holds in automated sys-
tems.

The broad question for our study is: are there
any implicit biases that models have learnt from

the training data that can influence automated essay
scoring in a negative way? In particular, we are
interested in uncovering potential biases that can be
associated with use of names representing different
ethnic groups – and how this can be reflected in the
domain of automatic essay scoring (AES).

For the purposes of this work, we say that there
is bias in AES when an essay is scored not only by
its contents but also by the assumed demographic
characteristics of its author. We use this definition
as we are looking for biases in a downstream appli-
cation (i.e. extrinsic biases) as opposed to biases
either in the training data or in any intermediate rep-
resentations (i.e. intrinsic biases). Even though we
know that biases in deep learning models cannot be
removed in absolute terms (Gonen and Goldberg,
2019), we can attempt to minimize their impact.

Because of this, we have set out to create a novel
paradigm of diagnostic benchmarks for identify-
ing hidden biases in AES models as a safety gate-
keeping before they are approved for use in real-life
scenarios. In such a dataset each essay is duplicated
(several times), artificially altering given names ap-
pearing in the text to identify if such perturbation
affects how an essay is scored. Since the essays are
identical as far as linguistics, language complex-
ity, and content are concerned, we expect them to
be graded similarly. Thus, we would say that our
model for this task presents bias if it systemically
assigns lower grades when using versions of the es-
says with names coming from specific ethnicities.

Our research questions are the following:

• Does changing given names inside a second
language learner essay affect the way the text
is graded when using automated essay scor-
ing?

• How much does this differ between feature-
based machine learning and deep learning?

For this, we use a de-anonymized (i.e. origi-
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nal) version of the SweLL-pilot corpus of second
language Swedish learner essays (Volodina et al.,
2016a), which consists of 502 essays annotated
with CEFR levels1 (Council of Europe, 2001), as
our source data.

First, we compile four lists of given names
inspired by those in Aldrin (2017): traditional
Swedish names; modern Swedish names of Anglo-
American origin; Finnish names (due both to the
close sociocultural links between Finland and Swe-
den and to Swedish being an official language of
Finland being learnt by the population that does not
speak it as their first language); and names of Ara-
bic origin (the most prominent group of learners in
the corpus).

Second, we create a diagnostic dataset to identify
biases in the classification task. We select SweLL-
pilot essays in which a given name appears only
once. Then, we generate an essay version for each
name on the lists by substituting the name in the
original text with one from the list. All of the essays
chosen have the names in their base form.

Third, we fine-tune a BERT (Devlin et al., 2019)
model on the original SweLL-pilot data to predict
the CEFR level of a given essay and compare it to
an existing feature-based model (Pilán et al., 2016).

Finally, we test the two models and compare the
equality of opportunity between the different given
name groups on the diagnostic dataset, as described
by Hardt et al. (2016).

As mentioned previously, we would expect an
unbiased or a fair model (in terms of given names)
to not show systemic misclassification for the eth-
nic groups considered. It does not mean that it
will be unbiased towards names from other ethnic
groups or that different names would not elicit un-
expected responses from our model (Antoniak and
Mimno, 2021). It is important to note that a model
being fair for a downstream application does not
mean that the model itself, the data, or the annota-
tion lack biases (and vice versa). Social biases are a
very complex phenomenon and they can be embed-
ded in a variety of ways, as illustrated by Suresh
and Guttag (2021). Moreover, Goldfarb-Tarrant
et al. (2023) note that the presence or absence or
intrinsic biases (e.g. in language models) does not
necessarily correlate with the presence or absence
of extrinsic biases (e.g. in downstream applica-

1CEFR stands for Common European Framework of Ref-
erence for Languages. It is a framework to evaluate foreign
language learning and assigns one of six reference levels to
determine the proficiency level of a second language speaker.

tions). Because of this, it is important to monitor
and to audit AES models regularly regardless of
whether they are fair. And, given that this is a
high-stakes task, it is essential to always have a
human-in-the-loop approach.

The rest of the paper is structured as follows:
Section 2 reviews some of the related work both
in terms of automated essay assessment and of
bias and fairness in NLP. Section 3 presents our
methodology, the models and data we used, as well
as how they were evaluated. In Section 4 we show
and discuss the results from our experiments, while
in Section 5 we present some ideas for future work.

2 Related Work

Language assessment and subsequent documented
language proficiency, be it for citizenship, univer-
sity admission or a job application, are extremely
influential, if not life-changing, both on the indi-
vidual, societal and political levels (Roever and
McNamara, 2006). Assessment should therefore
be guaranteed to be fair and unbiased, and assessors
should be kept accountable for the results, i.e. be
able to motivate the assigned scores (e.g. ASLHA,
2023; ALTE, 2020). This is a non-trivial require-
ment even for human assessors, and is clearly a
much greater challenge for automated language
assessment.

2.1 Biases in Humans

People carry a multitude of implicit associations
which have been acquired through previous expe-
riences, for example, an association between ‘day
and . . . ’ (night, supposedly) or ‘commit a . . . ’
(crime, most probably). These associations are
called implicit biases, which can be neutral, pos-
itive or negative in nature. Implicit associations
(or biases) do not necessarily have an impact on
the life around us, but in certain cases they do –
and then they can risk jeopardizing our ideals of
fairness and equality, for example when it comes to
racial or gender discrimination (Greenwald et al.,
2015). Especially important are the associations
that are triggered in ambiguous and confusing con-
texts, when our brain falls back on the associations
stored in our memory from earlier experiences, es-
pecially those that are stored repeatedly (Green-
wald and Krieger, 2006).

For example, Foster (2008) has suggested that
there may be a correlation between ethnicity and
(lower) results at a university, but that this is un-
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likely to be directly due to ethnically marked names
at that stage of education. Aldrin (2017) took it
further and investigated whether there was an in-
fluence from stereotypically marked given names
in first language Swedish essays by letting 113 hu-
man assessors mark one text where she inserted,
in quite a discrete place, one of three names: a
traditional Swedish name, an ethnically marked
name or an Anglo-American name with certain
socio-economical associations. The results showed
a certain influence on the assessment of language
proficiency, "stylistic precision" and "writing tech-
nique", but nothing statistically significant. She
believed the fact that the results were not as clear
as in previous international work (e.g. Anderson-
Clark et al., 2008; Figlio, 2003) could be due to the
fact that (1) the name was discreetly placed, and
(2) several of the teachers worked in schools with
students of heterogeneous background and were
therefore less likely to have a bias, or (3) that the
names picked were not found to be stereotypical in
the way they were thought to be.

2.2 Biases in Machine Learning Systems
Similar to humans, language models, including
Large Language Models (LLMs), store associa-
tions between various linguistic and non-linguistic
information types that they meet during the train-
ing stage. These models do this by looking at large
amounts of data, finding patterns and repeating
them. An important issue here is that social biases
are also reflected in the data that we, humans, pro-
duce (Marchiori Manerba et al., 2022), leading to
models that parrot sexist (e.g. Zhao et al., 2018),
racist (e.g. Sap et al., 2019), or xenophobic (e.g.
Narayanan Venkit et al., 2023) ideas.

Following Blodgett et al. (2020), we claim that
any work on biases in NLP and AI-based systems
should be well-grounded in the domain where bi-
ases need to be uncovered, since (negative) biases
in one domain are not necessarily negative in an-
other. For example, absence of Past Simple in an
essay is an indication of a lower grade. However,
it might not be a negative feature when applied to
filtering application letters for appropriate job can-
didates. Therefore studying biases in a vacuum can
be misleading for a particular domain.

Some previous papers have studied biases re-
garding names in NLP. Several of the word em-
bedding association tests (WEAT, Caliskan et al.,
2017) compare lists of Anglo-American and Afro-
American given names and lists of stereotypical

characteristics associated with each. Meanwhile,
several studies have found that the appearance of
names in text can affect how it is translated (e.g.
Wang et al., 2022; Sandoval et al., 2023). Further-
more, some studies have seen how nationalities and
names of countries are related to the text that auto-
decoders generate (e.g. Narayanan Venkit et al.,
2023).

2.3 Biases in Automated Essay Scoring

Concerns about risks of introducing biases into au-
tomatic assessment scores have also been raised.
Some studies criticize automatic essay scoring
algorithms for flawed grading of high-stakes ex-
ams pointing out bias against certain demographic
groups2 (e.g. Madnani et al., 2017; Loukina et al.,
2019) due to data imbalance or rater bias reflected
in the data. Despite the criticism, the technology
has been embraced and has shaped life stories of
thousands of people.

Kane (2001) views validity and fairness in lan-
guage assessment as closely related ways of look-
ing at the same question. That is, whether the
proposed interpretations and uses of test scores are
appropriate for a population over some range of
contexts. The traditional definition of fairness in
the field of educational measurement is when a
test does not unduly advantage or disadvantage any
groups (Kane, 2001). The concept of fairness is
also closely connected to bias, or the lack thereof.
Bias is when the validity of a given test score is
different for subgroups of test-takers. For example,
this may happen if a set of items would favor a
particular group in a given test. Test scores would
then not reflect the participants’ true ability.

To overcome the technological biases, Madnani
et al. (2017) suggest a scheme to detect demo-
graphic and construct-irrelevant biases (such as
rater biases, data-imbalance, machine-learning bi-
ases) applying model validation based on psycho-
metric and statistical checks using an open-source
tool RSMTool.3 They also suggest reducing sus-
ceptibility to construct-irrelevant factors by design,
among others by using feature review by experts
and combining features into several models by
feature type instead of mixing all features in one
model. However, more advanced machine learning
and neural network algorithms and LLMs are not

2https://www.vice.com/en/article/pa7dj9/flawe
d-algorithms-are-grading-millions-of-students-e
ssays

3https://rsmtool.readthedocs.io/
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as easily interpretable (Alishahi et al., 2020), which
requires other approaches and solutions.

3 Experiment Setup, Materials and
Methods

Our major question for the experiment is whether
algorithms for essay classification are sensitive to
names (or pseudonyms) used in essays. If we need
to pseudonymize research data on a constant ba-
sis to protect writer identities, which is a GDPR
requirement (EU Commission, 2016), we should
find ways to do so that do not affect students. This
means that it is our responsibility to check the ef-
fect the replacement candidates may have on the
data and its downstream tasks and research applica-
tions. In this experiment we study the effects that
replacing given names in learner essays might have
on essay assessment in terms of CEFR4 level, as de-
scribed in the Introduction (section 1). The CEFR
levels are a six-level scale to gauge the proficiency
of an individual on a foreign language (i.e. not their
first language or languages) and they range from
A1 to C2, with A1 being the lowest.

3.1 Dataset
For our experiments we use SweLL-pilot (Volodina
et al., 2016a; Volodina, 2024), a corpus of essays
written by learners of Swedish as a second lan-
guage (L2 Swedish). It contains 502 essays labeled
with CEFR levels, distributed as shown in Table 1.
Given the specifics of learner essays, many of them
touch on personal stories, mostly in response to
topics like ’The best day of my life’, ’My school’,
’My best friend’, etc., which, of course, elicits a
lot of private or sensitive information, starting with
personal names, place names and other information
that can reveal the writer’s identity either in a direct
or in an indirect way. This is natural, given that
some of the CEFR levels expect the student to be
able to describe topics about the personal lives.

To select essays for purposes of identifying bi-
ases based on given names, a few guidelines were
applied:

• there should be, optimally, only one personal
name used in its base form in each essay;

• if possible, no geographical context of the
country of origin should be present;

• two essays per level are included.
4CEFR stands for Common European Framework of Ref-

erence for Languages.

# of diagnostic essays
Level # essays original pseudonymized

A1 59 2 160
A2 143 2 160
B1 86 2 160
B2 105 1 80
C1 96 0 0
C2 7 0 0

Total 497 7 560

Table 1: Number of essays in the SweLL-pilot cor-
pus per CEFR level, and statistics over the diagnostic
dataset.

These guidelines aim to modify as little as possi-
ble in the text of the essays. This should allow for
more controlled experimentation, leading in turn to
a better way to ascertain the presence or absence
of biases.

The selection proved to be more challenging than
expected. First of all, in essays where personal
information was elicited through a topic, usually
more than one name were used, e.g. ’I have five
brothers: name1, name2, name3, ...’. Second, the
higher levels in the corpus (B2, C1 and C2) contain
practically no essays where personal information
is provided. This is due to the topics present in
the dataset being of a non-personal nature at higher
levels of proficiency, e.g. book reviews, argumenta-
tive essays and the like. We have, therefore, limited
the diagnostic dataset to levels A1, A2, B1 and B2,
with only one original essay for B2. No essays
were found to meet our requirements at levels C1
and C2.

The IDs of the selected essays can be found in
Appendix A and we call the resulting dataset with
substituted names the diagnostic dataset.

3.2 Name Selection

The names used to check for biases were inspired
by those chosen by (Aldrin, 2017). The idea be-
hind this is to allow for better comparison in terms
of the kinds of social biases we expect to find. In
general, the idea is to compare how the model per-
ceives stereotypical Swedish given names in the
essays in comparison to those that are not usually
associated with people with a Swedish background,
particularly those that people in Sweden may be
familiar with through their social contact.

We balance the different name lists by (binary)

84



gender5 and by name group. Thus, we got 10
names for each combination of gender + name
group, 20 names for each group and 80 names
in total. The full lists of names can be found in
Appendix B.

As mentioned in Section 1, we have chosen the
following four name groups:

• Swedish names, taken from lists containing
the top 100 given names normally used by
men and by women6. These lists were ob-
tained from Statistics Sweden, an official gov-
ernment website dedicated to publishing statis-
tics about the country. This group was cho-
sen as we are dealing with essays written in
Swedish in Sweden. Furthermore, we made
sure that none of the names chosen for the
three originally non-Swedish given names ap-
peared in other two lists.

• Finnish names, taken from lists of the top
10 first names throughout different decades7.
This list was obtained from the Digital and
Population Data Services Agency in Finland.
This group was chosen due to Finland’s and
Sweden’s close historical and cultural prox-
imity and because Swedish is also one of the
official languages in Finland, which means
that it is not uncommon that students have
to take exams in that language. As with all
of the other groups other than the Swedish
name, particular care was put into looking for
names that are used as given names in Swe-
den, while checking that they do not overlap
with common Swedish names.

• Anglo-American names, taken from the list
of the top 100 names over the last 100 years
in the United States8. This list was obtained
from the Social Security Administration of
the United States. This group was chosen as
popular culture from the United States has per-
meated different countries in different ways.
On top of that, these names can have differ-
ent socio-cultural connotations in non-English

5Finding common gender-neutral names proved to be a
challenge as both the papers and the government agencies we
consulted only listed male and female names.

6https://www.scb.se/en/finding-statistics/st
atistics-by-subject-area/population/general-sta
tistics/name-statistics/

7https://verkkopalvelu.vrk.fi/nimipalvelu/def
ault.asp?L=3

8https://www.ssa.gov/OACT/babynames/decades/c
entury.html

speaking countries, including Sweden (Malm
and Zetterström, 2007).

• Arabic names, taken from lists of commonly
used Moroccan names used in the Nether-
lands (Gerritzen, 2007) and of commonly used
Syrian names in Sweden (Gustafsson, 2021).
These lists were later cross-referenced with
information from Statistics Sweden9 to ver-
ify that they are indeed commonly used given
names in Sweden without being traditional
Swedish names.

It is important to note that we combined different
spellings of these names and kept just the one that
is the most common in a Swedish context. This
was necessary both to ensure that all of the lists
contain the same amount of names and to keep
the lists with as little overlap as possible (e.g. not
including Sarah in the Anglo-American list as Sara
was already in the Swedish list).

3.3 Models

We compare biases on the automated essay scoring
task on two models, one feature-based and the other
using a transformer architecture. The idea being
that a feature-based system that does not explicitly
use proper names should not exhibit name-based
biases, while a model based on distributional se-
mantics might pick up unwanted biases during its
pre-training along all of the useful semantic infor-
mation.

The feature-based approach we follow is that
of Pilán et al. (2016) and Volodina et al. (2016b).
They extract length-based, lexical, morphological,
syntactic, and semantic features. Then they use an
SVM as a classifier as well as feature selection and
found that lexical features work best for classifi-
cation. Even though they did not use any features
that directly relate to proper names, there are some
that are based on token length and some names that
are also common nouns might appear in frequency-
based lists (for example Hope in English).

The dataset used originally was SweLL-pilot
(Volodina et al., 2016a) and they used adjacent ac-
curacy to evaluate the model. What is, they treat
the classes as an ordinal scale and consider that an
answer was correct if it was either the correct class
or the immediate one either before or after. That is
under the intuition that misclassifying an A2 essay

9https://www.scb.se/en/finding-statistics/sver
ige-i-siffror/namesearch/
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as B1 is a smaller mistake than misclassifying is
as a B2 or C1 essay. Do note that we do not use
this metric for this work, we report regular accu-
racy instead. This is, to the best of our knowledge,
the current state of the art regarding CEFR level
assessment in Swedish.

We also use a transformer-based model for our
experiments to see whether their contextual behav-
ior leads to biases in AES. This is a Swedish ver-
sion of BERT trained by KBLab10 (Malmsten et al.,
2020), the NLP research group at the National Li-
brary of Sweden. It was trained on slightly less
than 3.5 million tokens, with text coming from digi-
tized newspapers, official reports from the Swedish
government, legal resources, social media, and
Wikipedia in Swedish. They used the same code
and hyperparameters as the original BERT (Devlin
et al., 2019) model did.

The specific implementation that we are using is
the one released on KBLab’s HuggingFace repos-
itory.11 Furthermore, we use the BERT for classi-
fication class from HuggingFace. It adds a linear
layer on top of the base model, with an output for
each of the classes. The whole model is then fine-
tuned on the training data.

3.4 Evaluation
To measure the biases within the classification task,
we use equality of opportunity (Hardt et al., 2016).
Equality of opportunity is achieved when the recall
between a given class and the rest of the population
is equal. This metric is used to minimize false neg-
atives, thus measuring whether any of the groups
gets a systemic unfair disadvantage.

In more mathematical terms, if we have the name
group A, the recall on its respective diagnostic
essays RCA, and the recall for the rest of the essays
on the diagnostic set RC−A, then we can define
equality of opportunity for group A as follows:

Eq.ofOpp.(A) = RCA −RC−A

A negative value in the metric means that using
names from group A in the text of the essay in-
creases the possibility of an unfair disadvantage,
while a positive value means that names from that
group are less likely to be disadvantaged.

Do note that Hardt et al. (2016) also propose
another metric called equalized odds, where we

10https://www.kb.se/in-english/research-colla
boration/kblab.html

11https://huggingface.co/KBLab/bert-base-swedi
sh-cased

expect both recall and precision to be the same.
However, they argue that it is a much stronger re-
quirement and prove that predictors in general can-
not be balanced post-hoc to achieve this definition
of fairness.

4 Results and Discussion

We can notice from Table 2 that the transformer-
based model performs much better than the feature-
based model across all evaluation metrics. On top
of that, we realized both during training and dur-
ing inference that BERT was much faster than the
feature-based model due to the API calls required
to obtain said features.

When looking at the performance on the diag-
nostic set in Tables 3 and 4, we noticed that chang-
ing the names in the text of the essays yielded no
change in performance with either of the models.
That is, the equality of opportunity of the different
groups and subgroups is zero, indicating that the
model is not unfair under this metric. Testing with
a wider array of names yielded no differences ei-
ther in terms of class assigned. On a similar note,
when checking for biases regarding whether the
names were male or female we found no difference
in performance.

As mentioned in Section 3.3, we did not expect
the feature-based model to show much bias, if at all.
This is due to it not using features directly related
to the vocabulary.

On the other hand, we expected the transformer-
based model to display some sort of bias consider-
ing the previous literature on name biases in NLP
(see Section 2). This means that ultimately neither
the distribution of the demographics in the training
set nor the biases in the base BERT model (i.e. in-
trinsic biases) had any effect on the fairness of the
model (i.e. extrinsic bias). A possible direction on
which this study could be expanded to would be
a thorough analysis of given names present in the
vocabulary of the BERT model and seeing whether
there is any correlation between how the model
behaves for each of these.

These results are consistent with what we would
expect from a fair model for AES for second lan-
guage assessment. That is, we expect it to score
the students in terms of their linguistic skills and
proficiencies as opposed to other unrelated things.

One of the possible issues that we could have
run into were the essays used for the diagnostics
dataset. While they represent different CEFR lev-
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Model Accuracy F1 Macro F1 Weighted

Feature-Based 0.25 0.08 0.1
BERT 0.66 0.65 0.65

Table 2: Performance of the models on the test set. Note that the transformer-based architecture fares much better
than the feature-base one. Also note that the test set contains unaltered essays, as opposed to the diagnostic set.

Feature-Based BERT
Name Groups Accuracy Recall Accuracy Recall

Swedish 0.14 0.20 0.86 0.60
Finnish 0.14 0.20 0.86 0.60

Anglo-American 0.14 0.20 0.86 0.60
Arabic 0.14 0.20 0.86 0.60

Table 3: Performance of the models on the diagnostics set. Note that both the accuracy and the recall are the same
for all ethnic groups. Also note that the diagnostic set contains the essays with the substituted names, as opposed to
the test set.

Name Groups Feature-Based BERT

Swedish 0.0 0.0
Finnish 0.0 0.0
Anglo-American 0.0 0.0
Arabic 0.0 0.0

Table 4: Equality of opportunity results for the different
name groups chosen. Note that the values are zero for
all, meaning that the models do not discriminate based
on these names for the essays in the diagnostic set.

els, text genres, and who the name refers to, we
still had a small amount of essays to work with.
Antoniak and Mimno (2021) note that the choice
of seeds for measuring bias can affect the results
of such measurements. Thus, using more essays
would be good way to verify that our results indeed
generalize. However, none of the essays in SweLL-
pilot are fit for the criteria we mentioned in Section
3.1 so this would require either gathering new data
or generating synthetic data. It is also important
to take into account that the size of the diagnostic
dataset scales quickly, as it gets 80 new datapoints
for each new essay we add.

It is important to note that these results do not
mean that neither the base model nor the training
data contain biases. They just mean that we did
not find biases when using them for the AES task.
It has been noted before that intrinsic and extrin-
sic biases do not necessarily correlate with each
other (Goldfarb-Tarrant et al., 2021). That is, just
because we did not find biases on our specific task,

that does not mean that one can assume that neither
Swedish BERT nor the SweLL-pilot are bias-free.
That is, we cannot use them for other tasks or ap-
plications without worrying about bias or fairness.

5 Conclusions and Future Work

In this work we examined how changing given
names within the text of second language learner
essays of Swedish affects the CEFR level they are
assigned to by the models. We found that changing
the names did not change the performance of the
model in any noticeable way across four different
name groups with twenty names each.

This points to our models learning to differenti-
ate the level of an essay based on linguistic charac-
teristics, as opposed to the kind of personal iden-
tifiable information found within the essays, such
as given names. Because of this, we think that
pseudonymization should be considered as a viable
method to allow for research data to be used and
shared.

However, it is important to note that these re-
sults could vary from language to language and
from dataset to dataset. There is no silver bullet to
solve the bias issue in NLP, as it is deeply ingrained
within human perception and the data we generate,
which can lead to unexpected results (Wang et al.,
2019-10). Moreover, it is possible that the chosen
given names and ehtnic groups could have had an
impact on our results, as argued by Antoniak and
Mimno (2021). This would be particularly impor-
tant when considering people coming from regions
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under-represented in our data, as they are the most
at risk of being the most affected by discrimination,
be it from humans or from machines.

There are several directions in which our work
could be expanded to. One would be to use more
essays for the diagnostic dataset. As mentioned in
Section 4, this would require either acquiring new
essays or generating synthetic data, both of which
can be challenging tasks.

Another possible direction to expand our work
to would be to do an in-depth analysis of the given
names appearing both in different corpora as well
as in the training data of the different models. This
would allow us to verify that the lack of percepti-
ble bias we found was not due to the names not
appearing on the data.

Both of these could be used as a paving stone
to create guidelines on how to generate diagnostic
datasets to identify biases in automated essay scor-
ing of second language learner essays. It would
be particularly interesting to analyze whether the
same patterns hold for different kinds of personal
identifiable information, such as other kinds of per-
sonal names and places. Moreover, it would be
good to check whether this apparent lack of bias
is maintained when dealing with several pieces of
private information at the same time.

Ethics Statement

Different kinds of data are more likely to contain
personal information. This impacts how the data
can be used in an ethical way for research. Written
consent was obtained during the collection process
of the essays from the SweLL-pilot corpus and the
data was processed in accordance to the GDPR.
The original, non-anonymized data is used strictly
within the project, with the real names of the au-
thors of the essays never being disclosed. At the
moment in which the data was originally gathered
and released, there was no requirement of ethical
review.

Special care was put when selecting both the
ethnic groups to include and the names belonging
to these, as noted in Section 3.2. As mentioned,
both of these were chosen to represent some of
the most commonly ocurring names in which we
would expect AES for second language assessment
to occur. While this would showcase any systemic
biases that could occur at scale, it ignores under-
represented minorities which tend to be the most
affected by these kind of things. Thus, it is of

utmost importance that if any such system were
to be put to use on any potentially life-changing
situation, care should be taken to show that even
these minorities are assessed in a fair and unbiased
manner.

Even though our study strongly points to a lack
of biases regarding given names appearing in the
text of the essays, any such systems should be
continuously monitored to avoid biases appear-
ing seemingly out of nowhere. The use of differ-
ent datasets and of different methodologies could
lead to different results, especially considering how
these things might drift over time. Moreover, any
high-stakes applications should still have a human-
in-the-loop approach so as to ensure that test-takers
have access to their rights of explanation and of
revision.
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A Essays Used for Diagnostics Purposes

The following are the IDs for the essays chosen for
diagnostic purposes:

• S143ST18

• S147ST18

• S42ST9

• S53ST12

• W13WT2

• W53WT5

• W2WT2

B Lists of Names Used

This appendix contains Tables 5, 6, 7, and 8. These
four tables show the names used for each group in
this study.
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Female Male
Anna Lars
Eva Mikael

Maria Anders
Karin Johan
Sara Erik

Christina Karl
Lena Per

Emma Olof
Kerstin Nils
Marie Jan

Table 5: List with the Swedish names chosen for this
study, as specified in Section 3.2.

Female Male
Hannele Juhani
Marjatta Eino
Maarit Olavi

Annikki Antero
Aurora Tapani
Aino Kalevi
Helmi Tapio
Ilona Matti

Minna Ilmari
Sari Onni

Table 6: List with the Finnish names chosen for this
study, as specified in Section 3.2.

Female Male
Mary Kevin

Patricia James
Jennifer Charles
Nancy John
Betty Matthew

Barbara Anthony
Susan William
Jessica Donald
Ashley Steven
Karen Brian

Table 7: List with the Anglo-American names chosen
for this study, as specified in Section 3.2.

Female Male
Fatima Muhammad
Hala Ali
Amal Ahmed
Mariam Ibrahim
Hiba Hassan
Huda Mahmoud
Khadija Omar
Mirna Abdullah
Samira Ismail
Fatemeh Hamza

Table 8: List with the Arabic names chosen for this
study, as specified in Section 3.2.
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