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Abstract
Social media platforms like Twitter - recently
rebranded as X - produce nearly half a bil-
lion tweets daily and host a significant number
of users that can be affected by content that
is not properly moderated. In this work, we
present an approach that ranked third at the
HSD-2Lang 2024 competition’s subtask-A,
along with additional methodology developed
for this task and evaluation of different ap-
proaches. We utilize three different models,
and the best-performing approach uses the pub-
licly available TurkishBERTweet model with
low-rank adaptation (LoRA) for fine-tuning.
We also experiment with another publicly avail-
able model and a novel methodology to en-
semble different hand-crafted features and out-
comes of different models. Finally, we report
the experimental results, competition scores,
and discussion to improve this effort further.

1 Introduction

Despite the significant opportunities presented with
the use of social media, these platforms are shifting
towards more hostile environments, especially for
marginalized groups. Social networks have been
used to access information efficiently (Aral et al.,
2009; Wang et al., 2022), participate important
societal events (Bas et al., 2022; Ogan and Varol,
2017), and discuss political issues online (Varol
et al., 2014; Tufekci, 2017; Jackson et al., 2020).

The increasing popularity of social networks and
the opportunities presented to reach millions of
individuals simultaneously made these platforms
vulnerable to manipulation of discourse by bad ac-
tors who utilize automated accounts (Ferrara et al.,
2016; Varol et al., 2017), spread disinformation
(Mosleh and Rand, 2022; Keller et al., 2020), and
coordinate targeted attacks (Shao et al., 2018; Varol
and Uluturk, 2020). These targeted attacks can be
coordinated or organic, and mostly, the target is
minority and vulnerable groups. To prevent vul-
nerable groups and improve their experience in the

online sphere, researchers develop systems to au-
tomatically identify these activities, and platforms
build systems to moderate content and accounts.

Hate speech detection is a task to identify hate-
ful content aimed towards groups such as refugees
and individuals with certain beliefs or ethnicities
(Waseem and Hovy, 2016; Zhang and Luo, 2019;
MacAvaney et al., 2019). In this work, we demon-
strate our approach as part of the HSD-2Lang
2024 challenge to detect hate speech from textual
information presented in social media posts.

2 Data

This challenge is organized in collaboration with
the Hrant Dink Foundation for their ongoing
project about “Media Watch on Hate Speech.” Col-
laborative efforts of computational and social sci-
entists defined hate speech on social media and
carried out a detailed procedure to annotate posts
around specific topics and keywords. The provided
dataset in this competition contains 9,140 tweets in
the context of Israel-Palestine and Turkish-Greek
conflicts and content produced against refugees and
immigration (Uludogan et al., 2024).

We preprocessed the dataset by removing sam-
ples with inconsistent ground truth information (ex-
act text with different labels), and we applied dedu-
plication, resulting in 8,805 tweets. Figure 1 shows
word and character length distributions. When the
ground-truth labels are considered, we measure that
30.5% of the dataset contains hate speech, suggest-
ing an imbalance between the two classes. Since
the dataset only contains the textual information
presented in each tweet, we further processed them
to take into account platform-specific features.

Removal of hyperlinks and mentions of other
accounts in the tweets. This information could
be valuable if we had a chance to process real-
time data by scraping external web content or using
profile information of accounts from Twitter’s API
since these fields are omitted in the dataset. Since
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Figure 1: Tweet statistics. Distributions for word
count (left) and character length (right) presented for
the dataset. Character limits exhibit Twitter specific
limitations while some tweets may contain fewer words
possibly consist of hashtags.

we do not incorporate them into our analysis, we
omit them from the dataset.

Preprocessing pipeline for TurkishBERTweet
model. We consider different special tags for
Twitter-specific entities and translated the Unicode
characters of emojis to words describing the mean-
ing using the preprocessor created for the Turkish-
BERTweet project (Najafi and Varol, 2023).

3 Methodologies

In this challenge, we built different approaches.
We considered not only the textual data to fine-tune
models but also incorporated additional signals ob-
tained from text and blacklisted word dictionaries.
Here, we present the language models used as the
foundation and additional features we extracted to
improve the model’s performance. For the compe-
tition, we submitted the model with the best public
leaderboard score; however, one of our approaches
achieved an even higher score in the private evalua-
tion. We presented all approaches and their respec-
tive performances in the results section.

TurkishBERTweet1 is a new language model
that was specifically trained on nearly 894M Turk-
ish tweets and the model offers a special tokenizer
that takes social media entities such as hashtags and
emojis into account. This model utilized LoRA (Hu
et al., 2021), which is a novel way of fine-tuning
LLMs in an efficient way, and recent research re-
ports state-of-the-art performance and generaliz-
ability capabilities (Najafi and Varol, 2023).

BERTurk2 is a pre-trained model that utilizes
large-scale corpus from various sources. It is a well-
known model among the Turkish NLP community
(Schweter, 2020).

1https://huggingface.co/VRLLab/TurkishBERTweet
2https://huggingface.co/dbmdz/bert-base-turkish-128k-

uncased

Ensemble of models (EoM) approach combines
outputs of aforementioned Hate Speech models
along with custom features extracted for this task.
These additional features consist of i) logits scores
retrieved from an emotion classifier based on a bert-
base model fine-tuned model for emotion analysis,3

ii) logit scores of a sentiment classifier using Turk-
ishBERTweet sentiment analysis model, iii) collec-
tion of Turkish blacked-list words4 used for token
level features such as binary exact match feature,
Levenshtein distance, hashtag exact match, and
hashtag Levenshtein distance. These features are
concatenated, resulting in 16 features for the Ran-
domForest classifier with 100 estimators trained
to optimize gini-impurity. Since the outputs of
ensemble models for imbalanced datasets can be
biased, we calibrated the outputs of the model us-
ing Platt’s scaling for interpreting output scores as
probabilities (Niculescu-Mizil and Caruana, 2005).

4 Results

This section presents the experimental evaluation
of approaches we tested within the dataset us-
ing stratified 5-fold cross-validation. We also re-
port the performance of models we submitted to
challenge for comparison. As Table 1 demon-
strates, the Ensemble of models (EoM) gets
the best performance compared to other approaches
when all models are evaluated with 5-fold cross-
validation. TurkishBERTweet+Lora model
achieved the best private score, which led us to the
third-best rank, although we observed a lower per-
formance than the EoM model in cross-validated
experiments. BERTurk+Lora model performed
similarly to the TurkishBERTweet model using a
5-fold setting; however, it led to a lower private
score. We suspect that the BERTurk model with
standard or LoRA finetuning models was used by
other teams, considering the popularity and avail-
ability of that model.

Considering the performance differences be-
tween public and private leaderboards, the EoM
demonstrates less variability than the other two ap-
proaches. Even though it is not our best-performing
model in both settings, we may consider it for our
research projects since both cross-validated scores
point to better performance, and the leaderboard
score differences are negligible and can be due to

3https://huggingface.co/maymuni/bert-base-turkish-
cased-emotion-analysis

4https://github.com/ooguz/turkce-kufur-karaliste
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Table 1: Model comparisons. Weighted F1-score of the models in a 5-fold cross-validation setting. Best scores are
presented in bold font, and more than one model is highlighted when the difference is not significant.

Model F1-Weighted Public Score Private Score
TurkishBERTweet+LoRA 0.8137± 0.0059 0.70697 0.66431

BERTurk+LoRA 0.8132± 0.0054 0.70476 0.64944
Ensemble of Models 0.8941± 0.0073 0.68544 0.66103

noise in the test set of the competition.
We also conduct an error analysis to identify

misclassifications that our model is making. This
effort can reveal additional features we can imple-
ment and issues observed in the labeled dataset.
Table 2 shows example tweets classified wrong.
We first focus on false negatives since we can learn
from these mistakes to improve our model. For
instance, we could split hashtags into words to han-
dle cases like #ülkemdemülteciistemiyorum (Turk-
ish for #wedontwantrefugees) or handle popular
hashtags differently. Regarding false positives, we
noticed that our model correctly classifies tweets
as hate speech based on our own judgment. We
suspect the existence of mistakes in ground truth
labels considering the examples we presented in
Table 2. We highlight the words within the tweets
that we suspect are mislabeling.

5 Discussion

In the provided dataset, we noticed tweets written
in languages other than Turkish, such as Arabic and
Hebrew. This could be an artifact of the data collec-
tion process, and one can consider i) language-level
features, ii) filtering them, or iii) obtaining repre-
sentation from LLMs. Furthermore, a study about
the annotator’s influence on the annotation quality
for HateSpeech datasets shows that the expertise
of annotators positively influences the data quality
(Waseem, 2016). Considering the annotators’ influ-
ence, applying impurity analysis by randomly or
strategically changing the annotations and monitor-
ing the Hate Speech system’s performance could
be a good practice.

Moreover, in this competition, we are only con-
sidering the text data to detect the existence of hate
speech. Infusing the account information into these
systems could help them be more accurate and reli-
able, such as the number of followers, number of
followings, account creation date, etc.

Another approach for improving the perfor-
mance of the systems is to expose pre-trained
models with hateful content by further masked-

language modeling on the hate speech dataset, like
Caselli et al. (2020) presented in their recent work
and improved the system’s performance.

Multilingual models could also be utilized for
this challenge since Turkish is a low-resource lan-
guage, and the model can benefit from the other lan-
guages’ hate speech datasets to infuse the broader
knowledge of hate speech and then obtain a better
performance (Röttger et al., 2022).

Recently, commercial models like ChatGPT
have been used in various challenges. Huang et al.
(2023) suggest that the ChatGPT demonstrates high
accuracy and can be considered an alternative to
human annotators in detecting implicit hate speech
(Gilardi et al., 2023). Other work also investigated
the performance of LLMs for hate-speech or offen-
sive language detection tasks in English (Guo et al.,
2024), Portuguese (Oliveira et al., 2023), and Turk-
ish (Çam and Özgür, 2023). However, we want to
raise a concern about the adversarial use of these
models to attack vulnerable groups and bypass the
detection systems. Additional information about
accounts, network structure, and temporal activi-
ties should be incorporated into detection systems
to address the mentioned risk.

6 Conclusion

In this challenge, the collective effort of research
teams points to best practices and demonstrates the
capabilities of the state-of-the-art models. Here, we
demonstrated different approaches and their respec-
tive performances in detecting online hate speech
toward three different groups. We obtained the
third rank in the final leaderboard of the competi-
tion with the TurkishBERT+Lora model.

We hope language models like TurkishBER-
Tweet will be used in different downstream tasks on
Turkish social media. Research efforts especially
need to assess the online participation of minor-
ity groups. There is a significant need for pub-
licly available models since the quality of content
moderation and use of automated accounts on plat-
forms like X is questionable after the acquisition
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Table 2: Misclassification analysis. We explored the errors of our model to improve further our approach (studying
false negatives) and investigate issues with the ground-truth dataset (pointing to false positives). Here, we select
instances where our model produces the correct outcome, but the annotation process suggests otherwise. We color
the text in red that we believe suggests hate speech.

False positive
Model predicts as HS
Labeled no HS

• #Katilİsrail [URL]
• Hükümet Cumhurbaşkanı Erdoğan Şerefsiz Suriyeliler Yağma Sizler şu an hem suç

hem cinayet işliyorsunuz. İnsanlar Twitter ı kullanmak için VPN kullanıyor ve VPN
mobil cihazların şarj süresini oldukça azaltıyor. Tarihe böyle geçeceksiniz.

• onursuz ırkıcılar kökünüz kurusun lanet olsun size evet kürdüz türküz ermeniyiz
afgan’ız arabız ırkcı itler geberin lan bu ülke hepimizin # #hepimizkürdüz

• İnsanlık yapıp ülkeye alıyorsun hainlik,bu zor günde yağmacılık yapıyorlar.Bazı
şeref yoksunu suriyeliler yüzünden masum olan insanlar arada kaynıyor.Açıkçası
#ülkemdemülteciistemiyorum ! Allah herkesin yardımcısı olsun yardıma ihtiyacı
olana koşulsun ama ülkemi terketsinler. [URL]

False negative
Model predicts no HS
Labeled as HS

• #UELKEMDEMUELTECİİSTEMİYORUM [URL]
• Heryerde bilim uzmanı ve yer bilimci prof hocalar. Gerçeği açıklıyor. Sonra unutulup

, açgözlü, rantçı,yağmacı yöneticiler soyguna devam eder. 3 yıllık bina yıkılmış, 3
yıl. #deprem #earthquake #Yağmacılar.

• sayıları 8 milyon olan suriyeli, afgan, irak ne varsa çok acil ülkelerine geri
gönderilmeli. *güvenlik tehdidi oluşturuyorlar. *işsizlik sorunu oluşturuyorlar. bill
gates #billgates #sedatpeker10

of Twitter (Varol, 2023a; Hickey et al., 2023). Pub-
licly available models will help researchers monitor
these platforms more closely and even help them
develop models to protect vulnerable groups.

Pre-trained models available online or devel-
oped through challenges can be easily adapted
for other projects. Publicly available datasets like
#Secim2023 can be used to study political discourse
(Pasquetto et al., 2020; Najafi et al., 2022; Varol,
2023b), and models can be utilized to study these
datasets. The TurkishBERTweet that we used ap-
proach is publicly available on the HuggingFace
platform along with the LoRA adapters for differ-
ent tasks (Najafi and Varol, 2023).

Open source models: TurkishBERTweet model
used in this challenge is available online at the Hug-
gingFace platform. https://huggingface.
co/VRLLab/TurkishBERTweet
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