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Abstract

This paper describes the system that partic-
ipated in the Climate Activism Stance and
Hate Event Detection shared task organized
at The 7th Workshop on Challenges and Ap-
plications of Automated Extraction of Socio-
political Events from Text (CASE 2024). The
system tackles the important task of hate speech
detection by combining large language model
predictions with manually designed features,
while trying to explain where the LLM ap-
proach fails to predict the correct results.

1 Introduction

Hate speech identification is an important task
when analyzing climate change activism events.
The shared task (Thapa et al., 2024) organized at
the CASE 2024 workshop provided a place to test
different approaches for detecting hate speech in
short messages specific to social media platforms,
such as X (previously known as Twitter). Hate
speech can be defined as any message that deni-
grates individuals or groups based on some charac-
teristic such as race, color, ethnicity, gender, sex-
ual orientation, nationality, or religion (Nockleby,
1994). Messages of interest for the task are ex-
changed during or related to climate change ac-
tivism events.

Since many recent works focus on the applica-
tion of Large Language Models (LLMs) for classi-
fying messages as hateful or not, this work inves-
tigated the possibility of improving LLM predic-
tions using handcrafted features. A decision tree
was trained in the hope that the resulting decisions
could explain the failure of LLM predictions in
certain cases.

The rest of this paper is organized as follows:
Section 2 provides related work, Section 3 briefly
introduces the task and describes the dataset, Sec-
tion 4 gives an overview of the participating system,
including pre-processing and architecture, Section

5 presents the results, and Section 6 gives conclu-
sions and future work.

2 Related work

The survey of Schmidt and Wiegand (2017)
presents a number of methods and features use-
ful for hate speech classification, including sim-
ple surface features, word generalization, senti-
ment analysis, lexical resources, linguistic features,
knowledge-based features, and meta-information.
Further analysis is provided by Parihar et al. (2021).
Poletto et al. (2021) provides a review of existing
resources and benchmark corpora for hate speech
detection. The survey of Jahan and Oussalah (2023)
presents different methods employing word embed-
ding representations (both static and contextual-
ized) for hate speech detection.

The recent HaSpeeDe3 shared task (Lai et al.,
2023) provided another place for evaluating hate
speech detection systems. The system of Grotti
and Quick (2021) employed two pre-trained cased
BERT-based (Devlin et al., 2019) LLMs, with ini-
tial pre-processing by turning hashtags into words
to reduce noise. The system of Di Bonaventura
et al. (2023) made use of ALBERTo (Polignano
et al., 2019) LLM, combined with the Ontology of
Dangerous Speech (Stranisci et al., 2022).

Apart from general hate speech detection, spe-
cific lexical phenomena have been studied. Dinu
et al. (2021) studied the usage of pejorative lan-
guage in social media. Davidson et al. (2017) ac-
knowledges the distinctions between hate speech
and offensive language, which makes the task of
hate speech detection more challenging.

3 Dataset and task

The goal of the hate speech detection task is to iden-
tify for a given message if it contains hate speech
or not. This is a binary label associated with each
provided message in the dataset. Dataset files (with
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splits for training, validation and testing) were pro-
vided in CSV format, containing three columns:
index is a numeric value identifying the message;
tweet is the actual message; label is a numeric
value, 1 if the message contains hate speech and
0 otherwise. The dataset is described in detail by
Shiwakoti et al. (2024).

The training file contains 7,284 messages of var-
ious sizes. The shortest message has only 29 char-
acters, while the largest has 985 characters. The
validation file has 1,561 messages with sizes from
29 characters to 940 characters. The test file has
1,562 messages with sizes from 1 character to 960
characters. The size distribution is given in Figure
1. Overall there are 10,407 messages in the entire
dataset, 1,277 marked as containing hate speech
(12.27%).

Figure 1: Raw message size distribution.

The messages are included as they were
collected from the Internet, without any pre-
processing. Therefore, they contain elements such
as hashtags, emojis, user references, new lines,
spelling errors, inconsistent casing (including all
uppercase letters for the entire message or message
parts), new lines, URLs.

Some messages contain a large number of hash-
tags (the maximum number in the training set is
26 in a single message), URLs (maximum 6) or
user mentions (maximum 50 in a single message).
This is sometimes used to make a message easily
discoverable by people looking for a certain hash-
tag. However, hashtags (sometimes comprised of
multiple words, such as "#stopfakegreen") are used
to convey a message, which could be hateful. An
example message is: This is why UK politicians are
so reluctant to divest from fossil fuels: 1/7 GOVUK
#Corruption #ToryCorruption #ExtinctionRebel-
liom #XR #KeepItInTheGround #ClimateJustice
#FridaysForFuture #GreenNewDeal #UKPolitics
#TalkingClimate Lets_Discuss_CC. In this mes-
sage, simply ignoring the hashtags provide no clues

as to why it was marked as hate speech. However,
considering the hashtags (especially "#Corruption"
and "#ToryCorruption") clarifies the labeling.

URLs present in the dataset are shortened, al-
ways starting with "https://t.co" and followed by a
code. Therefore URL itself does not add informa-
tion useful for hate speech detection.

Shiwakoti et al. (2024) mention that rigorous
measures were taken to anonymize all usernames
and identifiable user information within the dataset.
Therefore, the text associated with the user refer-
ences was not considered relevant for this work.

4 Methodology

4.1 Pre-Processing

The pre-processing operation aimed to transform
the raw messages into regular text. All blank char-
acters, including new lines, tabs and other UTF-
8 characters, were transformed to regular spaces.
Multiple space characters were replaced with a sin-
gle space. Different UTF-8 characters representing
quotation marks were removed. URLs and user
mentions were removed as well. Hashtags were
split into words when possible, using an algorithm
similar to the one described by Micu et al. (2022).

Special characters, including emojis, were re-
moved from text. Even though the use of emojis
was shown to improve the results on certain tasks,
such as sentiment polarity classification (Gupta
et al., 2023), for this work emojis were not con-
sidered, primarily because they were not properly
handled by the LLMs used.

Due to the inconsistent use of casing in mes-
sages, the text was transformed to all lowercase
characters.

The resulting pre-processed message size dis-
tribution is given in Figure 2. The distribution is
more even compared to the original distribution. A
large number of messages now have 36 characters,
the smallest message having 0 characters (initially
had 1 character) and the largest message has 266
characters. Given the relative shortness of the mes-
sages, no special considerations are needed when
tokenizing and encoding using a LLM.

User mentions are sometimes used as a forward-
ing mechanism (also known as "retweet") where a
user repeats a message to make specific users aware
of its content. By using the pre-processing steps
above, a number of 1,249 messages were identified
as duplicates, thus from the total of 7,284 training
examples, only 6,035 were unique.
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Figure 2: Raw message size distribution.

4.2 System architecture

The system is developed around a text classifier
employing a BERT LLM. It has two additional
linear layers, with 2,048 and 1,024 cells respec-
tively, employing ReLU and tanh activation func-
tions respectively. These are followed by a final
class prediction head.

In order to potentially improve on the LLM pre-
dictions and to explore the cases where the LLM
gets the result wrong, a set of handcrafted features
were produced. The initial set of features that were
considered comprises: number of raw hashtags,
remaining hashtags after pre-processing, hashtags
that were split during pre-processing, user men-
tions, URLs, raw size, pre-processed size, size dif-
ference, TF-IDF prediction. Out of these the raw
size, pre-processed size, size difference and raw
hashtags were removed from the final system, their
influence being limited. Initial experiments showed
they had no contribution towards increasing the de-
cision tree accuracy. Furthermore, their usage as
leafs on the tree may lead to the model overfitting
on potentially less relevant features. On the other
hand, there is a difference between the average
number of hashtags per message (4.9 for non-hate
vs 6.89 for hate speech), the average number of
user mentions per message (1.06 for non-hate vs
0.59 for hate), and the average number of URLs
per message (0.83 for non-hate vs 0.26 for hate).
The numbers were computed on the training set.

For TF-IDF predictions only, the text was further
lemmatized using the WordNet (Fellbaum, 1998)
lemmatizer available in the NLTK library1. Com-
mon English words were removed using the stop
words set provided by the same NLTK library.

The final stage of the system is represented by a
decision tree which combines the LLM predictions
with the features. The overall system architecture
is presented in Figure 3. At this stage, the different

1https://www.nltk.org/

features were written as numerical columns in a
CSV file, each row representing a message. Pre-
dictions from BERT and TF-IDF were added as
two new columns. Only the actual predicted label
(0 or 1) was added, without any probabilities. Fi-
nally, the resulting file was fed into a decision tree
classifier.

Figure 3: System architecture.

5 Results and discussion

The LLM used for training the system was BERT-
large-uncased. The choice of an uncased model
version is justified by the pre-processing step that
removes capitalization and transforms the text into
lowercase characters. The model was trained for at
least 5 epochs and a maximum of 20 epochs, with
early stopping, when there was no improvement
for 3 epochs. During the first 3 epochs, the LLM
was frozen and only the last linear layers were
actually trained. A batch size of 128 was used. The
learning rates for the LLM and the other layers
were kept separated. The best hyper-parameters
were determined by performing a grid search, with
the encoder learning rate possible values of 1e-05,
2e-05, 3e-05, 5e-05, 9e-06, and the learning rate
for the linear layers with values of 5e-05, 4e-05,
3e-05, 2e-05, 8e-05. The choice for these specific
values is justified by previous experience as well
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System P R F1 Acc
BERT 89.07 82.79 85.55 94.37
TF-IDF 96.79 78.69 84.93 94.81
DT 91.17 81.53 85.48 94.56
Baseline - - 70.80 90.10

Table 1: Results on the test dataset.

as the time constraints associated with the shared
task, further exploration was not possible within
the allocated time.

During training, a 10-fold cross validation ap-
proach was used. For each hyper-parameter values
10 experiments were performed and the best values
were selected. This resulted in the final system
using 3e-05 for the encoder learning rate and 2e-05
as the learning rate for the linear layers. The final
model training lasted 11 epochs.

Results are given in Table 1. "Baseline" repre-
sents the results reported in the dataset description
paper (Shiwakoti et al., 2024), based on a BERT
model. "BERT" is the system trained in this pa-
per, using bert-large-uncased with the classification
head and parameters described above. "TF-IDF"
is the application of a TF-IDF algorithm, as imple-
mented by the Sci-Kit2 learn library, on the pre-
processed text. "DT" is the application of a deci-
sion tree based on the results of "BERT", "TF-IDF"
and the rest of the features described in Section 4.2.
Results were computed using the official evalua-
tion script, available in the shared task’s CodaLab
environment.

Interestingly, all three systems, including the
basic TF-IDF were able to surpass the F1 and Ac-
curacy scores reported by Shiwakoti et al. (2024),
using a BERT model. This is probably due to the
pre-processing described in Section 4.1. Each sys-
tem has its strong points, "TF-IDF" provides the
best precision and accuracy, "BERT" provides the
best recall and F1, while the combination of the
two systems, as well as additional features, using
the decision tree "DT" provides good values for all
metrics. However, since the shared task evaluation
was conducted based on F1 score only, the results
of the fine-tuned BERT model were submitted for
the final evaluation.

Analyzing the decision tree diagram, shows that
apart from the TF-IDF and BERT predictions (these
are the top-level decision nodes in the tree), the
most important features are the number of hashtags

2https://scikit-learn.org/stable/

that were split during pre-processing, the number
of remaining hashtags (without being split) and the
number of URLs. Analyzing the message numbers,
an average of 0.57 hashtags were split on non-hate
messages, compared to an average of 0.11 in hate
messages. This seem to indicate that the presence
of a large number of these elements makes the text
harder to classify by both BERT and TF-IDF. How-
ever, the results of the decision tree classifier indi-
cate that relying solely on these numbers to adjust
the predictions is not possible. Instead, research
is needed into properly handling messages with a
large number of hashtags and URLs. Furthermore,
research is needed into handling difficult hashtags,
containing multiple words or names that are harder
to split using automated methods.

6 Conclusion

Results, as discussed above, indicate that simpler
algorithms, such as TF-IDF, may provide good
enough results for certain tasks within a reduced
amount of time compared to deep neural networks.
However, the result is clearly influenced by proper
pre-processing operations, since TF-IDF when ap-
plied on pre-processed text provides improved re-
sults compared to the baseline BERT approach ap-
plied on raw text.

Explainable AI approaches try to improve our
understanding of black-box neural models by ex-
plaining their predictions and thus contributing to
our trust in such models (Dwivedi et al., 2023;
Nauta et al., 2023; Xu et al., 2019). In this paper,
by using a decision tree to combine LLM results
with TF-IDF and other features, the final model
tries to explain and improve upon failures of the
LLM approach. This highlighted a need for fur-
ther research into handling social media messages
with a large number of hashtags, URLs, or complex
hashtags that may not be easily split into words.

During the pre-processing operations, special
characters, including emojis were discarded. How-
ever, the inclusion of emoji representations, such
as Emoji2Vec (Eisner et al., 2016), may improve
the system’s results. Furthermore, the current work
focused only on BERT-like LLM. Exploration of
other model architectures for hate speech detection
is needed. Inclusion of additional features, such as
the usage of pejorative words, could better the ex-
planation of when the LLM fails to provide correct
results.

The dataset provided for this task provided
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boolean indications of messages containing or not
hate speech. Other tasks offered additional classifi-
cation, such as the targets of hate speech (individ-
ual, organization, and community targets). For the
purposes of this work only the task-specific dataset
was considered, with no additional resources. How-
ever, further investigation may involve combining
other datasets in order to better understand if a cer-
tain type of hate speech is less likely to be identified
by the proposed system. Even more, other authors
explore the intensity associated with hate speech
(Geleta et al., 2023) or other classifications (Paz
et al., 2020). Extending the dataset with additional
indicators may allow future work to better explore
a model’s failures and provide clues that may aid
in improving the model’s performance.

In accordance with open science principles, the
source code of the participating system is made
open source in our GitHub repository3. A rendered
diagram of the decision tree is available in the same
place4, while the image size prevents its inclusion
directly in the paper.

Limitations

The current system implementation, models and
resources are limited to the English language. The
system architecture does not take into account long
messages that surpass the direct capability of the
LLMs used.

Ethics Statement

We do not foresee ethical concerns with the re-
search presented in this paper. However, it is im-
portant to acknowledge that unintended bias might
be present in the dataset, even considering the high
level of agreement between annotators, and this
could be reflected in the resulting models.
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