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Abstract

In the context of the proliferation of multimodal
hate speech related to the Russia-Ukraine con-
flict, we introduce a unified multimodal fusion
system for detecting hate speech and its targets
in text-embedded images. Our approach lever-
ages the Twitter-based RoBERTa and Swin
Transformer V2 models to encode textual and
visual modalities, and employs the Multilayer
Perceptron (MLP) fusion mechanism for clas-
sification. Our system achieved macro F1
scores of 87.27% for hate speech detection and
80.05% for hate speech target detection in the
Multimodal Hate Speech Event Detection Chal-
lenge 2024, securing the 1st rank in both sub-
tasks. We open-source the trained models at
https://huggingface.co/Yestin-Wang

1 Introduction

In the ever-evolving digital age, social media plat-
forms have emerged as pivotal arenas for informa-
tion exchange and social interaction. This surge
in online engagement, while fostering connectiv-
ity and the exchange of ideas, has also led to a
rise in online abuse, including the spread of hate
speech. Hate speech, commonly defined as com-
munication that disparages a person or a group on
the basis of some characteristic such as race, color,
ethnicity, gender, sexual orientation, nationality, re-
ligion, or other characteristics (Nockleby, 2000),
has emerged as a significant societal issue. The
complexity of identifying hate speech is further
amplified by the multimodal nature of online con-
tent, often in the form of text-embedded images.
These images, which combine visual and textual
elements, are a prevalent mode of expression on so-
cial media platforms (Shang et al., 2021). The chal-
lenge of detecting hate speech in text-embedded
images arises from the multimodal nature of the
content, where textual cues are intertwined with vi-
sual content. Traditional unimodal models, which
focus solely on text or image classification, fall

short in effectively interpreting the nuanced and
often context-dependent nature of hate speech in
these multimodal scenarios (Kiela et al., 2020).
Therefore, there is a critical need for advanced
multimodal models that can effectively integrate
and analyze both textual and visual information to
accurately identify hate speech in text-embedded
images.

In light of this need, the Multimodal Hate Speech
Event Detection Challenge1 at CASE 2024 (Thapa
et al., 2024) provides a platform for developing
and evaluating models capable of detecting hate
speech in text-embedded images, concerning po-
litically controversial topics related to the Russia-
Ukraine War. This task builds on the 2023 iteration
of this shared task (Thapa et al., 2023), which in-
cludes subtasks aimed at not only determining the
presence of hate speech in such images but also
identifying the targets of hateful content, whether
they are individuals, organizations, or communi-
ties. Most of the participating teams from previous
year had employed supervised approaches based on
unimodal transformer models (e.g., BERT, XLM-
Roberta, etc.) (Armenta-Segura et al., 2023; Singh
et al., 2023) or methods based on feature engineer-
ing (e.g., lexical features, named entities, amongst
others) and ensemble learning strategies (Sahin
et al., 2023). However, these approaches often
required complex feature engineering and special-
ized model structure for specific subtasks, which
makes it challenging to generalize across differ-
ent subtasks, such as detecting hate speech and its
targets (Thapa et al., 2023).

We introduce an unified multimodal architec-
ture for both hate speech and target detection tasks.
Our approach employs Twitter-based RoBERTa
(Loureiro et al., 2023) and Swin Transformer V2
models (Liu et al., 2022) to extract features for

1https://codalab.lisn.upsaclay.fr/
competitions/16203
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encoding textual and visual content and concate-
nates them via the Multilayer Perceptron (MLP)
fusion technique. Without the need for feature en-
gineering, our system achieved first place in both
subtasks, outperforming the previous year’s top
team by 1.62% F1 score in subtask A and 3.71%
F1 score in subtask B, respectively.

2 Related Work

In the intersection of natural language processing
and computer vision, the detection of hate speech
in multimodal content, especially in text-embedded
images, has increasingly attracted scholarly atten-
tion. This trend is driven by both the develop-
ment of innovative multimodal methodologies and
the creation of extensive datasets (Bhandari et al.,
2023; Fersini et al., 2022; Pramanick et al., 2021;
Suryawanshi et al., 2020). A pivotal advancement
was the Hateful Memes Challenge at NeurIPS 2020
(Kiela et al., 2020), which provided an open-source
dataset comprising 10,000 meme examples, fos-
tering a competitive environment for developing
state-of-the-art methods. The winning approach by
Zhu (2020) combined VL-BERT (Su et al., 2020),
UNITER (Chen et al., 2020), VILLA (Gan et al.,
2020) and ERNIE-ViL (Yu et al., 2021) through
ensemble learning, demonstrating enhanced capa-
bility in multimodal hate speech detection.

Research on multimodal hate speech detec-
tion has predominantly focused on multimodal fu-
sion approaches, essential for handling the dual-
modality of text-embedded images. These method-
ologies are typically divided into early fusion,
which combines text and visual features at the ini-
tial stages using deep fusion encoders with cross-
modal attention (Atrey et al., 2010), and late fusion,
which employs separate processing of image and
text modalities before merging them at a decisive
alignment stage (Li et al., 2022). Recent studies
employed novel feature extraction techniques to
improve classification efficacy. For instance, Zhou
et al. (2021) proposed an image captioning-based
feature extraction method, generating descriptive
texts from multimodal memes. Blaier et al. (2021)
showed that incorporating caption features during
model fine-tuning improves the performance of
various multimodal models for hateful meme de-
tection.

The scope of multimodal hate speech detection
is continually widening to cover a wide range of
hate speech triggering events, such as presidential

elections (Suryawanshi et al., 2020), the COVID-19
pandemic (Pramanick et al., 2021), and geopoliti-
cal conflicts like the Russia-Ukraine War (Thapa
et al., 2022). Initiatives to label and detect harmful
text-embedded images in these specific contexts
contribute to a deeper understanding of how multi-
modal hate speech manifests itself during various
significant events.

3 Dataset & Task Description

3.1 Dataset Description

The dataset used for the shared task is Cri-
sisHateMM (Bhandari et al., 2023). It comprises
4,723 text-embedded images, reflecting diverse so-
cial media discourses related to the Russia-Ukraine
conflict. The dataset is meticulously compiled from
popular social media platforms such as Twitter,
Reddit, and Facebook. Each item in the dataset
comprises an original image file alongside its ex-
tracted textual content, obtained via OCR technol-
ogy using the Google Vision API2.

Subtask Classes Train Eval Test

Subtask A
Hate 1,942 243 243

No Hate 1,658 200 200

Subtask B
Individual 823 102 102

Community 335 40 42
Organization 784 102 98

Table 1: Dataset statistics: number of instances across
different subtasks.

For both subtasks, the dataset is split into train-
ing, evaluation, and test sets. Table 1 provides the
number of instances in each set. Notably, the test
set labels remain undisclosed during the challenge
phase to ensure an unbiased performance evalua-
tion.

3.2 Subtask A: Hate Speech Detection

Subtask A focuses on identifying whether a given
text-embedded image contains hate speech or not,
corresponding to the binary classification problem.
There are 2,428 text-embedded images labeled as
containing hate speech, and 2,058 non-hate speech
examples in the dataset, which is divided into 3,600
training, 443 evaluation, and 443 testing instances.
This division ensures that there is the same number
of instances per class in the evaluation and test sets.

2https://cloud.google.com/vision/docs/ocr

74



Figure 1: An overview of the CLTL’s system.

3.3 Subtask B: Target Detection
Subtask B aims to identify the targets of hate
speech within 2,428 text-embedded hateful images.
Each text-embedded image in this subtask is anno-
tated for targeting specific groups or entities: "com-
munity", "individual" or "organization", which is
viewed as a multi-class, single-label classification
problem.

4 Methodology

Our approach is based on a multimodal architec-
ture that integrates large-scale pre-trained models,
Twitter-based RoBERTa (Loureiro et al., 2023) and
Swin Transformer V2 (Liu et al., 2022), to extract
contextualized embeddings from textual and vi-
sual inputs, respectively. These embeddings are
then concatenated using the Multilayer Perceptron
(MLP) fusion module (Shi et al., 2021) for clas-
sifying each instance into one of the predefined
categories. Our model is universally applicable to
both subtasks A and B, differing only in the output
layer, as depicted in Figure 1.

4.1 Text Preprocessing
The provided dataset comes with the textual data
extracted from text-embedded images via Google
OCR Vision API. We applied simple preprocessing
steps, which involve removing URLs, username
mentions (i.e., @username), and emojis using reg-
ular expressions, followed by setting the text trun-
cation length to 512 tokens. These preprocessing
steps are commonly applied when dealing with so-
cial media data (Gupta and Joshi, 2017).

4.2 Transformers Models
4.2.1 Twitter-based RoBERTa
The Twitter-based RoBERTa model (Loureiro et al.,
2023) is a RoBERTa-large model (Liu et al., 2019)

trained on a large corpus of 154M tweets covering
the periods between 2018-01 and 2022-12, possi-
bly covering tweets related to the Russia-Ukraine
conflict as well. Considering that the properties
of tweets are to some extent similar to the proper-
ties of texts embedded in images in our data: both
are short texts, containing informal language, ab-
breviations and slang specific to social media, a
domain-specific large language model is expected
to be more suitable for encoding textual input. The
Twitter-based RoBERTa model is publicly avail-
able via the Hugging Face Transformer API3.

4.2.2 Swin Transformer V2
Swin Transformer V2 (Liu et al., 2022) is an im-
proved version of the Swin Transformer (Liu et al.,
2021), which employs a window-based attention
mechanism for efficient image processing across
various scales and resolutions by partitioning the
image into non-overlapping patches and processing
these sequentially at each stage. This approach mit-
igates the computational and memory burden issues
of large-scale image processing in traditional trans-
former architectures that apply global self-attention
mechanisms across the entire image. In our exper-
iments, we use the TIMM framework implemen-
tation of the Swin Transformer V2 model4. The
model was pretrained on the ImageNet-1k dataset,
containing a collection of 1.2 million labeled im-
ages with one thousand object categories (Rus-
sakovsky et al., 2015).

4.3 MLP Fusion & Prediction
Our fusion strategy entails the concatenation of
text and image embeddings through the Multilayer

3https://huggingface.co/cardiffnlp/
twitter-roberta-large-2022-154m

4https://huggingface.co/timm/swinv2_base_
window8_256.ms_in1k
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Team Recall Precision F1-score Rank
Ours (CLTL) 87.37 87.20 87.27 1st (2024)
ARC-NLP 85.67 85.63 85.65 1st (2023)
AAST-NLP 85.46 85.40 85.43 2nd (2024)
bayesiano98 85.61 85.28 85.28 2nd (2023)

Baseline (CLIP) - - 78.60 -

Table 2: Performance comparison for the baseline approach (Bhandari et al., 2023) and top-performing teams in
2023/24 multimodal hate speech detection task (Thapa et al., 2023, 2024).

Perceptron (MLP) fusion module (Shi et al., 2021),
where the top vector representations from differ-
ent models are pooled (concatenated) into a single
vector. A prediction layer is added at the end to
perform classification: for subtask A, the sigmoid
outputs a single value to yield a probability of hate
speech presence. For subtask B, each target cat-
egory (individual, community, and organization)
has a separate sigmoid function that outputs the
corresponding probability.

5 Experimentals and Evaluation Results

5.1 Experimental Settings

Our multimodal classification system was devel-
oped using the PyTorch framework and AutoGluon
library (Shi et al., 2021) for a robust and flexi-
ble implementation. We fine-tuned Twitter-based
RoBERTa and Swin Transformer V2 models on the
training data with the following hyperparameters:
a base learning rate of 1e-4, decay rate of 0.9 us-
ing cosine decay scheduling, batch size of 8, and a
manual seed of 0 for reproducibility. The models
were optimized using the AdamW optimizer for up
to 10 epochs, or until an early stopping criterion
was met to prevent overfitting. After fine-tuning,
the models were assessed on the evaluation set. All
experiments were conducted on the Google Colabo-
ratory platform with a NVIDIA A100 GPU, taking
approximately 25 minutes for subtask A and 20
minutes for subtask B.

5.2 Results & Discussion

The official evaluation metric to score participating
systems was macro-averaged F1 score as the test
set is imbalanced. Table 2 and 3 showcase the com-
parative performance of the CLTL team’s system
in addressing the challenging tasks of multimodal
hate speech detection (subtask A) and target detec-
tion (subtask B), reflect the superior performance
of our system in comparison to the baseline ap-

proach (Bhandari et al., 2023) and other top-ranked
participating systems (Thapa et al., 2023, 2024).

In subtask A, our system obtained an F1 score
of 87.27%, achieving the top rank on the leader-
board. This performance represents a substantial
improvement over the previous year’s winning en-
try (Sahin et al., 2023), with an increase of 1.62%
in F1 score. Notably, our system excelled across
all classification metrics within the test results, and
outperformed the CLIP model baseline approach
by 8.67% in terms of F1 score, highlighting the
robustness of our approach for multimodal hate
speech detection.

In subtask B, our system again led the rankings,
achieving an F1 score of 80.05%. This is a no-
table advancement of 18.55% over the F1 score of
the baseline approach, which validates the effec-
tiveness of our system in identifying the specific
targets of multimodal hate speech.

The success of our system across both subtasks
could be potentially attributed to several factors.
The extensive pre-training on large volumes of tex-
tual and visual content has been instrumental, par-
tially due to the Twitter-based RoBERTa’s domain-
specific knowledge of social media discourse, and
the Swin Transformer V2’s proficiency in visual
understanding. The subsequent fine-tuning on the
CrisisHateMM training set has further enhanced
the system’s capacity for classifying multimodal
hateful content. Moreover, the concatenation of
text and image modalities via the MLP fusion mod-
ule, has proven effective in capturing the complex
interplay between textual and visual cues inherent
in multimodal hate speech and its targets.

6 Conclusion

In this work, we introduced the multimodal ar-
chitecture designed by CLTL team for the Mul-
timodal Hate Speech Event Detection Challenge
2024. Leveraging the Twitter-based RoBERTa and
Swin Transformer V2 for feature extraction and
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Team Recall Precision F1-score Rank
Ours (CLTL) 79.07 81.48 80.05 1st (2024)
AAST-NLP 74.65 82.40 76.71 2nd (2024)
ARC-NLP 76.36 76.37 76.34 1st (2023)

bayesiano98 75.54 73.30 74.10 2nd (2023)
Baseline (CLIP) - - 61.50 -

Table 3: Performance comparison for the baseline approach (Bhandari et al., 2023) and top-performing teams in
2023/24 multimodal hate speech target detection task (Thapa et al., 2023, 2024).

employing the MLP fusion mechanism, our sys-
tem achieved the top rank with the highest macro
F1 score on both subtasks, which sets a new state-
of-the-art in detecting hate speech and its targets
on the CrisisHateMM dataset. In future work, we
aim to refine our approach by experimenting with
advanced fine-tuning strategies such as parameter-
efficient fine-tuning (PEFT), using larger multi-
modal datasets to improve the generalization capa-
bilities of our approach across diverse social media
domains.
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